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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 

 

 

 

 

 

 

Kohei Arai  

Editor-in-Chief 

IJACSA 

Volume 13 Issue 2 February 2022 

ISSN 2156-5570 (Online) 

ISSN 2158-107X (Print) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(ii) 

www.ijacsa.thesai.org 

Editorial Board 

Editor-in-Chief  

 

Dr. Kohei Arai - Saga University 

Domains of Research: Technology Trends, Computer Vision, Decision Making, Information Retrieval, 

Networking, Simulation 

 

Associate Editors 
 

Alaa Sheta 

Southern Connecticut State University 

Domain of Research: Artificial Neural Networks, Computer Vision, Image Processing, Neural Networks, Neuro-

Fuzzy Systems 

 

Domenico Ciuonzo 

University of Naples, Federico II, Italy 

Domain of Research: Artificial Intelligence, Communication, Security, Big Data, Cloud Computing, Computer       

Networks, Internet of Things 

 

Dorota Kaminska 

Lodz University of Technology 

Domain of Research: Artificial Intelligence, Virtual Reality 

 

Elena Scutelnicu 

"Dunarea de Jos" University of Galati 

Domain of Research: e-Learning, e-Learning Tools, Simulation 

 

In Soo Lee 

Kyungpook National University 

Domain of Research: Intelligent Systems, Artificial Neural Networks, Computational Intelligence, Neural Networks, 

Perception and Learning 

 

Krassen Stefanov 

Professor at Sofia University St. Kliment Ohridski 

Domain of Research: e-Learning, Agents and Multi-agent Systems, Artificial Intelligence, e-Learning Tools, 

Educational Systems Design 

 

Renato De Leone 

Università di Camerino 

Domain of Research: Mathematical Programming, Large-Scale Parallel Optimization, Transportation problems, 

Classification problems, Linear and Integer Programming 

 

Xiao-Zhi Gao 

University of Eastern Finland 

Domain of Research: Artificial Intelligence, Genetic Algorithms 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(iii) 

www.ijacsa.thesai.org 

CONTENTS 

 
Paper 1: Random-Valued Impulse Noise Detection and Removal based on Local Statistics of Images 

Authors: Mickael Aghajarian, John E. McInroy 

PAGE 1 – 8 

 

Paper 2: Robotic Ad-hoc Networks Connectivity Maintenance based on RF Signal Strength Mapping 

Authors: Mustafa Ayad, Richard Voyles, Mohamed Ayad 

PAGE 9 – 23 

 

Paper 3: A Review of Mobility Supporting Tunneling Protocols in Wireless Cellular Networks 

Authors: Zeeshan Abbas, Wonyong Yoon 

PAGE 24 – 32 

 

Paper 4: Extended Kalman Filter Sensor Fusion in Practice for Mobile Robot Localization 

Authors: Alaa Aldeen Housein, Gao Xingyu, Weiming Li, Yang Huang 

PAGE 33 – 38 

 

Paper 5: The Adoption of Digital Games Among Older Adults 

Authors: Nurul Farinah Mohsin, Suriati Khartini Jali, Sylvester Arnab, Mohamad Imran Bandan, Minhua Ma 

PAGE 39 – 45 

 

Paper 6: Evaluation of Consumer Network Structure for Cosmetic Brands on Twitter 

Authors: Yuzuki Kitajima, Kohei Otake, Takashi Namatame 

PAGE 46 – 55 

 

Paper 7: Combining Multiple Seismic Attributes using Convolutional Neural Networks 

Authors: Abrar Alotaibi, Mai Fadel, Amani Jamal, Ghadah Aldabbagh 

PAGE 56 – 63 

 

Paper 8: Computational Intelligence Algorithm Implemented in Indoor Environments based on Machine Learning for 

Lighting Control System 

Authors: Mohammad Ehsanul Alim, Md. Nazmus Sakib Bin Alam, Sneha Shrikumar, Ihab Hassoun 

PAGE 64 – 76 

 

Paper 9: Comparison of Latent Semantic Analysis and Vector Space Model for Automatic Identification of Competent 

Reviewers to Evaluate Papers 

Authors: Yordan Kalmukov 

PAGE 77 – 85 

 

Paper 10: Evaluation of Applicability of 1D-CNN and LSTM to Predict Horizontal Displacement of Retaining Wall 

According to Excavation Work 

Authors: Seunghwan Seo, Moonkyung Chung 

PAGE 86 – 91 

 

Paper 11: A Review on Classification Methods for Plants Leaves Recognition 

Authors: Khaled Suwais, Khattab Alheeti, Duaa Al_Dosary 

PAGE 92 – 100 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(iv) 

www.ijacsa.thesai.org 

Paper 12: Tracking Axonal Transports in Time-Lapse Images Obtained from a Microfluidic Culture Platform 

Authors: Nak Hyun Kim 

PAGE 101 – 106 

 

Paper 13: LPRNet: A Novel Approach for Novelty Detection in Networking Packets 

Authors: Anshumaan Chauhan, Ayushi Agarwal, Angel Arul Jothi, Sangili Vadivel 

PAGE 107 – 115 

 

Paper 14: A Proposed Model for Improving the Performance of Knowledge Bases in Real-World Applications by 

Extracting Semantic Information 

Authors: Abdelrahman Elsharif Karrar 

PAGE 116 – 123 

 

Paper 15: Melody Difficulty Classification using Frequent Pattern and Inter-Notes Distance Analysis 

Authors: Pulung Nurtantio Andono, Edi Noersasongko, Guruh Fajar Shidik, Khafiizh Hastuti, Sudaryanto 

Sudaryanto, Arry Maulana Syarif 

PAGE 124 – 134 

 

Paper 16: Machine Learning: Assisted Cardiovascular Diseases Diagnosis 

Authors: Aseel Alfaidi, Reem Aljuhani, Bushra Alshehri, Hajer Alwadei, Sahar Sabbeh 

PAGE 135 – 141 

 

Paper 17: A Solution for Automatic Counting and Differentiate Motorcycles and Modified Motorcycles in Remote Area 

Authors: Indrabayu, Intan Sari Areni, Anugrayani Bustamin, Elly Warni, Sofyan Tandungan, Rizka Irianty, Najiah 

Nurul Afifah 

PAGE 142 – 148 

 

Paper 18: PAD: A Pancreatic Cancer Detection based on Extracted Medical Data through Ensemble Methods in 

Machine Learning 

Authors: Santosh Reddy P, Chandrasekar M 

PAGE 149 – 156 

 

Paper 19: Developing and Validating Instrument for Data Integration Governance Framework 

Authors: Noor Hasliza Mohd Hassan, Kamsuriah Ahmad, Hasimi Salehuddin 

PAGE 157 – 162 

 

Paper 20: The Method of Braille Embossed Dots Segmentation for Braille Document Images Produced on Reusable Paper 

Authors: Sasin Tiendee, Charay Lerdsudwichai, Somying Thainimit, Chanjira Sinthanayothin 

PAGE 163 – 170 

 

Paper 21: Implementation of Password Hashing on Embedded Systems with Cryptographic Acceleration Unit 

Authors: Holman Montiel A, Fredy Martínez S, Edwar Jacinto G 

PAGE 171 – 175 

 

Paper 22: Prediction of Metastatic Relapse in Breast Cancer using Machine Learning Classifiers 

Authors: Ertel Merouane, Amali Said, El Faddouli Nour-eddine 

PAGE 176 – 181 

 

Paper 23: Effective ANN Model based on Neuro-Evolution Mechanism for Realistic Software Estimates in the Early Phase 

of Software Development 

Authors: Ravi Kumar B N, Yeresime Suresh 

PAGE 182 – 193 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(v) 

www.ijacsa.thesai.org 

Paper 24: Incorporation of Computational Thinking Practices to Enhance Learning in a Programming Course 

Authors: Leticia Laura-Ochoa, Norka Bedregal-Alpaca 

PAGE 194 – 200 

 

Paper 25: Detecting and Fact-checking Misinformation using “Veracity Scanning Model” 

Authors: Yashoda Barve, Jatinderkumar R. Saini, Ketan Kotecha, Hema Gaikwad 

PAGE 201 – 209 

 

Paper 26: Enhancing EFL Students’ COCA-Induced Collocational Usage of Coronavirus: A Corpus-Driven Approach 

Authors: Amir H. Y. Salama, Waheed M. A. Altohami 

PAGE 210 – 219 

 

Paper 27: A Computational Approach to Decode the Pragma-Stylistic Meanings in Narrative Discourse 

Authors: Ayman Farid Khafaga, Iman El-Nabawi Abdel Wahed Shaalan 

PAGE 220 – 227 

 

Paper 28: An Evaluation of the Automatic Detection of Hate Speech in Social Media Networks 

Authors: Abdulfattah Omar, Mohamed Elarabawy Hashem 

PAGE 228 – 233 

 

Paper 29: A Region-based Compression Technique for Medical Image Compression using Principal Component Analysis 

(PCA) 

Authors: Sin Ting Lim, Nurulfajar Bin Abd Manap 

PAGE 234 – 243 

 

Paper 30: Identify Discriminatory Factors of Traffic Accidental Fatal Subtypes using Machine Learning Techniques 

Authors: W. Z. Loskor, Sharif Ahamed 

PAGE 244 – 250 

 

Paper 31: A Review on Software Bug Localization Techniques using a Motivational Example 

Authors: Amr Mansour Mohsen, Hesham Hassan, Ramadan Moawad, Soha Makady 

PAGE 251 – 261 

 

Paper 32: Failure Region Estimation of Linear Voltage Regulator using Model-based Virtual Sensing and Non-invasive 

Stability Measurement 

Authors: Syukri Zamri, Mohd Hairi Mohd Zaman, Muhammad Fauzi Mohd Raihan, Asraf Mohamed Moubark, M 

Marzuki Mustafa 

PAGE 262 – 269 

 

Paper 33: Mobile Mathematics Learning Application Selection using Fuzzy TOPSIS 

Authors: Seren Başaran, Firass El Homsi 

PAGE 270 – 282 

 

Paper 34: An Optimal Execution of Composite Service in Decentralized Environment 

Authors: Yashwant Dongre, Rajesh Ingle 

PAGE 283 – 290 

 

Paper 35: Design Processes for User Engagement with Mobile Health: A Systematic Review 

Authors: Tochukwu Ikwunne, Lucy Hederman, P. J. Wall 

PAGE 291 – 303 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(vi) 

www.ijacsa.thesai.org 

Paper 36: An Intelligent Metaheuristic Optimization with Deep Convolutional Recurrent Neural Network Enabled Sarcasm 

Detection and Classification Model 

Authors: K. Kavitha, Suneetha Chittieni 

PAGE 304 – 314 

 

Paper 37: DBTechVoc: A POS-tagged Vocabulary of Tokens and Lemmata of the Database Technical Domain 

Authors: Jatinderkumar R. Saini, Ketan Kotecha, Hema Gaikwad 

PAGE 315 – 323 

 

Paper 38: Smart Monitoring System for Chronic Kidney Disease Patients based on Fuzzy Logic and IoT 

Authors: Govind Maniam, Jahariah Sampe, Rosmina Jaafar, Mohd Faisal Ibrahim 

PAGE 324 – 333 

 

Paper 39: Trust Management in Industrial Internet of Things using a Trusted E-Lithe Protocol 

Authors: Ahmed Motmi, Samah Alhazmi, Ahmed Abu-Khadrah, Mousa AL-Akhras, Fuad Alhosban 

PAGE 334 – 345 

 

Paper 40: Machine Learning Application for Predicting Heart Attacks in Patients from Europe 

Authors: Enrique Arturo Elescano-Avendaño, Freddy Edson Huamán-Leon, Gilson Andreson Vasquez-Torres, 

Dayana Ysla-Espinoza, Enrique Lee Huamaní, Alexi Delgado 

PAGE 346 – 351 

 

Paper 41: Multi-Criteria Prediction Framework for the Prioritization of Council Candidates based on Integrated AHP-

Consensus and TOPSIS Methods 

Authors: Nurul Akhmal Mohd Zulkefli, Muhamad Hariz Muhamad Adnan, Mukesh Madanan, Tariq Mohsen 

Hardan 

PAGE 352 – 359 

 

Paper 42: A Novel Animated CAPTCHA Technique based on Persistence of Vision 

Authors: Shafiya Afzal Sheikh, M. Tariq Banday 

PAGE 360 – 367 

 

Paper 43: Securing Dynamic Source Routing by Neighborhood Monitoring in Wireless Adhoc Network 

Authors: Rajani K C, Aishwarya P 

PAGE 368 – 376 

 

Paper 44: Free Hardware based System for Air Quality and CO2 Monitoring 

Authors: Cristhoper Alvarez-Mendoza, Jhon Vilchez-Lucana, Fernando Sierra-Liñan, Michael Cabanillas-

Carbonell 

PAGE 377 – 384 

 

Paper 45: Using HBase to Implement Speed Layer in Time Series Data Storage Systems 

Authors: Milko Marinov 

PAGE 385 – 390 

 

Paper 46: Machine Learning Model for Prediction and Visualization of HIV Index Testing in Northern Tanzania 

Authors: Happyness Chikusi, Judith Leo, Shubi Kaijage 

PAGE 391 – 399 

 

Paper 47: Processing of Clinical Notes for Efficient Diagnosis with Dual LSTM 

Authors: Chandru A. S, Seetharam K 

PAGE 400 – 407 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(vii) 

www.ijacsa.thesai.org 

Paper 48: A Smart Decision Making System for the Selection of Production Parameters using Digital Twin and Ontologies 

Authors: ABADI Mohammed, ABADI Chaimae, ABADI Asmae, BEN-AZZA Hussain 

PAGE 408 – 420 

 

Paper 49: Data Mining Model for Predicting Customer Purchase Behavior in E-Commerce Context 

Authors: Orieb Abu Alghanam, Sumaya N. Al-Khatib, Mohammad O. Hiari 

PAGE 421 – 428 

 

Paper 50: An Effective Analytics and Performance Measurement of different Machine Learning Algorithms for Predicting 

Heart Disease 

Authors: S. M. Hasan Sazzad Iqbal, Nasrin Jahan, Afroja Sultana Moni, Masuma Khatun 

PAGE 429 – 433 

 

Paper 51: Implementation of Modified Wiener Filtering in Frequency Domain in Speech Enhancement 

Authors: C. Ramesh Kumar, M. P. Chitra 

PAGE 434 – 439 

 

Paper 52: A Framework for Integrating the Distributed Hash Table (DHT) with an Enhanced Bloom’s Filter in Manet 

Authors: Renisha P Salim, Rajesh R 

PAGE 440 – 448 

 

Paper 53: Spark based Framework for Supervised Classification of Hyperspectral Images 

Authors: N. Aswini, R. Ragupathy 

PAGE 449 – 454 

 

Paper 54: Machine Learning Techniques for Sentiment Analysis of Code-Mixed and Switched Indian Social Media Text 

Corpus - A Comprehensive Review 

Authors: Gazi Imtiyaz Ahmad, Jimmy Singla, Anis Ali, Aijaz Ahmad Reshi, Anas A. Salameh 

PAGE 455 – 467 

 

Paper 55: Hybrid Routing Topology Control for Node Energy Minimization For WSN 

Authors: K Abdul Basith, T. N. Shankar 

PAGE 468 – 476 

 

Paper 56: FNU-BiCNN: Fake News and Fake URL Detection using Bi-CNN 

Authors: R. Sandrilla, M. Savitha Devi 

PAGE 477 – 488 

 

Paper 57: Dynamic Vehicular Communication using Gaussian Interpolation of Cluster Head Selection (GI-CHS) 

Authors: Mahmoud Zaki Iskandarani 

PAGE 489 – 494 

 

Paper 58: A Secure Unmanned Aerial Vehicle Service for Medical System to Improve Smart City Facilities 

Authors: Birasalapati Doraswamy, K. Lokesh Krishna, M. N. Giriprasad 

PAGE 495 – 504 

 

Paper 59: A Channeled Multilayer Perceptron as Multi-Modal Approach for Two Time-Frames Algo-Trading Strategy 

Authors: Noussair Fikri, Khalid Moussaid, Mohamed Rida, Amina El Omri, Noureddine Abghour 

PAGE 505 – 519 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(viii) 

www.ijacsa.thesai.org 

Paper 60: A Novel Cyber-attack Leads Prediction System using Cascaded R2CNN Model 

Authors: P. Shanmuga Prabha, S. Magesh Kumar 

PAGE 520 – 524 

 

Paper 61: A Secure and Robust Architecture based on Mobile Healthcare Applications for Patient Monitoring 

Environments 

Authors: Shaik Shakeel Ahamad, Majed Alowaidi 

PAGE 525 – 530 

 

Paper 62: A Novel Predictive Scheme for Confirming State of Bipolar Disorder using Recurrent Decision Tree 

Authors: Yashaswini K. A, Aditya Kishore Saxena 

PAGE 531 – 538 

 

Paper 63: Objective Type Question Generation using Natural Language Processing 

Authors: G. Deena, K. Raja 

PAGE 539 – 548 

 

Paper 64: IoT based Date Palm Water Management System Using Case-Based Reasoning and Linear Regression for 

Trend Analysis 

Authors: Ferddie Quiroz Canlas, Moayad Al Falahi, Sarachandran Nair 

PAGE 549 – 556 

 

Paper 65: AquaStat: An Arduino-based Water Quality Monitoring Device for Fish Kill Prevention in Tilapia Aquaculture 

using Fuzzy Logic 

Authors: Mark Rennel D. Molato 

PAGE 557 – 562 

 

Paper 66: Evaluation of Re-identification Risk using Anonymization and Differential Privacy in Healthcare 

Authors: Ritu Ratra, Preeti Gulia, Nasib Singh Gill 

PAGE 563 – 570 

 

Paper 67: Implementation of QT Interval Measurement to Remove Errors in ECG 

Authors: S. Chitra, V. Jayalakshmi 

PAGE 571 – 576 

 

Paper 68: Game-based Learning Increase Japanese Language Learning through Video Game 

Authors: Yogi Udjaja, Puti Andam Suri, Ricky Satria Gunawan, Felix Hartanto 

PAGE 577 – 582 

 

Paper 69: Fuzzy-set Theory to Support the Design of an Augmentative and Alternative Communication Systems for 

Aphasia Individuals 

Authors: Md. Sazzad Hossain 

PAGE 583 – 590 

 

Paper 70: Detecting Ransomware within Real Healthcare Medical Records Adopting Internet of Medical Things using 

Machine and Deep Learning Techniques 

Authors: Randa ELGawish, Mohamed Abo-Rizka, Rania ELGohary, Mohamed Hashim 

PAGE 591 – 597 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(ix) 

www.ijacsa.thesai.org 

Paper 71: Data Visualization of Influent and Effluent Parameters of UASB-based Wastewater Treatment Plant in Uttar 

Pradesh 

Authors: Parul Yadav, Aditya Chaudhary, Anand Keshari, Nitish Kumar Chaudhary, Priyanshu Sharma, Kumar 

Saurabh, Brijesh Singh Yadav 

PAGE 598 – 606 

 

Paper 72: Forecasting Foreign Currency Exchange Rate using Convolutional Neural Network 

Authors: Manaswinee Madhumita Panda, Surya Narayan Panda, Prasant Kumar Pattnaik 

PAGE 607 – 616 

 

Paper 73: New Blockchain Protocol for Partial Confidentiality and Transparency (PPCT) 

Authors: Salima TRICHNI, Mohammed BOUGRINE, Fouzia OMARY 

PAGE 617 – 626 

 

Paper 74: Image-based Automatic Counting of Bacillus cereus Colonies using Smartphone 

Authors: Phongsatorn Taithong, Siriwan Wichai, Rattapoom Waranusast, Panomkhawn Riyamongkol 

PAGE 627 – 634 

 

Paper 75: Anomaly-based Network Intrusion Detection using Ensemble Machine Learning Approach 
Authors: Abhijit Das, Pramod, Sunitha B S 

PAGE 635 – 645 

 

Paper 76: An Efficient Feature Selection Approach for Intrusion Detection System using Decision Tree 

Authors: Abhijit Das, Pramod, Sunitha B S 

PAGE 646 – 656 

 

Paper 77: Path Optimization for Mobile Robots using Genetic Algorithms 

Authors: Fernando Martınez Santa, Fredy H. Martınez Sarmiento, Holman Montiel Ariza 

PAGE 657 – 662 

 

Paper 78: Cryptanalysis of a Hamming Code and Logistic-Map based Pixel-Level Active Forgery Detection Scheme 

Authors: Oussama Benrhouma 

PAGE 663 – 668 

 

Paper 79: Wifi Indoor Positioning with Genetic and Machine Learning Autonomous War-Driving Scheme 

Authors: Pham Doan Tinh, Bui Huy Hoang 

PAGE 669 – 678 

 

Paper 80: Geolocation Mobile Application to Create New Routes for Cyclists 

Authors: Jesus F. Lalupu Aguirre, Laberiano Andrade-Arenas 

PAGE 679 – 687 

 

Paper 81: A Software Framework for Self-Organized Flocking System Motion Coordination Research 

Authors: Fredy Martınez, Holman Montiel, Edwar Jacinto 

PAGE 688 – 694 

 

Paper 82: Trust-based Access Control Model with Quantification Method for Protecting Sensitive Attributes 

Authors: Mohd Rafiz Salji, Nur Izura Udzir, Mohd Izuan Hafez Ninggal, Nor Fazlida Mohd. Sani, Hamidah Ibrahim 

PAGE 695 – 707 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

(x) 

www.ijacsa.thesai.org 

Paper 83: Feature based Entailment Recognition for Malayalam Language Texts 

Authors: Sara Renjit, Sumam Mary Idicula 

PAGE 708 – 715 

 

Paper 84: Towards Linguistic-based Evaluation System of Cloud Software as a Service (SaaS) Provider 

Authors: Mohammed Abdulaziz Ikram, Ryan Alturki, Farookh K. Hussain 

PAGE 716 – 722 

 

Paper 85: Rectenna Design for Enhanced Node Lifetime in Energy Harvesting WSNs 

Authors: Prakash K Sonwalkar, Vijay Kalmani 

PAGE 723 – 730 

 

Paper 86: Politicians-based Deep Learning Models for Detecting News, Authors and Media Political Ideology 

Authors: Khudran M. Alzhrani 

PAGE 731 – 742 

 

Paper 87: Multi-Spectral Imaging for Fruits and Vegetables 

Authors: Shilpa Gaikwad, Sonali Tidke 

PAGE 743 – 760 

 

Paper 88: Detecting Malware Families and Subfamilies using Machine Learning Algorithms: An Empirical Study 

Authors: Esraa Odat, Batool Alazzam, Qussai M. Yaseen 

PAGE 761 – 765 

 

Paper 89: Systematic Exploration and Classification of Useful Comments in Stack Overflow 

Authors: Prasadhi Ranasinghe, Nipuni Chandimali, Chaman Wijesiriwardana 

PAGE 766 – 774 

 

Paper 90: A New Index for Detecting Frequency of Unknown Underwater Weak Signals with Genetic Algorithm 

Authors: Weixiang Yu, Xiukui Li 

PAGE 775 – 784 

 

Paper 91: Extraction of Point-of-Interest in Multispectral Images for Face Recognition 

Authors: Kossi Kuma KATAKPE, Lyes AKSAS, Diarra MAMADOU, Pierre GOUTON 

PAGE 785 – 796 

 

Paper 92: The Effectiveness of CATA Software in Exploring the Significance of Modal Verbs in Large Data Texts 

Authors: Ayman Farid Khafaga 

PAGE 797 – 803 

 

Paper 93: Detection of Criminal Behavior at the Residential Unit based on Deep Convolutional Neural Network 

Authors: H. A. Razak, Nooritawati Md Tahir, Ali Abd Almisreb, N. K. Zakaria, N. F. M. Zamri 

PAGE 804 – 813 

 

Paper 94: Teacher e-Training and Student e-Learning during the Period of Confinement Caused by Covid-19 in Case of 

Morocco 

Authors: Abdessamad El Omari, Malika Tridane, Said Belaaouad 

PAGE 814 – 818 

 

Paper 95: Performance Evaluation of Different Raspberry Pi Models for a Broad Spectrum of Interests 

Authors: Eric Gamess, Sergio Hernandez 

PAGE 819 – 829 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 2, 2022 

Random-Valued Impulse Noise Detection and 
Removal based on Local Statistics of Images 

Mickael Aghajarian, John E. McInroy 
Department of Electrical and Computer Engineering, College of Engineering and Applied Science 

University of Wyoming, Laramie, Wyoming, United States 
 
 

Abstract—Random-valued impulse noise removal from 
images is a challenging task in the field of image processing and 
computer vision. In this paper, an effective three-step noise 
removal method was proposed using local statistics of grayscale 
images. Unlike most existing denoising algorithms that assume 
the noise density is known, our method estimated the noise 
density in the first step. Based on the estimated noise density, a 
noise detector was implemented to detect corrupted pixels in the 
second step. Finally, a modified weighted mean filter was utilized 
to restore the detected noisy pixels while leaving the noise-free 
pixels unchanged. The noise removal performance of our method 
was compared with 10 well-known denoising algorithms. 
Experimental results demonstrated that our proposed method 
outperformed other denoising algorithms in terms of noise 
detection and image restoration in the vast majority of the cases. 

Keywords—Random-valued impulse noise; noise detection; 
image restoration; modified weighted mean filter 

I. INTRODUCTION 
Image noise is an inevitable consequence of some intrinsic 

(e.g., sensor) and/or extrinsic (e.g., environment) factors such 
as imperfections in capturing instruments, bit errors in analog-
to-digital conversations, malfunctions in camera sensors, and 
interference in transmission channels. The existence of noise 
not only degrades the visual quality of images but also 
adversely affects the performance of image processing and 
computer vision tasks, like classification, detection, and 
segmentation. Thus, image denoising is often an essential 
preprocessing task in the field of image processing and 
computer vision. The goal of an ideal image denoising method 
is to remove the noise while maintaining fine structures of 
images such as edges or corners. 

Depending on the sources of noise, image noise can be 
classified into different categories such as impulse noise, 
Poison noise, and Gaussian noise. Two common types of 
impulse noise are the salt-and-pepper (SAP) and random-
valued impulse noise (RVIN). In an 8-bit/pixel image, noisy 
pixels in images corrupted by SAP can take on either the 
minimum or maximum intensity (i.e., 0 or 255), while for 
contaminated images by RVIN, corrupted pixels can take any 
values between 0 and 255. Therefore, detecting noisy pixels 
contaminated by RVIN is a challenging task. Another 
challenging issue in detecting the noisy pixels is distinguishing 
between image edge pixels and corrupted pixels. The big 
difference between the intensity of image edge and their 
neighboring pixels might cause noise detectors to falsely detect 
the image edge pixels as noisy pixels. 

Although many algorithms have been proposed for the 
noise removal problem, there is still room for improvement 
[1]–[4]. Particularly, for the RVIN removal problem, various 
methods have been proposed in the literature. The standard 
median filter (MF) [5], [6] is a widely used nonlinear filter due 
to its simplicity and high computational efficiency; however, it 
does not work well for high levels of noise and eliminates fine 
structures of images, and this leads to blur. In order to improve 
its performance, some modifications to MF have been 
proposed. The weighted median filter (WMF) [7] gave more 
weight to some pixels within the sliding window. It allowed a 
degree of control of the smoothing by which more image 
details could be preserved; however, finding suitable weights 
for different images was not an easy task. Center weighted 
median filter (CWMF) [8] was a special case of WMF which 
gave more weights only to the central pixel of the sliding 
window. The adaptive weighted median filter (AWMF) [8] 
was another modification to MF in which the filter weights 
were adapted accordingly based on the local statistics. AWMF 
could suppress multiplicative noise as well as additive white 
and impulse noise. Adaptive median filter (AMF) [9] was 
another method with variable sliding window size. 

One characteristic of RVIN is that depending on the noise 
density, only some parts of image pixels are corrupted while 
the rest are noise-free. The main drawback of the 
aforementioned filters is that they restore the entire image by 
processing all pixels without considering whether the pixel is 
noisy or not. As a result, they eliminate fine details of images 
like edges or corners, and this leads to blur. In order to 
overcome this drawback, several two-step methods have been 
proposed that are integrated with noise detectors. In the first 
step, the noise detector determines whether the pixel is 
corrupted or not. In the second step, only the noisy pixels are 
restored while other pixels remain unchanged. By doing so, 
more image details can be preserved and in turn the quality of 
restored images can be improved. It should be noted that the 
performance of these methods heavily depends on the proper 
detection of noisy pixels that is a challenging task for RVIN. 

The switching median filter (SMF) [10] calculated the 
absolute value of difference between the center pixel of the 
sliding window and the median. If the difference was greater 
than a predefined threshold, it detected the pixel as noisy and 
restored it by using the median filter; otherwise, it left the pixel 
unchanged. The first drawback of SMF is that it uses a fixed 
threshold to detect noisy pixels. The second drawback is that it 
restores corrupted pixels using the median value of the current 
sliding window that might include other noisy pixels, so its 

1 | P a g e  
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performance for high levels of noise can be deteriorated. 
Several modifications have been developed to improve the 
performance of SMF. Noise adaptive soft-switching median 
filter (NASM) [11] used fuzzy logic to categorize image pixels 
into four categories named uncorrupted pixel, isolated impulse 
noise, non-isolated impulse noise and edge pixel. Then, 
depending on the pixel’s characteristic, an appropriate filter 
(i.e., MF or proposed fuzzy WMF) was utilized to restore 
corrupted pixels. Adaptive impulse noise detector using CWM 
(ACWM) [12] utilized the differences between the center pixel 
of the sliding window and the output of CWM with varied 
center weights to detect corrupted pixels. In [13], an impulse 
noise detection technique for SMF was proposed (SWM) that 
was based on the minimum absolute value of four convolutions 
obtained using one-dimensional Laplacian operators. SMF with 
boundary discriminative noise detection for extremely 
corrupted images [14] used two boundaries by which image 
pixels were classified into three groups named lower intensity 
impulse noise, uncorrupted pixels, and higher intensity impulse 
noise. Then, a modified NASM was utilized to restore 
corrupted pixels. Directional weighted median filter (DWM) 
[15] detected the noisy pixels based on the difference between 
the center pixel and its neighbors aligned with four main 
directions. Then, WMF was applied iteratively to restore the 
noisy pixels. In each iteration, the threshold decreased until the 
maximum number of iterations was reached. In [16], SMF was 
modified by adding one more noise detector based on the rank 
order arrangement of pixels in the sliding window. Adaptive 
switching median filter (ASMF) [17] was another modification 
to SMF in which the threshold was computed locally from 
pixels inside the sliding window. 

In recent years, some effective noise removal algorithms 
with local statistics-based impulse noise detectors have been 
developed. A new statistic based on the Rank-Ordered 
Absolute Difference (ROAD) [18] was introduced that 
represented how impulse-like a pixel was in the sense that the 
larger the impulse, the greater the ROAD value. Then, by 
incorporating this statistic into a bilateral filtering, a new 
nonlinear filter was proposed (trilateral filter) which could 
remove both Gaussian and impulse noise. The Rank-Ordered 
Logarithmic Difference (ROLD) [19] was developed to 
improve the performance of the ROAD statistic by identifying 
more noisy pixels with less false hits. By combining it with an 
edge-preserving regularization (EPR), ROLD-EPR method was 
implemented to remove RVIN. A partial differential equation-
based image denoising method for random-valued impulse 
noise (NSDD) [20] was proposed in which two controlling 
functions were used to distinguish between edge pixels, noisy 
pixels, and interior pixels. In [21], a detection algorithm for 
RVIN (ODM) was developed that calculated the standard 
deviation in different directions in the filtering window. Once 
the optimal direction was found, a pixel was detected as noise-
free if it was similar to pixels in the optimum direction. A 
fuzzy weighted NLM filter (FWNLM) [22] was implemented 
that was able to remove RVIN and mixed Gaussian-RVIN. 
Based on the fuzzy weighting function, the more a pixel was 
contaminated, the less it was used to restore images. In [23], a 
new WMF with a two-phase noise detector was proposed. In 
the first phase, the Rank-Ordered Difference of ROAD (ROD-
ROAD) was introduced in which a fuzzy rule was used to 

detect noisy pixels. In the second phase, another image statistic 
(minimum edge pixels difference) was proposed to distinguish 
between edge pixels and noisy candidates. To restore the 
corrupted images, an iterative denoising algorithm was utilized 
by combining the proposed two-phase noise detector and the 
new WMF. A new image denoising method (ℓ0TV-PADMM) 
[24] was implemented that was based on the total variation 
(TV) with ℓ0-norm data fidelity. Since the resulting 
optimization problem was non-convex and non-smooth, it was 
first reformulated as an equivalent mathematical program with 
equilibrium constraints and then it was solved using a proximal 
Alternating Direction Method of Multipliers (PADMM). In 
[25], a new two-phase denoising algorithm (DPC-INR) was 
implemented using dissimilar pixel counting. In the detection 
phase, the average difference scheme was used to distinguish 
whether two neighboring pixels were similar or not, and then 
the number of dissimilar pixels was compared with a threshold 
to determine whether the current pixel was noisy. In the 
filtering phase, an extended trilateral filter was utilized to 
restore noisy images. An adaptive rank-ordered impulse 
detector based on local statistics (AROPD-EPR) [26] was 
introduced in which a piecewise power function was applied to 
the rank-ordered statistic to enlarge the difference between 
noisy pixels and noise-free pixels. By combining the noise 
detector with an improved EPR filter, an effective two-stage 
iterative denoising algorithm was implemented to remove 
RVIN. 

In this paper, an efficient RVIN removal method was 
proposed that consisted of three steps (i.e., noise density 
estimation, noise detection, and image restoration). We made 
two main contributions one of which was the noise density 
estimation. As opposed to most existing denoising methods 
that assume the noise density is known, our method estimated 
the noise density with high accuracy. The second contribution 
was proposing an effective RVIN detector using local statistics. 
Based on the estimated noise density, a noise detector was 
implemented to detect corrupted pixels. Finally, a modified 
weighted mean filter was utilized to restore the detected noisy 
pixels while leaving the noise free pixels unchanged. 

The rest of the paper is organized as follows: Section II 
briefly reviews the ROAD statistic for detecting RVIN. The 
proposed method is described in Section III. Section IV 
presents the experimental results and draws a comparison with 
other state-of-the-art image denoising methods. Finally, 
Section V provides the conclusion. 

II. REVIEW ON THE RANK-ORDERED ABSOLUTE 
DIFFERENCE STATISTIC 

The RVIN model with noise probability p can be described 
as follows where 𝑢𝑖𝑗  and  𝑜𝑖𝑗  denote the pixel intensity at 
location (i, j) of the noisy image and original image, 
respectively, and 𝑛𝑖𝑗  denotes the value of the noisy pixel at 
location (i, j). 

𝑢𝑖𝑗 = �
 𝑜𝑖𝑗  ,   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  1 − 𝑝
𝑛𝑖𝑗  ,   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑝                   (1) 

Unlike SAP noise that takes on either the minimum or 
maximum intensity, RVIN can take any values between the 
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minimum and maximum intensity with equal probability. Thus, 
detecting noisy pixels corrupted by RVIN is much more 
difficult than SAP. 

The ROAD statistic [18] is a widely used local image 
statistic for detecting RVIN. Let 

Ω𝑖,𝑗(𝑁) = {(𝑖 + 𝑠 , 𝑗 + 𝑡)|−𝑁 ≤  𝑠, 𝑡 ≤ 𝑁}           (2) 

denote the set of image coordinates in a (2𝑁 + 1) ×
(2𝑁 + 1) window centered at (𝑖, 𝑗) for some positive integer 
𝑁 . Let Ω𝑖,𝑗0 = Ω𝑖,𝑗\(𝑖, 𝑗)  be the same as Ω𝑖,𝑗(𝑁)  without its 
center coordinate. For each coordinate in Ω𝑖,𝑗0 , define d𝑠,𝑡�𝑢𝑖,𝑗� 
as the absolute difference in intensity of the pixels 𝑢𝑖+𝑠 ,𝑗+𝑡 and 
𝑢𝑖,𝑗, i.e., 

d𝑠,𝑡�𝑢𝑖,𝑗� = �𝑢𝑖+𝑠 ,𝑗+𝑡 −  𝑢𝑖,𝑗�,    𝑓𝑜𝑟 − 𝑁 ≤  𝑠, 𝑡 ≤ N.         (3) 

After sorting the values of d𝑠,𝑡�𝑢𝑖,𝑗� in ascending order, the 
ROAD statistic can be defined as follows: 

𝑅𝑂𝐴𝐷𝑚�𝑢𝑖,𝑗� = ∑ 𝑟𝑘�𝑢𝑖,𝑗�𝑚
𝑘=1             (4) 

where 2 ≤ 𝑚 ≤ (2𝑁 + 1)2 − 2  and 𝑟𝑘�𝑢𝑖,𝑗�  is the kth 
smallest value of d𝑠,𝑡�𝑢𝑖,𝑗�. 

There should be a big difference between the intensity of 
most corrupted pixels by RVIN and their neighbors while the 
intensity of most uncorrupted pixels (even edge pixels) should 
be close to at least half of their neighboring pixels. Therefore, 
the ROAD value of noisy pixels should be larger than that of 
noise-free pixels. As a result, the Road value can be used to 
detect corrupted pixels by RVIN. For a 3×3 window (i.e., 
𝑁 = 1), it is suggested to set the value of 𝑚 to 4 while for a 
5×5 window (i.e., 𝑁 = 2) it is recommended to set the value of 
𝑚 to 12 [18]. 

III. PROPOSED METHOD 
The proposed method consists of three steps. The first step 

is the noise density estimation in which RVIN density is 
estimated with high accuracy. In the second step, a noise 
detector is utilized to detect corrupted pixels based on the 
estimated noise density. In other words, the parameters of the 
noise detector are determined specifically for each noise level. 
Finally, in the last step, a modified weighted mean filter 
(MWMF) is used to restore the detected noisy pixels. Each step 
is explained in detail in the following sections. It is worth 
mentioning that there are some parameters in each step whose 
values are determined by using an evaluation dataset that 
contains 20 images. The evaluation dataset is a subset of 
BSDS68 dataset [27]. In order to compare the performance of 
the proposed method with other denoising algorithms, a 
different dataset, containing 49 images [28], is used. 

A. Noise Density Estimator 
In the proposed method, a 3×3 sliding window with 𝑚 = 4 

is used to calculate the ROAD value of image pixels. If the 
ROAD value of a pixel is larger than a pre-defined threshold, 
the pixel will be considered as noisy; otherwise, the pixel will 
be considered as noise-free. The evaluation dataset is used to 
determine the value of the threshold to distinguish between 
noisy and noise-free pixels. The value of the threshold (𝑇 =

78) is found by trial and error. By sliding the window over the 
entire image and counting the number of corrupted pixels, the 
estimated noise density can be easily computed. For instance, if 
the number of detected noisy pixels in a 512×512 grayscale 
image is 52,430, the estimated noise density is about 20%. 

B. RVIN Detection 
In order to decide whether an image pixel 𝑢𝑖,𝑗 is noisy, all 

24 neighboring pixels within a 5×5 window, centered at 𝑢𝑖,𝑗, 
are considered in two stages. In the first stage, we decide 
whether the center pixel 𝑢𝑖,𝑗 is a noise candidate or noise-free 
pixel. All detected noise candidates are considered in the 
second stage to make sure that they are not edge pixels, falsely 
detected as noise. 

The underlying logic of distinguishing between noisy and 
edge pixels is that in a 5×5 window that does not contain edge 
pixels, clean pixels should have close intensities while the 
intensities of contaminated pixels by RVIN vary considerably. 
In other words, in a smooth area of an image that does not 
contain edge pixels, there is only one group of clean pixels 
whose intensities are close together; however, if 5×5 window 
contains some edge pixels, there could be two groups of pixels 
whose intensities might differ greatly and yet both groups 
could be clean pixels. 

In the first stage of the proposed method, we first sort the 
values of all 24 neighboring pixels in ascending order, and then 
compute the difference between each two successive elements 
to generate a vector called diff_sort_vec. We then find two 
biggest groups in diff_sort_vec whose elements are smaller 
than a threshold (T1). We consider the first biggest group as 
clean pixels, called first_clean_pxls, because all the 
corresponding pixels to this group have close intensities. If 
there are at least six pixels in the second biggest group, we 
consider it as the second clean pixels group, called 
second_clean_pxls, which means the 5×5 sliding window 
might contain some edge pixels. Now, if the center pixel, ui,j, 
satisfies any of four following conditions, we detect it as a 
noise candidate in the first stage. The first condition is that the 
center pixel, ui,j, is not within the range of the first clean pixels 
group (i.e., first_clean_pxls). The second condition is that the 
ROAD value of the center pixel (N = 2 and m = 10) be larger 
than or equal to a threshold (T2). For the third condition, let 
n5by5  denotes the number of neighboring pixels, within the 
5×5 window, whose absolute difference from the center pixel 
is smaller than a threshold (T3). The third condition is met if 
n5by5  is smaller than another threshold ( T3′ ). The only 
difference between the third and fourth conditions is that we 
consider the neighboring pixels within a 3×3 window (n3by3), 
instead of a 5×5 window, and use different thresholds (T4 and 
T4′) in the fourth condition. 

In the second stage, if detected noise candidates satisfy all 
of four following conditions, their status will be changed to 
noise-free pixels. In other words, the detected noise candidates 
in the first stage could be edge pixels (i.e., noise-free pixels). 
The first condition is that the center pixel, ui,j, is within the 
range of the second clean pixels group (i.e., second_ 
clean_pxls). The second condition is that the ROAD value of 
the center pixel be smaller than a threshold (T5). To meet the 
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third and fourth conditions, n5by5  and n3by3  must be greater 
than two thresholds (T6 and T7). The RVIN detection algorithm 
can be summarized as follows: 

Proposed RVIN detection algorithm: 

Input: 5×5 window (𝑤) 
Output: 𝑑 ∈ {0,1} 
First stage: 
1. Remove the center pixel (𝑤(3,3)) of the 5×5 window. 
2. Vectorize and sort the remaining 24 pixels in ascending order to 
generate a vector that we call sorted_w. 
3. Calculate the difference between each two successive elements in 
sorted_w to generate a vector called diff_sort_vec 
4. Find two biggest groups of elements in diff_sort_vec whose 
elements are smaller than a threshold (𝑇1 ). The first and second 
biggest groups are called first_clean_pxls and second_clean_pxls, 
respectively.   
5. Calculate the ROAD value of the center pixel with 𝑁 = 2 𝑎𝑛𝑑 𝑚 =
10 
6. Find the number of neighboring pixels (𝑛5𝑏𝑦5 ), within the 5×5 
window, whose absolute difference from the center pixel is smaller 
than a threshold (𝑇3). 
7. Find the number of neighboring pixels (𝑛3𝑏𝑦3 ), within the 3×3 
window, whose absolute difference from the center pixel is smaller 
than a threshold (𝑇4). 
8. If [𝑤(3,3)  ∉  𝑓𝑖𝑟𝑠𝑡_𝑐𝑙𝑒𝑎𝑛_𝑝𝑥𝑙𝑠] OR [ROAD ≥ 𝑇2] OR [𝑛5𝑏𝑦5 ≤ 
𝑇3′ ] OR [𝑛3𝑏𝑦3  ≤ 𝑇4′ ], then 𝑑 = 1, i.e., the center pixel is a noise 
candidate. 
Second stage: 
9. If [𝑑 = 1] AND [length(second_clean_pxls) ≥ 6] AND [𝑤(3,3)  ∈
 second_clean_pxls] AND [ROAD ≤ 𝑇6 ] AND [𝑛5𝑏𝑦5  ≥ 𝑇6′ ] AND 
[𝑛3𝑏𝑦3 ≥ 𝑇7′], then 𝑑 = 0, i.e., the center pixel is a noise-free pixel. 

C. Image Restoration Method 
In this paper, we slightly adapted the modified mean filter 

(MMF) proposed in [29] to restore contaminated pixels by 
RVIN. If the estimated noise density is less than 35%, 
contaminated images were restored once; otherwise, they were 
restored twice to improve their visual quality. In the original 
MMF method, the center value of a 3×3 sliding window is 
replaced by the mean of its four horizontal and vertical 
neighbors aligned with the four main directions, if only each of 
which is a noise-free pixel. If all neighbors of a center pixel are 
noisy, it is necessary to move toward the defined directions 
shown in Fig. 1 to reach closest four noise-free pixels that we 
call 𝑎, 𝑏, 𝑐, and 𝑑. If a pixel is noisy, it will be replaced with 
another noise-free pixel according to the flowchart that is 
shown in Fig. 2. Thereafter, the value of center pixel can be 
simply calculated as the mean of these noise-free pixels, i.e. 

𝑃0 =  𝑎+𝑏+𝑐+𝑑
4

              (5) 

We make two modifications to the original MMF. The first 
modification is that instead of taking the mean of four noise-
free pixels, we take the weighted average of four pixels 
according to the weights proposed in Fig. 3. In the original 
MMF, the neighboring pixels can be picked more than once. 
The second modification is that each neighboring pixel cannot 
be picked more than once. 

 
Fig. 1. Four Directions for Selecting Noise-Free Pixels [29]. 

 
Fig. 2. Flow Chart for Selecting Noise-free Pixels [29]. 

 
Fig. 3. Assigned Weights to Neighboring Pixels. 

IV. RESULTS AND DISCUSSION 
To compare the performance of our RVIN removal 

algorithm with other methods, an image dataset [28] consisting 
of 49 8-bit/pixel grayscale images of size 512×512 are used. 
Our method is compared with 10 well-known RVIN removal 
methods all of which are discussed in the introduction. These 
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methods are ACWM [12], SWM [13], DWM [15], ROLD-EPR 
[19], NSDD [20], ODM [21], FWNLM [22], ℓ0TV-PADMM 
[24], DPC-INR [25], and AROPD-EPR [26]. 

Three well-known metrics (i.e., recall, precision, and F1-
score) are used to evaluate the performance of the detection 
algorithm. Recall (R) is the ratio of correctly detected noisy 
pixels to the actual noisy pixels while precision (P) is the ratio 
of correctly detected noisy pixels to all pixels detected as 
noisy. F1-score is the harmonic mean of precision and recall 
that is widely used in the field of information retrieval. Note 
that higher values of F1-score are better that requires both 
recall and precision be high. The best value for F1-score is one 
that can be reached only when both recall and precision are 
equal to one. These metrics can be calculated using the 
following formulas. 

𝑅 = 𝑇𝑁
𝑇𝑁 + 𝐹𝐹

              (6) 

𝑃 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑁

              (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2
1
𝑅 + 1𝑃

             (8) 

where TN is the number of pixels that are correctly detected 
as noisy, FF  is the number of noisy pixels that are falsely 
detected as noise-free, and FN  is the number of noise-free 
pixels that are falsely detected as noisy. 

Restoration results are quantitatively measured by the peak 
signal-to-noise ratio (PSNR), mean absolute error (MAE), and 
two-dimensional correlation coefficient (COR) calculated 
using the following equations. 

𝑃𝑆𝑁𝑅 = 10 log10 �
2552

𝑀𝑆𝐸
�             (9) 

𝑀𝑆𝐸 = 1
𝑀𝑁

∑ ∑ �𝑈𝑛(𝑖, 𝑗) −  𝑈𝑑(𝑖, 𝑗)�2𝑁
𝑗=1

𝑀
𝑖=1          (10) 

𝑀𝐴𝐸 = 1
𝑀𝑁

∑ ∑ |𝑈𝑛(𝑖, 𝑗) −  𝑈𝑑(𝑖, 𝑗)|𝑁
𝑗=1

𝑀
𝑖=1          (11) 

𝐶𝑂𝑅 =
∑ ∑ (𝑈𝑛(𝑖,𝑗)− 𝑈𝑛����)𝑁

𝑗=1 (𝑈𝑑(𝑖,𝑗)− 𝑈𝑑����)𝑀
𝑖=1

��∑ ∑ (𝑈𝑛(𝑖,𝑗)− 𝑈𝑛����)2𝑁
𝑗=1

𝑀
𝑖=1 ��∑ ∑ (𝑈𝑑(𝑖,𝑗)− 𝑈𝑑����)2𝑁

𝑗=1
𝑀
𝑖=1 �

         (12) 

where 𝑈𝑛  and 𝑈𝑑  are the noisy and de-noised images of 
size 𝑀 × 𝑁, respectively. 

A. Noise Estimation Results 
Table I shows the average noise density estimation over 20 

images of the evaluation dataset for each noise level. 
Evaluation dataset is a subset of BSDS68 dataset [27] that is 
used to determine the values of the parameters (e.g., 
thresholds). Table II demonstrates the average noise density 
estimation over 49 images of the test dataset [28]. As can be 
seen, the proposed method is able to estimate the noise density 
with high accuracy. 

TABLE I. THE AVERAGE NOISE DENSITY ESTIMATION OVER 20 IMAGES 
OF THE EVALUATION DATASET 

Actual noise density 20% 30% 40% 50% 60% 

Estimated noise density 19.3% 28.3% 38% 48.6% 59.7% 

TABLE II. THE AVERAGE NOISE DENSITY ESTIMATION OVER 49 IMAGES 
OF THE TEST DATASET 

Actual noise density 20% 30% 40% 50% 60% 

Estimated noise density 21.3% 30.2% 39.7% 50% 60.7% 

B. Noise Detection Results 
The performance of RVIN removal methods with noise 

detector heavily depends on the proper detection of noisy 
pixels which is not an easy task for RVIN. We compare the 
performance of our proposed noise detection algorithm with 
ACWM, SWM, ROAD, ROLD, ECROAD, and AROPD. The 
average recall, precision, and F1-score for the images of the 
test dataset for five noise levels are shown in Fig. 4(a), 4(b), 
and 4(c), respectively. The results of other methods for noise 
detection, restoration, and run time comparison are taken from 
[26] in which the parameters are selected as they are suggested 
in the original papers. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Comparison of different RVIN Detectors: (a) Average Recall, (b) 
Average Precision, (c) Average F1-score. 
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As can be seen from Fig. 4(a), the average recall of our 
method is lower than that of ECROAD method, but ECROAD 
method achieved the lowest average precision (Fig. 4b) which 
means it falsely detects a large number of noise-free pixels as 
noisy. Similarly, ROAD method achieves the highest average 
precision and very low average recall which means it wrongly 
detects a large number of noisy pixels as noise-free. Thus, it is 
important to consider the F1-score to seek a balance between 
the recall and precision. As can be seen from Fig. 4(c), except 
for one noise level (30%), our method achieves the highest 
average F1-score for all other noise levels indicating the 
superiority of our noise detection method over other 
algorithms. 

C. Restoration Resultsd 
Three well-known metrics (i.e., PSNR, COR, and MAE) 

are used to quantitatively compare the performance of image 
restoration. Note that higher values of PSNR and COR are 
better, whereas lower values of MAE are better. Table III 
demonstrates the average PSNR of different methods on 49 test 
images corrupted by five noise densities varying from 20% to 
60% with increments of 10. The best average PSNR for each 
noise density is highlighted in bold. For four noise densities, 
our method achieved the highest average PSNR while for other 
noise density (i.e., 60%), it achieved the second best average 
PSNR. The average COR and MAE are shown in Tables IV 
and V, respectively. In terms of average COR, our method 
obtained the best average COR for three noise densities (20%, 
30%, and 40%) while for the rest of noise densities, its result is 
comparable with other methods that achieved higher values for 
average COR. In terms of average MAE, our method 
outperformed all other methods for two noise densities (20% 
and 30%) while for other noise densities, it achieved the 
second best results. Fig. 5 and 6 demonstrate visual comparison 
between noise removal methods for the “butterfly” and 
“bridge” test images corrupted by 55% and 20% RVIN, 
respectively. It can be seen that our method can remove noise 
from corrupted images and preserve sharp edges and fine 
details of the images that yield visually pleasant restoration 
results. 

TABLE III. IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE 
DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE PSNR (DB) 

 Noise density 

Method 20% 30% 40% 50%  60% 

ACWM 27.69 26.10 24.36 22.18 19.67 

SWM 24.13 21.95 20.08 18.32 16.61 

DWM 27.38 26.55 25.60 24.35 22.43 

ROLD-EPR 28.23 26.34 25.47 24.75 23.91 

NSDD 26.82 26.13 25.24 23.96 22.25 

ODM 24.84 24.25 23.61 22.95 22.22 

FWNLM 27.60 26.63 25.73 24.83 23.62 

ℓ0TV-PADMM 22.92 22.16 21.44 20.67 19.89 

DPC-INR 26.35 25.40 24.62 23.22 21.00 

AROPD-EPR 28.32 26.87 25.73 24.92 23.91 

Our Method 28.44 26.92 26.08 24.97 23.82 

TABLE IV. IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE 
DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE COR 

 Noise density           

Method 20% 30% 40% 50%    60% 

ACWM 0.9567 0.9469 0.9290 0.8920 0.8183 

SWM 0.9263 0.8901 0.8395 0.7678 0.6689 

DWM 0.9526 0.9486 0.9405 0.9257 0.8936 

ROLD-EPR 0.9602 0.9441 0.9352 0.9269 0.9151 

NSDD 0.9542 0.9476 0.9394 0.9233 0.8965 

ODM 0.9273 0.9209 0.9115 0.8998 0.8845 

FWNLM 0.9563 0.9493 0.9408 0.9305 0.9128 

ℓ0TV-PADMM 0.9438 0.9305 0.9156 0.8966 0.8727 

DPC-INR 0.9466 0.9363 0.9282 0.9079 0.8560 

AROPD-EPR 0.9600 0.9493 0.9397 0.9303 0.9153 

Our Method 0.9606 0.9498 0.9410 0.9287 0.9118 

TABLE V. IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE 
DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE MAE 

 Noise density           

Method 20% 30% 40% 50%    60% 

ACWM 4.4238 5.5550 7.1848 9.9144 14.722 

SWM 5.8205 8.4421 11.801 16.349 22.491 

DWM 4.9712 5.7273 6.7776 8.3646 11.153 

ROLD-EPR 4.2650 6.1811 7.3081 8.3750 9.6881 

NSDD 7.1198 8.1127 9.0755 10.745 13.562 

ODM 6.2370 7.1332 8.2456 9.5681 11.208 

FWNLM 5.0753 6.0803 7.2792 8.5974 10.172 

ℓ0TV-PADMM 12.394 13.362 14.439 15.689 17.156 

DPC-INR 4.5945 6.6458 7.5319 9.1382 12.530 

AROPD-EPR 4.0431 5.3842 6.4563 7.6499 9.2648 

Our Method 3.9906 5.2600 6.5046 7.9772 9.6501 

D. Run Time 
The average run time of the denoising methods on 49 test 

images is shown in Table VI. All experiments were performed 
on computers equipped with 3.40 GHz CPU. Although the run 
time of our method is longer than some other methods, it 
should be noted that it achieved better noise detection and 
image restoration results in the vast majority of the cases. The 
run time for heavy noise corruption (i.e., 40%, 50%, and 60%) 
is about twice longer than that of the low levels of noise 
corruption because in our method, highly contaminated images 
were restored twice to improve the quality of restored images. 
It is worth noting that the noise detection stage of our method 
took the significant portion of the run time, so future work 
would be to implement the noise detection algorithm in an 
optimized and faster way to reduce the run time. Another way 
to reduce the run time would be running our algorithm in 
parallel (i.e., parallel computing). 

6 | P a g e  
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Fig. 5. Comparison of Image Restoration Results of different Methods for 
Image “Butterfly” Corrupted by 55% RVIN: (a) Clean Image, (b) Noisy 

Image (55% RVIN), (c) ACWM, (d) SWM, (e) DWM, (f) ROLD-EPR, (g) 
NSDD, (h) ODM, (i) FWNLM, (j) ℓ0TV-PADMM, (k) DPC-INR, (l) 

AROPD-EPR, (m) our Method. 

   
(a)                                      (b)                                      (c) 

   
(d)                                      (e)                                      (f) 

   
(g)                                      (h)                                      (i) 

   
(j)                                      (k)                                      (l) 

 
(m) 

Fig. 6. Comparison of Image Restoration Results of different Methods for 
Image “Bridge” Corrupted by 20% RVIN: (a) Clean Image, (b) Noisy Image 
(20% RVIN), (c) ACWM, (d) SWM, (e) DWM, (f) ROLD-EPR, (g) NSDD, 
(h) ODM, (i) FWNLM, (j) ℓ0TV-PADMM, (k) DPC-INR, (l) AROPD-EPR, 

(m) our Method. 

TABLE VI. COMPARISON OF RUN TIME IN SECONDS 

 Noise density           

Method 20% 30% 40% 50%    60% 

ACWM 5.53 5.66 5.60 5.60 5.60 

SWM 4.56 4.56 4.48 4.69 4.57 

DWM 46.98 45.55 44.82 44.83 46.67 

ROLD-EPR 1.63 4.16 5.07 5.52 7.75 

NSDD 0.62 0.63 1.31 3.76 5.71 

ODM 15.58 14.35 14.46 14.88 15.50 

FWNLM 276.39 268.56 277.34 274.38 271.71 

ℓ0TV-PADMM 1.38 1.39 1.43 1.49 1.55 

DPC-INR 9.15 13.54 14.32 14.71 14.78 

AROPD-EPR 1.76 2.82 4.74 7.12 11.25 

Our Method 7.16 7.33 13.89 14.19 14.27 
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V. CONCLUSION 
In this paper, we presented an efficient three-step noise 

removal method for grayscale images corrupted by RVIN. In 
the first step, we estimated the noise density of corrupted 
images with high accuracy. Based on the estimated noise 
density, a noise detector found corrupted pixels that were 
restored by using a modified weighted mean filter. In order to 
evaluate the performance of the proposed method, we drew a 
comparison with 10 denoising algorithms. In the vast majority 
of the cases, our method outperformed other algorithms which 
indicated the effectiveness of the proposed method. Future 
work would be to implement the noise detection algorithm in a 
faster way to reduce the run time. 
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Abstract—Network connectivity preservation is one of the 

substantial factors in achieving efficient mobile robot teams' 

maneuverability. We present a connectivity maintenance method 

for a robot team's communication. The proposed approach 

augments the Radio Frequency Mapping Recognition (RFMR) 

method and the signal strength gradient decent approach for an 

overall goal to create a Proactive Motion Control Algorithm 

(PMCA). The PMCA algorithm controls and helps strengthen 

mobile communicating robots' connectivity in the existent Radio 

Frequency (RF) obstacles. The RFMR method takes advantage 

of Hidden Markov Models (HMMs) results, which assist in 

learning electromagnetic environments depending on 

measurements of RF signal strength. The classification results of 

HMM lead the robots to resolve whether to continue the current 

trajectory for avoiding the obstacle shadow or move back to 

desirable robust Signal Strength (SS) positions. In both cases, the 

robot will run the gradient approach to determine the signal 

change trend and drive the robot toward the strong SS direction 

for maintaining link connectivity. The PMCA, depending on the 

results of RFMR and gradient approaches, promises to preserve 

robots' motion control and link connectivity maintenance. 

Keywords—RF mapping recognition; link connectivity; 

gradient algorithm 

I. INTRODUCTION 

The majority of Communication networks, especially 
wireless networks, are deployed in territories with different 
interference sources (Different obstacles), affecting the 
communication signals and creating no Line Of Sight (LOS) 
among communication devices, so they can not identify each 
other. However, the Frezonet zone where the signal 
propagates should be free of interferences sources such as 
conducting and conducting obstacles of different types to an 
actual LOS [1,2]. One problem of the RF communications in 
disasters such as crumpled buildings is many signal 
interference sources that cause no LOS and disrupt the 
communication signal. Robot swarms of small size can 
collaborate in search and rescue environments and accomplish 
tasks that no one robot can complete alone [3]. Fig. 1 
illustrates the urban search and rescue (USAR) robot team 
collaborating and communicating to transmit data to the 
network base station (BS). The robot team will encounter 
many problems when discovering the collapsed area. One of 
the critical problems is maintaining a reliable link between the 
robot team members to transmit the message to the BS. For 
example, a single robot could not send messages directly from 
the most distant network topology to the BS. What's more, 

each robot in the team has different duties. For example, it 
searches for survivors, maintains communication through 
network topology, and transmits data to the BS. 

Collaborating teams of small robots can facilitate tasks 
beneficial to monitoring, surveillance, and other rescue 
services in unsafe locations [4]. However, they have limited 
mobility, power, and communication coverage [5]. 
Consequently, the system resources are distributed among 
multiple robots, which work as a team to accomplish a 
mission. Hence, each small robot in the collaborating team has 
inadequate sensing and processing abilities for the assigned 
tasks, e.g., mapping the collapsed area, transmitting acquired 
data to BS, and carrying necessary sensors for the mission. 

A robot in the robotic network can quickly lose 
communication with team members while collaborating. 
Therefore reliable strategies for wireless communication are 
essential [6]. Consequently, a dedicated link maintenance 
strategy is vital for reliable mobile ad hoc networks 
(MANETs) connectivity, particularly when the network 
experiences sporadic connectivity caused by hostile 
environments. Hence, network connectivity maintenance is a 
target for achieving adequate network performance. In this 
context, it is possible to employ the variations in the SS 
measurements in control algorithms that control motion and 
preserve connectivity. 

 

Fig. 1. Robots Warm in a Collapsed Building. 
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Furthermore, significant developments in robotic networks 
have led to reliable, self-organizing communication schemes 
that do not require the collaboration of robots with existing 
communication infrastructure. Besides, the communication 
scheme has given bonds to the motion control concept for 
movable agents, tied to the robot's movement ability to reach 
proper positions in the field to preserve connectivity and 
accomplish assigned tasks [7,8]. In [9], the authors manifest 
the possibility of designing trajectories by co-optimizing 
sensing and communication information when motion 
planning. 

This article introduces the RFMR method, which uses SS 
measurements collected from the field to discover, identify, 
and identify hostile environments with different RF obstacles. 
In addition, this method also studies the impact of RF 
obstacles on RF-SS in various scenarios. In addition, 
according to the RFMR method, we propose a SS gradient 
algorithm to control the movement trend of the robot. Most 
up-to-date gradient strategies use a standing interference 
source to compute a two-dimensional (2-D) gradient to an 
appointed stable source of the signal source, similar to 
regression in a 2-D space. However, these approaches did not 
extend their gradient calculation to nodes in motion that 
require a four-dimensional (4-D) space gradient estimation. 
Consequently, augmenting the gradient algorithm and RFMR 
approach will support creating the PMCA control algorithm to 
preserve mobile robots' successful communication in the 
appearance of RF obstacles. 

In the simulation and physical experiments, two robots are 
moved in a different direction around RF obstacles and study 
their effect on the measurements of the RF signal. The 
interference sources include cages, walls, and cylinders of 
various dimensions. The obstacles used are conductively made 
of a Perfect Electrical Conductor (PEC). When robots move 
and collect SS measurements around a fixed position obstacle, 
the collected SS string along the robot's path retains useful 
information for obstacle recognition and classification. First, 
the collected SS measurements were segmented, and then 
features (observation sequence) were extracted using Fast 
Fourier Transform FFT [4,5]. Afterward, the observation 
sequences are coded using a clustering algorithm known as K-
means [10]. Then, first-order HMMs are used to model the 
observation sequences [11,12], trained, and then used for the 
RFMR method. Using this approach, the outcomes of the 
experiments show very accurate recognition results. As the 
movable robots identify the nature and assess the dimensions 
of the confronted obstacle, the PMCA will decide whether to 
continue moving along the current trajectory to bypass the RF 
obstacle's shadow or reverse drive to a position where the 
robot gains a reliable SS. In either case, the gradient descent 
algorithm is applied, and the multi-dimensional gradient of the 
strong SS direction used by the robot PMCA for connection 
maintenance is estimated. 

In short, our proposed robot PMCA for preserving 
communication links and fixing disrupted links is 
implemented depending on RFMR and gradient methods. The 
RFMR method uses HMM to discover the RF environment 
based on SS measurements to estimate the type and size of 
obstacles. The gradient algorithm outcome decides the 

direction of the robust SS to maintain connectivity. Finally, 
the robot motion control can keep the connection and repair 
the broken link depending on the RFMR and gradient results. 
The PMCA algorithm's reliability and performance were 
tested by conducting various simulation experiments. 
Consequently, the proposed approach has exhibited assuring 
solutions for the connectivity problem of a robotic network. 

We organized this paper as follows. The relevant prior 
work in a controlled mobile sensor network, estimating and 
mapping radio signals, is briefly introduced in Section II. 
Section III presents the RFMR method formulation and 
modeling to justify this new development. In Section IV, the 
physical obstacle experiments are described. The simulation 
and physical results validation is described in Section V. 
Section VI explains the obstacle parameterization. In Sections 
VII and VIII, RFMR based on HMM and numerical results are 
explained. PMCA and gradient methods are described in 
Sections IX and X. The experimental gradient results are 
presented in Section XI. The control motion algorithm 
simulation is illustrated in XII. Section XIII presents 
conclusions and future work. 

II. LITERATURE AND RELATED WORK 

Recently, connectivity and SS measurements have become 
essential attributes of communication networks to ensure 
quality communication [13,14]. In addition, the robot network 
should maintain connectivity when performing tasks [15]. 
Based on the information from radio SS, authors in [16] 
calculate the 2-D gradient of a robot in motion. Besides, the 
authors calculated the gradient of the robot in mobility to a 
stationary source of RF signal. In [17], the possibility of 
localizing and navigating to a standstill source of RF signal by 
utilizing the two-dimensional gradient of a cooperating sensor 
network is studied. Authors [15,17] defined a 2-D gradient for 
a robot in motion to a standstill source of RF signal. The robot 
follows a predefined trajectory to accommodate its velocity. 
Authors in [18] proposed a probabilistic framework for 
evaluating wireless channels. Authors in [19] developed tools 
for estimating and mapping radio signals. In an attempt to 
create an urban radio map, Authors in [20] constructed a BS in 
an unknown location, which transmits data to one or more 
mobile robots to create a map of the radio signal for a 
specified area. An algorithm that sets the team's goals and 
controls its movement makes sure it reaches designated targets 
without degrading the quality of the link maintaining the map. 

Moreover, [20] discussed experimental validation of a 
procedure that automatically conserves the connection 
between collaborating robots over such a distributed network. 
A feedback control framework that is distributed and does not 
impose restrictions on the network's structure except for 
desired connectivity specifications has been proposed by [21] 
concerning the local connectivity of a network. In [22], the 
authors introduce a measure that provides a measure of the 
network's global connectivity if certain conditions are met. 
The authors [22] solved stratum stability's distributed 
maintenance problem with the nearest neighbor links. Authors 
propose robots to overcome environmental interference and 
enable end-to-end communication [23,24]. Several 
measurements in the robot network are used to estimate the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

11 | P a g e  

www.ijacsa.thesai.org 

spatial variation of the wireless channel by [25], where the 
link quality predicts communication. 

Current research on wireless sensor networks focuses on 
developing energy-saving routing protocols, distributed data 
compression, transmission schemes, and cooperative signal 
processing algorithms [26]. In addition, our research is 
interested in creating a wireless video sensor network of 
robots that work in hazardous areas and accomplish different 
tasks while maintaining team connectivity. The wireless 
network of video sensors is a locally distributed mobile sensor 
system that captures, processes, and transmits information 
through a self-organizing wireless network, as shown in 
Fig. 2. Compared with traditional communication systems, 
wireless video sensor networks operate underneath a unique 
set of resource restrictions, including airborne computing and 
transmission bandwidth. In [12], the authors investigated the 
resource utilization behavior and analyzed the Video sensor 
network performance under resource constraints. 

III. RFMR FORMULATION AND MODELING 

The RFMR Method depends on the RF-SS determinations 
on the robot’s path. First, the technique identifies and 
classifies the types of RF shadows on the robot's path. Then, it 
provides the learned knowledge to PMCA. The outcome of the 
HMM gained from the RFMR method advises the moving 
robots underneath the obstacle’s special effects. After that 
PMCA relies on HMM results to determine the proper control 
on the robot motion, firstly, to recover from the shadow of RF 
obstacles and then preserve the connectivity of the robot. 
PMCA decided to let the robot move forward on the current 
trajectory under the influence of the shadow of the RF 
obstacle. It did that depending on the size and type of the 
obstacle. In contrast, PMCA guided them to back movement 
to a vital SS location and then applied the SS gradient 
algorithm to find the trend of another robot to communicate. 

All RFMR experiments use two mobile sensors 
transmitting and receiving RF signals at a frequency of 2.4 
GHz. They measure the RF-SS at their present location. 
Multipath, fading, and interference may affect the measured 
RF signal [3,29]. Mobile sensors, at t=0, are positioned at (xt, 
yt) in the 2-D Cartesian space. The mobile sensors 2-D 
configuration spaces are divided into grids of equal area. The 
grid width is Δx = Lx / M, where Lx is the length and M is the 
number of segments, lengths, and segments along the x-axis. 
The grid length is Δy= Ly / N, where Ly and N are the lengths 
and the number of segments in the y-axis. For example, the 

grid's width might be 
1

3
 𝜆, 

2

3
 𝜆 or λ, which is 12.5 cm at 2.4 

GHz. 

In RFMR simulation experiments, the robots move 
predefined trajectories to acquire RF-SS measurement. The 
robot’s trajectory, l th, can be expressed by. 

𝑥𝑡,𝑙
(𝑖)

=  𝑥0,𝑙
(𝑖)

,  𝑦𝑡,𝑙
(𝑖)

= 𝑦0,𝑙
(𝑖)

+ 𝑘 𝛥𝑦 , 𝑡 1,2, … . , 𝑁,          (1) 

Where the trajectory index is l, the robots index is i ε{1,2}, 

the ith robot start location at time t=0 is (𝑥0,𝑙
(𝑖)

, 𝑦0,𝑙
(𝑖)

). The ith 

robot's motion starts at the initial location ( 𝑥0,𝑙
(𝑖)

, 𝑦0,𝑙
(𝑖)

) and 

increased by a step size of 𝜟𝒚 along with the y-direction is 

defined in Equation (1). Besides, the first robot started at 

( 𝑥0,𝑙
(1)

= 𝑙𝛥𝑥 , 𝑦0,𝑙
(1)

= 0 )  for the trajectory, lth. Then, the 

second robot location is expressed in 𝑥0,𝑙
(2)

=  𝑥0,𝑙
(1)

+

𝑑,  and 𝑦0,𝑙
(2)

=, 𝑦0,𝑙
(1)

 . The robots have the exact coordinates in 

the y-axis, and they are a d distance in the x-axis. Fig. 3(a) 
shows an experiment scenario of two robots. The SS at the 
receiver antenna can be expressed as. 

𝑆𝑖
(𝑗)

(𝑡) = 𝑓 (𝑥0,𝑙
(1)

, 𝑦0,𝑙
(1)

, 𝑥𝑡,𝑙
(1)

, 𝑦𝑡,𝑙
(1)

, 𝑥0,𝑙
(2)

, 𝑦0,𝑙
(2)

, 𝑥𝑡,𝑙
(2)

, 𝑦𝑡,𝑙
(2)

 ϕ𝑗)     (2) 

 

Fig. 2. Wireless Video Sensor Network. 

 
(a) 

 
(b) 

Fig. 3. (a) A Transmitter and Receiver Exchange about an Obstacle (b) The 

2-D configuration Space. 
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This is the SS measurement on the trajectory, lth, in the RF 

obstacle of type j existence at time t. The 𝑆𝑖
(𝑗)

(𝑡) function 

represents the robot’s start location (𝑥0,𝑙
(𝑖)

, 𝑦0,𝑙
(𝑖)

), time t robot’s 

location ( 𝑥𝑡
(𝑖)

, 𝑦𝑡
(𝑖)

) and the special characteristics of the 

obstacle ϕj. The index of trajectory l is l = 1,..., L(j) for each 
obstacle of type j. L(j) is the trajectory’s number in the 
existence of type j obstacle. In equation (2), j ε{1,2,3} 

characterizes the type of the obstacle and ϕ𝑗 = { (𝑥𝑐
(𝑗)

, 𝑦𝑐
(𝑗)

), 
ϴ(j)} signifies the obstacle’s characteristic and comprises the 
obstacle shape parameters ϴ(j) (dimensions information) and 

the obstacle central position (𝑥𝑐
(𝑗)

, 𝑦𝑐
(𝑗)

), 𝑒. 𝑔. Wall obstacle has 
a central position ( Lx/2, Ly/2), [34]. 

We demonstrated the SS measurements in the field, 
expending three different types of RF obstacles. Therefore, it 
can classify and identify the RF characteristics of a particular 
type of RF obstacle by examining the changes in the SS 
measurements obtained at diverse locations from different 
trajectories [27,28]. Computer Simulation Technology (CST) 
is used for the simulation experiment. It is a professional 3D 
electromagnetic simulation tool [29]. The simulation uses a 
60mm x 60mm patch antenna. It sends and receives 
communication signals and creates interference from purely 
conductive materials [30]. 

A. Wall Obstacle 

One of the known obstacles of various dimensions (7 x 30 
x 30 cm3, 10 x 30 x 30 cm3, and 15 x 130 x30 cm3) are used in 
the experiments. The RF-SS result in the field is shown in 
Fig. 4(a) for the 10 x 30 x 30 cm3 wall. When the transmitter 
approaches the wall’s edge on one side and the receiver is one 
meter far on the other side, SS drops down and becomes very 
low, and vice versa. The SS improves as the receiving or 
transmitting robot moves away from the obstacle edges, as 
depicted in Fig. 4(a). The top view of the results is illustrated 
in Fig. 4(b), where the dark red dots illustrate spikes of 
Fig. 4(a). Fig. 4(c) depicts various waveforms resulting from 
the wall obstacles at the receiving robot location for different 
distances. The waveform reflects the influence of RF obstacles 
on the RF-SS between robots when the robot moves about the 
RF obstacle. 

B. Cage Obstacle 

A Faraday-like cage is shown in Fig. 5(a). It is made of 
PEC material. The size of the cage is 30 x 30 x 30 cm3. The 
SS drops and signal expire when a robot is trapped in the cage, 
as presented in Fig. 5(a). Due to conducting material effects, 
the SS exhibits oscillating patterns as either antenna 
approaches the cage opening. The signal drops down when 
there is no LOS between antennas and becomes weak, as 
presented in Fig. 5(a). Fig 5(b) is the SS intensity image of 
Fig. 5(a) and illustrates that the SS goes up as a LOS exists. 
The effect on RF-SS by the cage obstacle is depicted in 
Fig. 5(a), 5(b), and 5(c). Different waveforms represent 
measurement sequences of different trajectories around the 
obstacle are depicted in Fig. 5(c). 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Wall Obstacle (a) RF-SS Measurements (b) Top view of (a), and (c) 

Waveforms for Multiple Trajectories. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Cage Obstacle (a) RF-SS Measurements (b) Top view of (a), and (c) 

Waveforms for Multiple Trajectories. 

C. Cylinder Obstacle 

Cylinders of radiuses 10 cm, 15 cm, and 20 cm and height 
of 30cm were used in this experiment. 

SS measurements simulation results in the field in the 
existing on an obstacle of 15 cm diameter centered in the 
testing area are depicted in Fig. 6(a). The SS dropped down 
and became unreliable as the receiving robot approached the 
cylindrical obstacle. Fig. 6(b) presents the SS intensity image 
of Fig. 6(a). 

The influence of the cylinder on the RF-SS is depicted in 
Fig. 6(a), 6(b), and 6(c). Since the antenna moves in line on 
either obstacle side, the SS sequence contains enough 
evidence to identify the obstacle type. When the receiver 
antenna is close to an HF obstacle, the shadow of the HF 
obstacle in the HFSS measurement will produce different 
waveforms for different distances. 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. Cylinder Obstacle (a) RF-SS Measurements, (b) Top view of Fig. 6, 

and (c) Waveforms for Multiple Trajectories. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

14 | P a g e  

www.ijacsa.thesai.org 

IV. PHYSICAL EXPERIMENTS FOR MULTIPLE OBSTACLES 

Conductive known RF obstacles such as cages, walls, and 
cylinders are created to run multiple physical experiments in 
the field [27]. Then, we sought a minimum interference 
environment to run the experiments, and a CC2510 
development kit was used. The copper obstacle is centered on 
the cardboard box in the laboratory space. Then, 2.4 GHz 
transceivers are moved manually in all directions around the 
obstacle. We recorded SS measurements at different antenna 
positions around the obstacle. RF-SS measurements are made 
on both sides up to 100 cm in all directions. Next, we made 
various RF obstacle shapes similar to those used for 
simulation. The physical results are based on surroundings and 
floor type. Different materials such as carpets and wood have 
other effects on the RF signal. Running multiple extensive 
experiments to choose the best environment leads us to select 
a box of 15 cm height for best results [27]. 

 

Fig. 7. Copper Wall Obstacle, Receiver and Transmitter. 

A. Copper Wall Obstacle 

A wooden box of dimensions (10 x 30 x 30 cm3) is created 
and then covered with a copper screen, as seen in Fig. 7. We 
collected SS measurements around the obstacle by moving the 
antennas in different directions. The results are shown in 
Fig. 8(a). The SS measurements range from high to low, 
depending on the obstacle effects. The SS turned out to be 
deficient, as indicated by the spikes in Fig. 8(a). The SS 
improved when the transceiver was 1 m apart on one side 
while the other was still and close to the obstacle, but it 
remained low as the obstruction prevented LOS. 

The physical results presented in Fig. (8) approximates the 
simulation outcomes shown in Fig. 4(a). The low SS is 
apparent in Fig. 8(b) that the top view of Fig. 8(a). Therefore, 
we take advantage of the position of the spikes in estimating 
the obstacle dimensions, which is valid for simulation results 
too. 

When the transceivers diverge from the obstacle shadow, 
SS improves, and it reaches the maximum as the transceivers 
maintain a LOS. The copper obstacle effects on the SS are 
depicted in Fig. 8(a)-(c). Therefore, after examining the results 
of the experiment robots' movements all over the obstacle for 
multiple straight trajectories, it is clear that the SS contains 
helpful information that is used to recognize and classify 

obstacle types. Fig. 8(c) illustrates the signature of the 
obstacle on the RF signals, and it shows different signal 
shapes for various trajectories. 

B. Copper Cage Obstacle 

A four-sided wood cage of length = 30 cm, width =30 cm, 
and height =30 is created and covered by a screen of pure 
copper. The obstacle is centered on a cardboard box that 
insulates the transceivers from the ground. Next, the 
transceivers, which preserve a distance of 1 m apart, are 
moved around the obstacle. Finally, the transceivers move in 
all directions outside and inside the cage for SS 
measurements. Inside the cage, the SS is extremely low and 
not conducive, as shown in Fig. 9(a). 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Copper Wall Obstacle (a) RF-SS Measurements (b) Top view of Fig. 

7(a), and (c) Multiple Signal Shapes. 
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(a) 

 
(b) 

 
(c) 

Fig. 9. Copper Cage Obstacle (a) RF-SS Measurements (b) Top view of Fig. 

8(a), and (c) Multiple Signal Shapes. 

As a result of LOS loss between the transceivers, the SS 
dropped down and produced poor conductive connectivity. It 
is shown in Fig. 9(b), the top view of Fig. 9(a). The SS 
improves as the transceivers retain the LOS and become more 

conductive, approximating the simulations as depicted in 
Fig. 4(a). In Fig. 9(b), the backside of the cage, the SS reaches 
the maximum conductivity as the transceiver moves further. 
The results depicted in Fig. 9(a) override the results illustrated 
in Fig. 5(a) by a value of -5dB, resulting from different 
surrounding electromagnetic sources. Fig. 9(c) illustrates the 
signature and the obstacle impact on RF-SS, showing different 
signal shapes for varied trajectories. 

V. VALIDATION OF PHYSICAL AND SIMULATION RESULTS 

The simulation and physical results comparison and 
validation of the RF obstacle discussed in previous sections 
are presented. For accuracy and comparison, different signal 
shapes of the obstacles are plotted in the same graph. 
Additionally, the effect of various electromagnetic sources on 
the physical signal shapes is detectable in the signal shapes. 

A. Validation of Wall Results 

 Using the setup of Fig. 7, multiple wall physical 
experiments are conducted to demonstrate the simulation 
results. The experiments are conducted in an environment 
with fewer interference sources. The transceivers are moved in 
a bounded area of 2 m2 around a centered wall obstacle in all 
directions. The resulting signal shapes for the simulation 
(black) and physical (red and blue) are depicted in Fig. 10. 
The signal power difference between the black and red signals 
ranges from -2 to -8 dBm, while it was above -15 dBm 
between black and blue signals due to interference source 
existence. 

B. Validation of Cage Results 

Numerous cage physical experiments are conducted to 
demonstrate the simulation results. First, the experiments are 
conducted in an environment with fewer interference sources. 
Then, the transceivers are moved in a bounded area of 2 m2 
around a centered cage obstacle in all directions. 

 

Fig. 10. Wall Simulation and Physical Results Comparison. 
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The resulting signal shapes for the simulation (black) and 
physical (red and blue) are depicted in Fig. 11. The signal 
power difference between the black and red signals ranges 
from -3 to -20 dBm, while it was above -20 dBm between 
black and blue signals due to interference source existence. 

 

Fig. 11. Cage Obstacle Physical Results Comparison. 

VI. OBSTACLE PARAMETERIZATION 

Radio SS propagation is a complicated process. In 
Sections I and II, we explained that SS is a function of 
different parameters. In addition, the power of the received SS 
is a function of how far the transmitter is, obstacles effects, 
and multipath occurrences such as reflections and refractions 
[2,15]. 

 

Fig. 12. Signal shapes for different (a) Different Radiuses (b) Wall widths. 

A. Wall Parameterization 

Different RF walls obstacles are used in our experiments 
with varying sizes of width w. As a result, the wall signal 
shapes are almost preserved in the "U" shape. The signal 
shapes are scaled and stretched as the width of the wall 
increases. Table I shows the average signal strength in dBm 
on the robot's trajectories for different wall widths. As the wall 
width increases by 1 cm, the signal strength average alongside 
the robot path decreases by −1.2 dBm, as shown in Fig. 12(b). 

TABLE I. AVERAGE SS ON THE ROBOT TRAJECTORY 

Cylinder radius r 10 cm 15cm 20 cm 

Average SS(dBm) -53 -59 -64 

VII. RFMR METHOD BASED ON HMM 

The RFMR method is summarized in the significant steps 
shown in the diagram of Fig. 13. Foremost, in Fig. 14, the 
measurement vector acquired through multiple robot motion 
paths is split into various segments (small components) of 
comparable lengths. Afterward, features are extracted in the 
frequency domain by applying Fast Fourier Transform (FFT) 
on every element of the segmented signal. The features 
components extracted are written to vectors, and then we used 
a subset of the vectors of features for the training purpose of 
the created model and the remaining vectors used for model 
testing. Next, the training subset is clustered to generate 
observation sequences using the K-mean clustering algorithm 
[31]. Then, three HMMs models are trained using the 
generated observation sequences. Each HMM model that 
contains five states is assigned to each obstacle type. The five 
states correspond to 5 small segments produced on the robot-
specific trajectory. As illustrated, we trained each HMM 
model using a specific set of observation sequences. Finally, 
the training set of features is used to train classification 
models. Accordingly, we accomplished the RFMR method 
results [28]. Consequently, the results were used by the robot 
PMCA algorithm that uses the trained HMM results. As a 
result, we accomplished proactive connectivity [30]. 

 

Fig. 13. RFMR Method Block Diagram. 

The robot's movement is a sequential event, and our goal is 
to classify the robot movement in sequential order of the 
segments. Furthermore, there is a strong analogy between the 
RFMR method based on HMM results and the word 
recognition via speech patterns [32]. Therefore, using HMM 
offers a more spontaneous methodology for RF shadows 
classification. Naturally, it breakdowns the measurements on 
the robot's pathway to approximate components comparable to 
how they were created. However, the HMM method offers a 
simple technique for classifying segments subset on the 
robot's path as it moves through an obstacle shadow rather 
than categorizing the pieces after the obstacle shadow. The 
HMMs and their application in RFMR are discussed in the 
following sections. Hence, HMM is a method for stochastic 
events of a model. Clearly, A model λ consists of several 
states Q, observations B corresponding probabilities, and 
transitions between states probabilities [11]. Therefore, 
specified a sequence of observations, O, and λ as a model, one 
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can obtain P(O|λ). Fundamentally, it is the model 
representation of the event, and it could be a good or bad 
representation. To classify data using HMM, we need to create 
a model λ(j), j=1, …, mo, for each class, where mo denotes 
obstacle types number. Then, we must calculate P(O|λ(j)) 
corresponding to each obstacle type available. Finally, the 
model with the highest probability is allocated to a novel 
observation O. Therefore, the obstacle type membership is 
given to O. 

A. Feature Extraction based on SS Measurement 

Segmentation 

The collected SS measurement vector through the robot 

moves on the trajectory, lth, is 𝛽𝑙
(𝑗)

=  [𝑆𝑙
(𝑗)

 (1), 𝑆𝑙
(𝑗)

(2), … 

𝑆𝑙
(𝑗)

(Nm)   ]T
 , For the jth obstacle type, Nm is the SS 

measurements number on the lth path. Then, as in Fig. 14, 

each ᵦ𝑙
(𝑗)

 is segmented into five segments represented as 

𝛼𝑙,𝑢
(𝑗)

= [𝑆𝑙
(𝑗)

((𝑢 − 1) + 1) … 𝑆𝑙
(𝑗)

(5𝑢)]𝑇 , 𝑤ℎ𝑒𝑟𝑒 𝑢 =

1,2, … , 5, . Subsequently, a measurement segment 𝛼𝑙,𝑢
(𝑗)

 is 

transformed to the using FFT. Results are represented as 

ᴦ𝑙,𝑢
(𝑗)

= 𝐹𝐹𝑇(𝛼𝑙,𝑢
(𝑗)

 , NFFT), NFFT shows the points number in the 

FFT results. The first ten elements in the FFT result ᴦ𝑙,𝑢
(𝑗)

 are 

denoted as the feature vector 𝛾𝑙,𝑢
(𝑗)

=

 [ᴦ𝑙,𝑢
(𝑗)

 (1) ᴦ𝑙,𝑢
(𝑗)

(2) …  ᴦ𝑙,𝑢
(𝑗)

(10)]𝑇  Of the measurement 

corresponding to the lth trajectory and jth obstacle type. Once 
each segment is (j) transferred into frequency space, the 

feature vector ᴦ𝑙,𝑢
(𝑗)

 is clustered using the K-means clustering 

algorithm [35]. 

Then, the HMM uses these binned segments to classify the 
obstacle shadow based on the probabilistic sequence of 
segments. Our numerical experiments tried different training 
sets to examine their effect on the recognition rate. We found 
that the recognition rate is affected positively by the size 
increase of the training sets. Data were randomly split into 
training and testing sets to verify the HMM classifier [35]. We 
randomly select 60% of the measurement vectors into the 
training set 𝑆𝑡𝑟𝑎𝑖𝑛

𝑐  which is used for c clustering and training, 
and the rest constitutes the testing set 𝑆𝑡𝑒𝑠𝑡

𝑐 . 

 

Fig. 14. One Segmented Wall Signal. 

B. The Generation of Observation Sequences 

The collected vectors 𝛾𝑙,𝑢
(𝑗)

 in the model training set 

𝑆𝑡𝑟𝑎𝑖𝑛
𝑐  𝑎 re split into G different clusters using the k-means 

algorithm. The G clusters are arranged as D1 , D2 , · · ·, DG. 
Therefore, we can minimize the within-cluster sum of squares 
(WCSS). Equation (3) presents the k-means algorithm stages, 
and it is written as. 

arg 𝑚𝑖𝑛𝐷1 ,· · ·,𝐷𝐺  ∑  𝐺
𝑔=1 ∑  

𝛽𝑙
(𝑗)

∈𝑆𝑡𝑟𝑎𝑖𝑛
𝑐 ,𝛾𝑙,𝑢

(𝑗)
∈𝐷𝑔 

|| 𝛾𝑙,𝑢
(𝑗)

−  µg ||2           (3) 

where the parameter µg represents the centroid of Dg, i.e., 

the points mean in Dg, || 𝛾𝑙,𝑢
(𝑗)

− µg ||2 represents the vector 𝛾𝑙,𝑢
(𝑗)

 

and µg distance separation. After the k-means clustering 
algorithm generates Dg and µg, it allocates observation 
symbols to the feature vectors. As a result, the observation 
sequences for HMM training and test sets are produced. 
Initially, The C = {C1, · · ·, CG } with Cg as the gth symbol 

signifies the symbol set of HMM observations [34]. The 𝐶𝑙,𝑢
(𝑗)

 

symbol conforming to the data segment 𝛾𝑙,𝑢
(𝑗)

 is allocated to the 

value Cg if || 𝛾𝑙,𝑢
(𝑗)

−  µg ||2 has the minimum value in the set, g 

∈ {1, 2, · · ·, G}. Explicitly, 𝐶𝑙,𝑢
(𝑗)

 is allocated to symbol Cg 

when µg is the closer centroid to the feature vector 𝛾𝑙,𝑢
(𝑗)

. The 

𝐶𝑙,𝑢
(𝑗)

 vectors of the lth trajectory segments are concatenated to 

form the vector 𝐶𝑙
(𝑗)

 = [𝐶𝑙,1
(𝑗)

 … 𝐶𝑙,5
(𝑗)

]𝑇  [34]. The resulting 

vector 𝐶𝑙
(𝑗)

 is the observation sequence corresponding to the 

measurement vector 𝛽𝑙
(𝑗)

 . The HMM training set 𝑆𝑡𝑟𝑎𝑖𝑛
𝐻𝑀𝑀 

conforming vector 𝛽𝑙
(𝑗)

 contains the observation sequence 𝐶𝑙
(𝑗)

 

is included in the training set 𝑆𝑡𝑟𝑎𝑖𝑛
𝑐 ; otherwise, it is in the test 

set 𝑆𝑡𝑒𝑠𝑡
𝐻𝑀𝑀. 

In conclusion, applying the mentioned procedure, for the 
trajectory, lth, in the existence of type j obstacle, the vector 

𝛽𝑙
(𝑗)

 is segmented into segments 𝛼𝑙,𝑢
(𝑗)

 , u = 1, 2, 3, 4, 5. 

Consequentially, each 𝛼𝑙,𝑢
(𝑗)

 is converted by FFT, and the FFT 

result is symbolized by ᴦ𝑙,𝑢
(𝑗)

 . The first ten elements in ᴦ𝑙,𝑢
(𝑗)

 are 

selected to form the feature vector 𝛾𝑙,𝑢
(𝑗)

. The feature vectors 

are clustered using the k-means algorithm to generate G 
clusters, D1, · · ·, DG, and the corresponding cluster centroids 
µ1, …, µG. 

The individual segment feature vector 𝛾𝑙,𝑢
(𝑗)

 is consigned 

with a symbol 𝐶𝑙,𝑢
(𝑗)

 ∈ C by the parameters of the cluster [35]. 

Then, the observation sequence 𝐶𝑙
(𝑗)

 is created by 

concatenating the 𝐶𝑙,𝑢
(𝑗)

 vector [34]. Finally, the observation 

sequence 𝐶𝑙
(𝑗)

 is created from each trajectory 𝛽𝑙
(𝑗)

 vector and 

ready for training or testing HMMs models [34, 35]. 

VIII. RFMR BASED HMM NUMERICAL RESULTS 

The HMM training set 𝑆𝑡𝑒𝑠𝑡
𝐻𝑀𝑀 resulted from the previous 

section will be used for training HMMS models. Three 
HMMs, models, λ(j), with j = 1, 2, 3, conforming wall, cage, 
and cylinder obstacles, are trained for classification. 
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Assumed an observation sequence Cl

(j) 
, is comprised of 

numerous observation symbols. Next, given the HMM λ(p), 

the P (Cl | λ(p) ) is a conditional probability of Cl

(j)
. For the 

classification process, the P (Cl | λ(p)), can be calculated for 
the parameter p = 1, 2, 3. When the value p = p̂ , the maximum 
probability P(Cl| λ(p) ) is achieved, and the obstacle of type p̂ is 
the prediction of RFMR method results. 

Moreover, if a transceiver approaches an obstacle while 
the complete observation sequence was not existing, the first 
few observations for the classification.is found in the 

observation sequence of a variable-length vector Cl

(j)
. 

A. Examining Cylinder Obstacle of different Radius 

The total measurement vectors used are 535. A set of 321 
vectors is for the training, and the rest is for testing. These 
measurement vectors contain data from three different 
cylinder radiuses, 10 cm, 15 cm, and 20 cm, with a height of 
30 cm. The confusion matrix (CM) that signifies the RFMR 
results is depicted in Tables II, III, and IV, each row of the 
CM denotes the predicted class. Table II establishes the CM 
using the first two segments of observation sequences; a 
percentage of 88% was the classification rate attained. 
Table III reflects the CM using the first three segments, and 
the rate was 95%. Finally, a rate of 100% was reached using 
four segments as presented in Table IV. The results are 
improved for the HMM classifier as the number of segments 
increases, and consequently, the rates become reliable. 

B. Examining Wall Obstacle of Various Dimensions 

The total measurement vectors used are 455. A subset of 
two hundred seventy-three vectors is for the training, and the 
rest is for testing. The measurement vectors contain data for 7 
× 30 × 30 cm3, 10 × 30 × 30 cm3, and 15 × 30 × 30 cm3 wall 
dimensions. The CM of the RFMR results is shown in 
Tables V, VI, and VII. Table V demonstrates the CM of 
RFMR of wall measurement vectors based on the first two 
segments, and the rate was 70%. 

In comparison, Table VI presents the CM with the first 
three segments, and the rate was 77%. Finally, Table VII 
validates the CM of RFMR results based on the first four 
segments; the success rate was 93%. The results are improved 
for the HMM classifier as the number of segments increases, 
and consequently, the rates become excellent. 

TABLE II. CM OF RFMR FOR CYLINDER USING 2 OBSERVATIONS 

Cylinder radius r 10 cm 15cm 20 cm 

10 cm 1 0.0 0.14 

15 cm 0.0 1 0.22 

20 cm 0.0 0.0 0.64 

TABLE III. CM OF RFMR FOR CYLINDER USING 3 OBSERVATIONS 

Cylinder radius r 10 cm 15cm 20 cm 

10 cm 0.86 0.0 0.0 

15 cm 0.14 1 0.0 

20 cm 0.0 0.0 1 

TABLE IV. CM OF RFMR FOR CYLINDER USING 4 OBSERVATIONS 

Cylinder radius r 10 cm  15cm  20 cm 

10 cm 1 0.0 0.0 

15 cm 0.0 1 0.0 

 20 cm 0.0 0.0 1 

TABLE V. CM OF RFMR FOR WALL USING 2 OBSERVATIONS 

Wall width (w) 7 cm 10 cm 15 cm 

7 cm 0.85 0.46 0.0 

10 cm 0.15 0.54 0.31 

15 cm 0.0 0.0 0.69 

TABLE VI. CM OF RFMR FOR WALL USING 3 OBSERVATIONS 

Wall width (w) 7 cm 10 cm 15 cm 

7 cm 0.87 0.44 0.0 

10 cm 0.13 0.56 0.16 

15 cm 0.0 0.0 0.84 

TABLE VII. CM OF RFMR FOR WALL USING 4 OBSERVATIONS 

Wall width (w) 7 cm 10 cm 15 cm 

7 cm 0.95 0.08 0.0 

10 cm 0.05 0.92 0.12 

15 cm 0.0 0.0 0.88 

TABLE VIII. CM OF RFMR FOR ALL OBSTACLES USING 2 OBSERVATIONS 

Different 

Obstacle 

Cage  

30 cm3 

Wall 

10 cm 

Wall  

15 cm 

Cylinder 

10 cm 

Cylinder 

15 cm 

Cage 

 30 cm3 
1 0.0 0.0 0.0 0.0 

Wall  

w = 10 cm 
0.0 1 0.44 0.00 0.0 

Wall  

w = 15 cm 
0.0 0.0 0.56 0.0 0.0 

Cylinder 

 r = 10 cm 
0.0 0.0 0.00 0.80 0.0 

Cylinder  

r = 15 cm 
0.0 0.0 0.0 0.20 1 

C. Examining Walls, Cages and Cylinders Obstacle of 

Different Sizes 

In the experiment that combines three different size 
obstacles, the total measurement vectors used are 825. Four 
hundred ninety-five vectors are the training set and the rest for 
testing. Tables VIII, IX, and X illustrate the CM of the RFMR 
results for all combined obstacles observation vectors where 
the predicted class is expressed by CM rows approximated to 
the actual class. Table VIII establishes the CM of RFMR 
results using the first two segments, and the classification rate 
is 87%. When increasing the segment number to three, the 
success rate was 89%, as shown in Table IX. Ultimately, the 
classification rate increases and reaches 92% as the segments 
number increased to four and above, as illustrated in Table X. 
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TABLE IX. CM OF RFMR ALL OBSTACLES USING 3 OBSERVATIONS 

Cage 

 30 cm3 
1 0.0 0.0 0.0 0.0 

Wall  

w = 10 cm 
0.0 0.34 0.0 0.00 0.0 

Wall  

w = 15 cm 
0.0 0.66 0.44 1 0.0 

Cylinder 

 r = 10 cm 
0.0 0.0 0.56 0.80 0.0 

Cylinder  

r = 15 cm 
0.0 0.0 0.0 0.20 1 

TABLE X. CM OF RFMR FOR ALL OBSTACLES USING 4 OBSERVATIONS 

Different 

Obstacle 

Cage  

30 cm3 

Wall 

10 cm 

Wall  

15 cm 

Cylinder 

10 cm 

Cylinder 

15 cm 

Cage 

 30 cm3 
1 0.0 0.0 0.0 0.0 

Wall  

w = 10 cm 
0.0 1 0.40 0.00 0.0 

Wall  

w = 15 cm 
0.0 0.0 0.60 0.0 0.0 

Cylinder 

 r = 10 cm 
0.0 0.0 0.0 1 0.0 

Cylinder  

r = 15 cm 
0.0 0.0 0.0 0.00 1 

In conclusion, the results are improved for the HMM 
classifier as the number of observation segments increases, 
and consequently, the rates of successful classification become 
promising and outstanding. Therefore, it proves that the 
proposed methods are reliable for the best classification rates, 
thus, achieving proactive robot control in the field. 

IX. PROACTIVE MOTION CONTROL ALGORITHM (PMCA) 

FOR PRESERVING CONNECTIVITY 

The developing application of mobile robotics networks 
has produced the control motion concept of mobile nodes 
communication, so nodes can preserve connectivity while 
finishing their tasks in the field [8, 34]. However, the control 
motion techniques require deep exploration and the creation of 
more reliable algorithms in the robotic field [7]. When the SS 
drops down in the field, and a robot loses the collaborating 
robots in the swarm, it starts preserving connectivity through 
the movement control algorithm, which assists the robot in 
reaching a location in the field, where it can gain coverage 
communicate with other team members. Depending on the 
results of the RFMR method, the proposed PCMA algorithm 
decides either to continue the current trajectory or backward 
movement until it retains reliable SS. The PCMA control 
decision is mainly based on the information learned from the 
obstacle shadow recognition. 

The proactive control motion algorithm has two choices to 
achieve its motion control of mobile robots. As mentioned 
earlier, the control choices are based on the information 
learned from RFMA results. Firstly, the PMCA can continue 
to move robots in the current trajectory across the obstacle 
until the robots preserve communication successfully. The 
second control choice is moving the robot backward and 

computing a 4-D gradient based on SS to define the strong SS 
direction and then communicate with the team [33]. In 
summary, algorithm one and the flowchart of PCMA in Fig. 
15 illustrate the actual steps to control the mobile robot motion 
to preserve communication. 

Algorithm 1: Proactive Motion Control Algorithm (PMCA) 

1: Input: RFMR result. 

2: Output: Maintaining connectivity of mobile rebots. 

3: Get RFMRRecognitionResults() 

4:   if (Obstacle type and size are estimated) then 

5:       if Segments length ≥ (estimated size/2) then 

6:              MoveCurrentPath() 

7:              GradientDecsentAlgorithm() 

8:       else 

9:              MoveBack() 

10:             GetStrongSignalPos() 

11:            GradientDecsentAlgorithm() 

12:      end if 

13:   else 

14:          Moveback() 

15:          GetStrongSignalPos() 

16:          GradientDecsentAlgorithm() 

17: end if 

18: MaintainConnextivity() 

 

Fig. 15. The PMCA Flow Chart. 
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X. GRADIENT-BASED ON THE PROACTIVE CONTROL 

ALGORITHM 

The gradient computation process in the field is based on 
measuring SS between to mobile transceivers that are at d 
distance apart as in Fig. 20, where the SS is measured at the 

receiver side. The signal 𝑆𝑙
(𝑗)

(t) at time t of the lth trajectory 

around an obstacle type j is calculated according to Equation 

(2). When mobile robots move and retain LOS, 𝑆𝑙
(𝑗)

(t) is stable 

and preserves robots connectivity. In contrast, the SS dropped 
as a conductive obstacle blocks the moving robots [34]. 

Accordingly, the signal measurements, 𝑆𝑙
(𝑗)

(t), collected 

through the robot's motion at the position (𝑥𝑡
(𝑖)

,  𝑦𝑡
(𝑖)

), i = 1, 2 

at time t. Next, the gradient is calculated for a specific robot 
trajectory [34]. For the lth trajectory, the gradient vector can 
be expressed as 

𝛻𝑆𝑙
(𝑗)

(𝑡) = [ ∂𝑆𝑙
(𝑗)

(𝑡)

∂ 𝑥𝑡
(1)  

∂𝑆𝑙
(𝑗)

(𝑡)

∂ 𝑦𝑡
(1)  

∂𝑆𝑙
(𝑗)

(𝑡)

∂ 𝑥𝑡
(2)  

∂𝑆𝑙
(𝑗)

(𝑡)

∂ 𝑦𝑡
(2) ]𝑇            (4) 

 

Fig. 16. The Transmitter and Receiver Robot Stepwise Trajectory. 

The SS gradient is calculated following the of Fig. 16, the 
initial position at time t for robot one and robot two are 

(𝑥𝑡
(1)

,  𝑦𝑡
(1)

) and 𝑥𝑡
(2)

,  𝑦𝑡
(2)

). As explained in the method below, 
we assumed that one robot is moving while the other stays still 
to compute the gradient. As pointed out in Fig. 16, during time 
t and t+1, robot one moves along trajectory segment 1, so 

𝑥𝑡+1
(1)

= 𝑥𝑡
(1)

+  ∆𝑥 , 𝑦𝑡+1
(1)

= 𝑦𝑡
(1)

 , 𝑥𝑡+1
(2)

= 𝑥𝑡
(2)

 , 𝑦𝑡+1
(2)

= 𝑦𝑡
(2)

 , 

and the gradient element 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(1)  is computed a. 

 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(1) ≈

∂𝑆𝑙
(𝑗)

(𝑡)

∂ 𝑥𝑡
(1) =

𝑆𝑙
(𝑗)

(𝑡+1)− 𝑆𝑙
(𝑗)

(𝑡)

∆𝑥
             (5) 

Throughout time t + 1 and t + 2, robot two moves along 

segment 2, so 𝑥𝑡+2
(1)

= 𝑥𝑡+1
(1)

 , 𝑦𝑡+2
(1)

= 𝑦𝑡+1
(1)

 , 𝑥𝑡+2
(2)

= 𝑥𝑡+1
(2)

+  ∆𝑥 , 

𝑦𝑡+2
(2)

= 𝑦𝑡+1
(2)

 And the gradient element 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(2)  is computed as. 

 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(2) ≈

∂𝑆𝑙
(𝑗)

(𝑡+1)

∂ 𝑥𝑡+1
(2) =

𝑆𝑙
(𝑗)

(𝑡+2)− 𝑆𝑙
(𝑗)

(𝑡+1)

∆𝑥
           (6) 

In time t + 2 and t + 3, robot one moves along segment 3, 

so 𝑥𝑡+3
(1)

= 𝑥𝑡+2
(1)

 , 𝑦
𝑡+3
(1) = 𝑦

𝑡+2
(1) + ∆𝑦 , 𝑥𝑡+3

(2)
= 𝑥𝑡+2

(2)
 , 𝑦𝑡+2

(2)
= 𝑦𝑡+1

(2)
 , 

and the gradient element 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(2)  is computed as. 

 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑦𝑡
(1) ≈

∂𝑆𝑙
(𝑗)

(𝑡+2)

∂ 𝑦𝑡+2
(2) =

𝑆𝑙
(𝑗)

(𝑡+3)− 𝑆𝑙
(𝑗)

(𝑡+2)

∆𝑦
            (7) 

In time t + 3 and t + 4, robot two moves along trajectory 

segment 4, so 𝑥𝑡+4
(1)

= 𝑥𝑡+3
(1)

 , 𝑦
𝑡+4
(1) = 𝑦

𝑡+3
(1)  , 𝑥𝑡+3

(2)
= 𝑥𝑡+2

(2)
 , 𝑦𝑡+4

(2)
=

𝑦𝑡+3
(2)

+ ∆𝑦, and the gradient element 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑥𝑡
(2)  is computed as. 

 
∂𝑆𝑙

(𝑗)
(𝑡)

∂ 𝑦𝑡
(2) ≈

∂𝑆𝑙
(𝑗)

(𝑡+3)

∂ 𝑦𝑡+3
(2) =

𝑆𝑙
(𝑗)

(𝑡+4)− 𝑆𝑙
(𝑗)

(𝑡+3)

∆𝑦
            (8) 

As shown in Fig. 17, arrows indicate the gradient 
direction, and yellow grids illustrate reliable SS due to LOS 
existence between the communicated transceivers. The 
gradient strength and direction depend on the robot's location 
concerning the obstacle position in the field. For example, if 
one robot is surrounded inside the cage, the gradient drops 
down as green boxes indicate. Accordingly, any movement for 
the outer robot did not improve the SS for communication. 
However, when the robot in the cage changes position, the SS 
improves enough for communication, as in Fig. 17. 

The scenario of Fig. 18 illustrates an obstacle and two 
robots in the simulation field. One robot moves in a stepwise 
trajectory, and the other is stays still. Consequently, the 
gradient is scattered when no LOS exists and does not contain 
useful information due to obstacle shadow. However, the 
gradient improved as the LOS became clear. 

The scenario of Fig. 19 illustrates an obstacle and two 
robots in the simulation field. One robot stays still closer to 
the obstacle corner while the robot moves through a stepwise 
trajectory. The gradient is scattered when no LOS exists and 
does not contain useful information due to obstacle shadow. 
However, the gradient improved as the LOS became clear. In 
summary, the gradient helps find the right direction of the 
partner, as illustrated by Fig. 18 and Fig. 19. 

 

Fig. 17. One Robot is trapped in the Cage, the other Moves in a Stepwise 

Trajectory. 
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Fig. 18. One Robot Moves in a Stepwise Trajectory, and the other Stays Still. 

 

Fig. 19. One Robot Moves in a Stepwise Trajectory, and the other is Close to 

the Obstacle. 

The scenario of Fig. 20 illustrates an obstacle and two 
robots in the simulation field. It shows different trajectories 
for one robot moving straight and the other through a stepwise 
course. The gradient is scattered when no LOS exists and does 
not contain useful information due to obstacle shadow. 
However, the gradient improved as the LOS became clear. 
The gradient is computed according to Section V's equations 
(5) and (7). The gradient helps find the right direction of the 
other robot and preserve connectivity. 

 

Fig. 20. Different Robots Trajectory around the Cage. 

 

Fig. 21. Configuration Space of Two Robots. 

XI. THE EXPERIMENTAL RESULTS OF THE GRADIENT 

ALGORITHM 

Section III explains that the experimental robot field is 
divided into equal grids. Then, two robots move, measure SS 
and compute the gradient for any two grids in the area marked 
yellow in Fig. 21. Next, we created a database containing the 
robot's position, measured SS, and calculated the gradient for 
any two grids (robot's location) at time t. The main steps of the 
algorithm are illustrated in Fig. 22. For example, at time t = 0, 

two robots are placed at 𝑥0
(1)

 = 20; 𝑦0
(1)

 = 5 and robot 2 starts 

at 𝑥0
(2)

= 40; 𝑦0
(2)

 = 5 in the field. Fig. 23 depicts the 

trajectories of the robots resulting from running the gradient 
algorithm, and results confirm that the algorithm helps evade 
obstacles’ shadows and preserve communications. Fig. 24 
depicts another scenario where the robots are placed in front 

of the obstacle at (𝑥0
(1)

 = 18; 𝑦0
(1)

= 14) and the other robot at 

( 𝑥0
(2)

 = 34; 𝑦0
(2)

= 16). The gradient algorithm exhibits 

promising results to preserve communication between mobile 
robots. 

 

Fig. 22. Gradient Algorithm Flowchart. 
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Fig. 23. Robots Start at 𝑥0
(1)

= 20; 𝑦0
(1)

 = 5 and 𝑥0
(2)

= 40; 𝑦0
(2)

= 5 at Time t=0. 

 

Fig. 24. Robots Start at 𝑥0
(1)

) = 18; 𝑦0
(1)

= 14 and 𝑥0
(2)

= 34; 𝑦0
(2)

= 16 at time 

t=0. 

Another scenario is depicted in Fig. 25, where one robot 

faces the obstacle at 𝑥0
(1)

 = 17; 𝑦0
(1)

= 5 and the other at 𝑥0
(2)

 = 

38; 𝑦0
(2)

= 5 at time t = 0. The results confirm the algorithm's 

success in preserving communication. 

 

Fig. 25. Robots Start at 𝑥0
(1)

) = 17; 𝑦0
(1)

= 5 and 𝑥0
(2)

= 38; 𝑦0
(2)

= 5 at time t=0. 

XII. THE EXPERIMENTAL RESULTS OF THE PMCA 

The HMM results of the RFMR method demonstrate the 
detection of obstacles on the robotic path and determine the 
type of distance from the robot path and the size of the 
approximate obstacle. PMCA uses HMM results to encourage 
the robot to continue moving through the current trajectory 
based on the length of the segments covered by the robot. If 
the segment's length is equal to half or greater than the 
estimated obstacle size, then the robot continues forward. 
Otherwise, the robot stops and returns to a position with 
robust signal strength, as shown in the scene in Fig. 26. 
Afterward, the robot runs a gradient algorithm to determine 
the strong SS direction. After that the robot moves in the 
gradient trend and re-establishes connectivity, as shown in the 
scene in Fig. 27. Algorithm 1 and Fig. 15 illustrate the PMCA 
mechanism. 

 

Fig. 26. PCMA uses Three Observations. 

 

Fig. 27. PCMA uses Two Segments. 

XIII. CONCLUSION 

The article introduces Radio Frequency Mapping 
Environment Recognition (RFMR), gradient, and proactive 
robot motion control algorithms (PMCA). Thus, we conducted 
many simulations and physical experiments to assess the 
proposed method's performance. Consequently, this work 
presents promising solutions and becomes a competitive 
alternative for the routing and maintaining broken links 
problems in robot networks. Furthermore, extensive 
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simulation and physical experiments will be conducted to 
validate the recognition of different RF obstacles. Also, 
obstacle parameterization and generalization approaches will 
be addressed in future studies. 
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Abstract—With recent technology advancements mobility 
support is one of the major needed parameters by any wireless or 
mobile networks. Continuous mobile movement from one cell to 
another or from one network to another requires continuous 
mobility support. Previously, tunneling protocols employment 
was the technique to support UE’s inter or intra network 
mobility. More specifically, GRE, GTP, MIPv6 or PMIPv6 were 
employed for mobility support. In tunneling encapsulation of one 
protocol over another protocol is performed to deliver IP packet 
during inter network or intra network handover. In terms of 
usage scenario of each tunneling protocol, tunnel establishment, 
data transfer and tunnel release, an overview and comparison of 
tunneling protocols is presented in this paper. 3GPP and WLAN 
interworking, and GAN based usage scenarios and supported 
tunneling mechanisms has been discussed. Some insights 
regarding security, multiplexing, multiprotocol and packet 
sequencing support are also provided for each tunneling 
protocol. 

Keywords—Tunneling; mobility; 3GPP; WLAN; interworking 

I. INTRODUCTION 
With the recent advancements in wireless and mobile 

networks there is need of mechanisms that can support 
coexistence of multiple radio access technologies. These 
technologies should not also coexist but also provide seamless 
mobility between different radio access technologies. Looking 
on this thing various developments has been performed from 
different researchers. However, basically mechanism that 
provides support seamless handover are depends on tunnel that 
is created between different radio access technologies for 
establishing connectivity to the core network. Generic Routing 
Encapsulation (GRE) is one of the pioneering tunneling 
protocols that provide support for switching from one radio 
access technology to another. This protocol is based on 
encapsulation of one protocol over another protocol. Proxy 
Mobile IPv6 (PMIPv6) is mostly used for encapsulation. It is 
also specified in standard as IP session continuity signaling 
being used by Evolved Packet Core (EPC). This protocol 
supports mobility of terminals or UEs for various radio access 
technologies, e.g., Long Term Evolution (LTE) radio access, 
WLAN, 3G radio access, WiMAX and radio standards from 
3GPP2. Basically, protocols just like PMIPv6 and MIPv6 

manage the path for IP packets destined for different network 
or radio access technology. This kind of mobility approaches 
not also support seamless handover but also ensures efficient 
utilization of network resources, user privacy and network 
security. 

Another type of tunneling protocol being used for 
supporting terminals mobility is GPRS Tunneling protocol 
(GTP). This protocol is also being used between different 
3GPP core network entities. In which once a tunnel is 
established between different network entities then IP packets 
can be encapsulated and tunneled between these network 
entities. IP Security (IPSec) is another tunneling protocol used 
for protecting data integrity of wireless devices being delivered 
to the core network entities. This is the security association 
mechanism in which mutual authentication between terminal 
and access gateway is performed. Negotiation of security keys 
for a connection is also performed. Packets in IPSec are 
encrypted and encapsulated within a new packet with new 
control information and are delivered by IPSec tunnel from 
terminal or user equipment to access gateway. 

II. BACKGROUND 
In Fig. 1, we have tried to cover architectural elements 

needed for supporting different type of technologies. As we 
can see in upper part of the figure 2G network components that 
will be needed for Voice Call Continuity (VCC) which 
provides support for anchoring circuit switched voice call in IP 
infrastructure by transferring speech path between these two 
domains transparently to end user [1, 2]. Tunnel is needed 
when VCC supported UE moves from 3G/4G network to 2G 
network then signaling messages between MME and 
Interworking solution Function for 3GPP2 1xCS (1xCS IWS) 
are transferred using S102 Tunnel. Another tunnel named 
IPSec is being used in Generic Access Network (GAN) and 
Wireless Local Area Network (WLAN) between UE to GAN 
Controller and ePDG network components respectively. GTP, 
PMIPv6 and GRE tunnels are used for secure data transfer 
between different network components like SGW, PGW, 
SGSN MME from 3G or 4G networking technologies, 
respectively. 
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Fig. 1. Generic Heterogeneous Networks and Interworking Architecture. 

However, authors in [3, 4] surveyed various tunneling 
protocols for supporting mobility. These tunneling protocols 
are IP based tunneling protocols used to support mobility in 
IPv6 based networks. Implementation of these protocols 
depends on usage scenario, as scenario can be host based, 
network based, soft handoff or hard handoff based Micro and 
Macro Mobility usage scenarios. Depending on these each 
different protocol is discussed for supporting seamless 
handover and mobility support in IPv6 networks [5]. However, 
some authors discussed these protocols from centralized or 
distributed point of view. Implementation of these protocols 
can be dependent on centralized or distributed support of these 
protocols. Authors suggested that use of protocols like GTP 
and PMIPv6 in centralized fashion may be not an effective 
solution because of single point of failure and scalability 
issues. So, they think that some distributed usage scenarios 
should be discussed. However, they mentioned the few by 
employing some already defined techniques just like de 
coupling control and user plane. 

III.  TUNNELING PROTOCOLS FOR 3GPP 

A. Generic Routing Encapsulation (GRE) 
Currently, various protocols support encapsulation of one 

protocol over another. Generic Routing encapsulation (GRE) is 
among one of the encapsulation protocols which provide 
support for encapsulation of one protocol over another 
protocol. Simple IP packets are encapsulated in GRE header 
and transmitted to different intervening routers [6, 7]. 

1) Usage scenarios: GRE tunnel implementation is based 
on GRE encapsulation of data from network entity to another 
network entity over some other mobility supported protocol 
i.e., PMIPv6. Basically, GRE is used with PMIPv6 that can 
support mobility for UE if it is moved from one network to 
another. Then data can be transferred by using GRE 
encryption and PMIPv6 mobility support option [8]. 

2) Tunnel establishment and data transfer: Fig. 2 
illustrates GRE tunnel establishment procedure. By adopting 
PMIPv6 as mobility support protocol and employing GRE as 
data encryption technique for security purposes a tunnel can 
be established between as Mobility Access Gateway (MAG) 
and Local Mobility Anchor (LMA). GRE key option is needed 
for establishing a tunnel between MAG and LMA. GRE keys 
are exchanged between these two entities by using Proxy 
Binding Update (PBU) defined in PMIPv6. MAG and LMA 
establish a GRE tunnel by the agreed GRE keys to transmit 
uplink and downlink traffic [9]. 

3) Tunnel release: Once a tunnel is established for data 
transfer it can also be removed from network. By following 
some steps tunnel between MAG and LMA can removed. 
MAG transmits a PBU message to LMA for release of the 
LMA binding. LMA completes release of binding by 
transmitting an acknowledgment message to MAG. During 
tunnel release process all resources just like IPv6 Home 
Network Prefix, IPv4 Home Address, Downlink and Uplink 
GRE Key, GRE Tunnel Tear-down deletion and de-
assignment is performed [6]. 
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Fig. 2. An Initial Attachment over GRE and Tunnels Establishment. 

B. GPRS Tunneling Protocol (GTP) 
For transporting IP packets with in network or outside 

network GPRS tunnels concept is used. In which a tunnel is 
established between different network entities for successful 
transmission of IP packets within the network. For this 
purpose, a tunnel is established between different end points 
for data transmission and a unique identity named Tunnel End 
Point Identifier (TEID) is assigned to IP packets. Packets being 
received at different end points are forwarded based on their 
TEID’s. According to 3GPP technical documents there are two 
types of protocols used in GTP one is GTP-U [6] and other is 
GTP-C [10]. GTP-U is used for delivering user data to 
different network entities. However, GTP-C is used to 
exchange control plane messages among different network 
entities. 

1) Usage scenarios: GPRS Tunneling protocol 
implementation can be observed in various scenarios 
depending on type of interfaces being used. As, previously in 
[11] enhanced GTP was employed for GSM network which 
adopted Packet Data Protocol (PDP) to reduce tunneling 
overhead being faced at that time. Basically, one usage 
scenario that can be observed in different standard documents 
is 3GPP wireless LAN interworking. GTP can be 
implemented on different interfaces for providing connectivity 
between different network interfaces. GTP implementation 
using 3GPP plus trusted Non-3GPP access over S2a interface 
or 3GPP plus untrusted Non-3GPP access over S2b are 
provided to support usage scenarios. Seamless IP session 
continuity is supported between cellular networks and wireless 
local networks without the change of the address [12]. 

2) Tunnel establishment and data transfer: Fig. 3 
illustrates GTP tunnel establishment procedure. First of all, 
Non-3GPP IP Access specific procedures takes place after that 
UE Authentication and authorization is performed by looking 
into HSS where subscription information of the 
user/subscriber is stored. 3GPP AAA transmits a reply to 
trusted non-3GPP network with information on all the 
authorized APNs and additional PDN GW selection. Upon 
completion of authentication and authorization, L3 attach 

procedure specific to non-3GPP access is initiated. UE 
transmits a request for session start from the obtained list of 
available APNs. Otherwise, PDN gateway selection procedure 
takes place. If UE connection to the particular APN becomes 
successful, trusted non-3GPP network transmits a message for 
making a connection (IMSI, APN, RAT type, Trusted non-
3GPP IP Access TEID, etc.) message to PGW. After that PDN 
GW initiates the IP-CAN Session Establishment Procedure 
with the PCRF. PCRF creates IP-CAN session related 
information and responds to the PDN GW with PCC rules and 
event triggers. Then, the selected PDN GW informs 3GPP 
AAA server about PDN GW identity and the APN 
corresponding to the UE’s PDN connection and also 
information about selected S2a protocol (GTP). PDN GW 
replies with a create session response (PDN GW Address for 
the user plane, PDN GW TEID of the user plane, PDN GW 
TEID of the control plane, PDN Type, PDN Address, EPS 
Bearer Identity, EPS Bearer QoS, APN-AMBR, Protocol 
Configuration Options and Cause message to the Trusted non-
3GPP IP Access, with IP address assigned to the UE. Then, 
GTP tunnel is set up between trusted Non-3GPP network and 
the packet gateway. Once a tunnel is established, data transfer 
can take place [12]. 

3) Tunnel release: To release the tunnel or detach 
procedure is accomplished by following a procedure. First of 
all, a mobile or Trusted Non-3GPP network starts an access 
specific detach procedure from the network. Access 
technology specific detach trigger procedure is performed for 
tunnel release. Then, active bearers for UE and PDN 
connection are deactivated by the trusted non-3GPP IP Access 
sending a Delete Session Request to the gateway. Then the 
gateway informs AAA of PDN detach. PDN Gateway on 
receiving message deletes IP session associated with that 
particular UE. PDN Gateway and PCRF perform PCEF-
Initiated IP CAN Session Termination Procedure. Then PDN 
Gateway sends a message to acknowledge with delete session 
response message. Finally, resources for trusted Non-3GPP 
network will be freed [9]. 

 
Fig. 3. An Initial Attachment over GTP and Tunnels Establishment. 
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C. Proxy Mobile IPv6 
For supporting mobility of end users in different networks a 

protocol was introduced named Mobile IPv6. This protocol 
allows the users to keep online with mobility within IPv6 
network. The basic concept behind this protocol is each node 
has a home address when connected to some network. 
However, by moving to another network it is associated to 
other network based on Care-of–Address (CoA). The address 
provides information on UE’s latest point-of-contact. The 
protocol supports IPv6 nodes to store information on UE’s 
home address and CoA. It also allows to send packets destined 
for UE by utilizing UE CoA. Tunneling mechanisms like GTP 
or GRE can also be used to support MIPV6 data transfer [13]. 

In network-initiated mobility control, network side 
maintains of the location of UE and triggers the necessary 
mobility message exchange. A proxy mobility agent is 
responsible for performing the mobility signaling with home 
agent. UE upon reaching to another network will try to connect 
to an access link. MAG over the link will perform 
authorization for network-based mobility. After authorization 
UE can perform address configuration and can move anywhere 
in PMIPv6 domain [14]. Authors in [15] presented some 
analytical studies regarding PMIPv6 where LMA is placed far 
from current MAG. In that case PMIPv6 will suffer from 
significant handover delay. So, based on mechanisms for 
supporting mobility whether predictive or reactive the authors 
in [15-18] suggested some enhancements to reduce handover 
latency, signaling cost and network utilization. Similarly, 
authors in [19-22] investigated messaging, data transmission, 
and tunneling overhead of different protocols with respect to 
PMIPv6. 

1) Usage scenarios: Proxy Mobile IPv6 implementation is 
basically for supporting for transfer of control information 
between different network entities whether it is 3GPP or 
WLAN for handling network-based mobility. Basically, GRE 
is used with PMIPv6 that can support mobility for UE if it is 
moved from one network to another. Then data can be 
transferred by using GRE encryption and PMIPv6 mobility 
support option. 

2) Tunnel establishment and data transfer: Fig. 4 
illustrates PMIPv6 tunnel establishment procedure. For 
establishing tunnel between different network entities PMIPv6 
follows some procedure in order to establish connection. 
Entities deployed with PMIPv6 protocol are named as MAG 
and LMA. MAG entity acts as SGW in 3GPP or ePDG in 
WLAN network environment. MAG initiates the tunnel 
establishment procedure for UE attach for the first time. MAG 
first transmits a PBU with APN to LMA. This results in LMA 
binding for UE's PDN attach. LMA completes binding by 
transmitting an acknowledgment to MAG. In the case of 
multiple PDN support for a single APN, each PDN connection 
ID is included in the acknowledgment. MAG generates a 
downlink GRE key distinct from any existing connection. 
MAG assigns a Fully Qualified PDN Connection Set 
Identifier. This identifies a group of PDN connections 
belonging to a group of UEs. MAG Includes LMA User Plane 

Address Mobility Option if the MAG supports the capability 
to receive from the LMA an alternate LMA address for user 
plan. On PBU reception, LMA selects the PDN based on APN 
information delivered in the PBU. LMA allocates an IPv4 or 
IPv6 address on receipt of PBU. Also, LMA generates uplink 
GRE key distinct from existing PDN connection's uplink 
traffic for that UE. After tunnel is established between 
different network entities data can be transferred by using any 
type of encapsulation, i.e. GRE [6]. 

3) Tunnel release: MAG initiates the release of PDN 
connection to tear down an existing PDN connection with 
LMA. MAG first transmits a PBU to LMA to delete the LMA 
binding for the UE's PDN connection. LMA completes 
deletion of the binding by transmitting a PBA to MAG. 
During tunnel release procedure, all resources such as IPv6 
prefix, IPv4 address, Downlink and Uplink GRE Key, GRE 
Tunnel Tear-down deletion and de-assignment is performed 
[6]. 

 
Fig. 4. An Initial Attachment over PMIPv6 and Tunnels Establishment. 

D. Dual Stack Mobile IPv6 
Dual Stack Mobile IPv6 (DSMIPv6) is an extension to 

MIPv6 functions. It allows UEs to request their home agent to 
forward IP packets addressed to their home address, and to 
their IP care-of address. A dual stack mobile can 
simultaneously enable both IPv4 and IPv6. Hence, two 
different mobility protocols are not needed at the same time 
[23, 24]. 

1) Usage scenarios: Usage scenarios can be based on for 
either 3GPP-WLAN interworking or mobility support within 
3GPP. Solutions that enable seamless mobility between 3GPP-
WLAN interworking and within 3GGP are needed such that 
current 3GPP based packet sessions can be served without 
interruption to UE’s received service perception during the 
change of access network [25]. 

2) Tunnel establishment and data transfer: If UE is 
already on 3GPP Access and discovers the 3GPP I-WLAN 
domain, it may decide to change point-of-contact to 
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discovered 3GPP I-WLAN. For that purpose, UE will 
establish an IPSec Tunnel with ePDG. After establishing 
IPSec tunnel UE sends Binding Update message to HA and 
informs HA of its IP address. As a result of BU, DSMIPv6 
tunnel is set up between UE and HA. After tunnel 
establishment, data plane messages can be transmitted using I-
WLAN [25]. Fig. 5 illustrates DSMIPv6 tunnel establishment 
procedure. 

 
Fig. 5. An Initial Attachment over DSMIPv6 and Tunnels Establishment. 

E. IP Secure Tunnel (IPSec) 
For securing data integrity and for transmission another 

form encryption protocol is IPSec. This protocol provides 
support to encapsulate original IP packet and assign a new IP 
header to deliver the encapsulated data to other side of the 
network. Authentication header is also included in together 
with ESP when IPSec is being used in tunnel mode [26-28] for 
providing security and mobility support. 

1) Usage scenarios: UE with connectivity to trusted or 
un-trusted non-3GPP access needs some security architecture 
to connect to 3GPP EPS. User identity confidentiality and 
devices identity confidentiality is needed in 3GPP EPS and 
Non-3GPP access for providing connectivity for non-3GPP 
access devices to 3GPP EPS [29]. 

2) Tunnel establishment and data transfer: If connection 
of UE is already established with non-3GPP access network 
then that UE can also access 3GPP access network by using 
this security mechanism, during which a secure tunnel is 
established. An example of such tunnel establishment is one 
between UE and ePDG. They first exchange some messages 
known as IKE_SA_INIT. Then UE sends user identity and 
APN information in IKE_AUTH step. It initiates negotiation 
of child security associations. ePDG sends Authentication and 
Authorization Request message to the 3GPP AAA Server 
containing user identity and APN information. Then 3GPP 

AAA server checks authentication vectors from HSS/HLR, 
and stores the information like IMSI and EAP-AKA requested 
authentication method in HSS. Then, 3GPP AAA server 
initiates authentication challenge by transmitting a reply to 
ePDG. ePDG then responds with its identity and a certificate. 
It sends the AUTH parameter to protect the previous message 
it sent to the UE. Message sent by 3GPP AAA server is also 
attached in that response message. UE checks the 
authentication parameters and responds to the authentication 
challenge. Then, the ePDG transmits the EAP-
Response/AKA-Challenge message to the 3GPP AAA. AAA 
checks whether the authentication response is correct. If 
everything is correct, AAA shall initiate the Subscriber Profile 
Retrieval. It registers to the HSS and checks user's 
subscription whether it is authorized for non-3GPP access. If 
all checks are done, AAA transmits a final answer to ePDG. 
Information consists of MSK (EAP-Master-Session-Key-
AVP). ePDG uses the MSK to authenticate IKE_SA_INIT 
step signalings. The EAP Success/Failure message is delivered 
to the UE over IKEv2. UE shall take its own copy of the MSK 
as input to generate the AUTH parameter to authenticate the 
first IKE_SA_INIT message. ePDG checks the correctness of 
the AUTH sent by the UE. ePDG calculates the AUTH 
parameter which authenticates the second IKE_SA_INIT 
message. Then, AUTH parameter is sent to the UE together 
with the configuration payload, security associations and the 
rest of the IKEv2 parameters. Now IKEv2 negotiation ends 
[29]. 

In Table I given below, we have some insights of each 
tunneling technique. First of all is security mechanism that 
should be supported by each tunneling protocol. Of the above- 
mentioned protocols IPSec supports complete security 
mechanism. In IPSec, Authentication Header (AH) protocol 
provides data origin authentication. Encapsulating Security 
Payload (ESP) supports data confidentiality [26]. Similarly, 
GRE provides some security by providing a four-byte key field 
for the purpose of origin authentication [3]. While regarding 
GTP security can be provided by assigning a unique tunnel end 
point identifier. Another key feature for each tunneling 
protocol is support for multiplexing which means supporting 
multiple simultaneous end devices. Separate tunnels may be set 
up; however separate tunnels impose processing overhead and 
increased delay for tunnel establishment. So, a better option is 
to share one tunnel among all end devices. A unique field is 
needed in tunneling IPSec provides this by Security parameter 
index. However, GRE and GTP provide multiplexing support 
by using GRE key field and GTP TEID field, respectively [6, 
12]. Multiprotocol support is also needed by each tunneling 
protocol. GRE provides multiprotocol support as it was defined 
as general encapsulation protocol. However, IPSec fails to 
provide support for multiple protocols. Another important 
parameter for each protocol is packet sequencing. IPSec has 
sequence number such that in-order delivery of packets can be 
feasible. 
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TABLE I. COMPARISON OF TUNNELING PROTOCOLS 

Protocol  Security  

Tunnel 
Establishment 
and 
Configuration 

Tunnel 
Management 

Support for 
Multiplexing 

Support for 
Multi-protocol 

Support 
for 
Packets 
Sequence 

Standardizin
g Body Overview 

GRE [6, 
30, 31] 

Yes 
(four-byte key 
field) 

Network 
Explicit No Yes (Using Key 

field) Yes No IETF 
Encapsulation of 
one protocol over 
another protocol 

GTP [12, 
32] 

Yes 
(IPSec ESP with 
encryption and 
integrity 
protection) 

Network 
management 
Explicit 

Yes (Create or 
Delete Session 
or bearer) 

Yes (TEID will 
provide that kind 
of support) 

Yes Yes 3GPP IP based Transport 
Protocol  

PMIPv6 
[14, 33] 

Yes 
(chained-tunnel 
approach 
provides hop-by-
hop based 
security 
protection) 

Network 
Management 
Explicit (PBU & 
PBA) 

Yes (PBU and 
PBA 
containing 
Uplink and 
Downlink 
GRE keys 
stored in 
Binding 
Cache) 

Yes (GRE key 
option will 
provide support) 

Yes (PIMPv6 
with GRE 
encapsulation) 

Yes 
(GRE 
key field) 

IETF Localized mobility 
management  

DSMIPv
6 [23, 33] 

Yes (IKEv2 
based IPSec 
Security 
Association) 

Client or Host 
initiated tunnel 
establishment 
(PBU & PBA) 

Yes (PBU 
containing 
Key 
Management 
Mobility 
Option) 

No (Attach needs 
to be done for 
separate PDNs) 

Yes (I-WLAN 
Attach with 
mobility 
service) 

No IETF 

Support MN 
roaming over IPV6 
or IPv4 networks and 
transmission of 
IPv4/v6 packets over 
the tunnel to HA 

IPSec 
[26, 30, 
31] 

Yes  
(complete build 
in security) 

IKE interchange 
Implicit No Yes (via Security 

Parameter Index) No 

Yes 
(sequence 
number 
field) 

IETF 
Security and 
protecting data 
integrity  

 
Fig. 6. A Simple 3GPP to WLAN Session Mobility Scenario and Tunnels Establishment. 

Fig. 6 represents a generic session mobility scenario in 
which different tunneling protocols can be employed for 
handling mobility and data transfer. Initially Non-3GPP 
intrinsic L2 signaling is completed. Then EAP authentication 

procedure is started between UE Trusted Non-3GPP and AAA. 
As authentication reply by AAA, a group of all the authorized 
APNs plus additional PDN gateway selection is returned to the 
access gateway. Upon completion of authentication and 
authorization, non-3GPP radio specific L3 attach procedure is 
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initiated. Then, ePDG transmits a message to establish a data 
session to the gateway. PDN gateway initiates the IP CAN 
Session Establishment Procedure with the PCRF and the PCRF 
provides the APN-AMBR and Default Bearer QoS to the PDN 
GW in the response message. In response to the create session 
request message PGW sends a create session response message 
caching the all required information. After that session is 
established successfully and ePDG is also authenticated by the 
UE. IP session between UE and P-GW is now established. 
Packets from UE to ePDG are tunneled using IPSec Tunnel 
and then onward using some other tunneling protocol i.e., GRE 
or GTP [34]. 

IV. TUNNELING PROTOCOLS FOR 3GPP-WLAN 
INTERWORKING 

Radius or diameter based 3GPP WLAN interworking is 
discussed in [35] which represents some network some 
network components WLAN UE, WLAN Access Network 
(WLAN AN), 3GPP AAA Server and Home Subscriber Server 
(HSS) database. To connect to WLAN, WLAN UE uses a SIM 
or USIM (UMTS Subscriber Identity Module) containing the 
authentication keys for the mobile subscriber. To connect UE 
to 3GPP network, WLAN Access Network (WLAN AN) plays 
a role of anchor between them. 3GPP AAA performs 
authentication and authorization for UE. When the WLAN AN 
receives a WLAN UE connection request, it may perform an 
initial access negotiation with the WLAN UE to obtain identity 
information and then pass this information to the 3GPP AAA 
server as part of an authentication/authorization request. 
WLAN AN may be RADIUS or Diameter-based. The 3GPP 
AAA Server matches data from the authentication/ 
authorization request with information in a trusted database, 
called a Home Subscriber Server (HSS). If a match is found, 
and the subscriber's credentials are correct, the 3GPP AAA 
server responds with a reply to WLAN AN. This indicates the 
acceptance of the request. Otherwise or if a problem is found 
with the subscriber's credentials, 3GPP AAA returns a reject 
message. This results in the termination of WLAN UE 
connection. 

Upon establishment of WLAN UE connection, WLAN AN 
may forward accounting information to 3GPP AAA to record 
the transaction for future price charging. 3GPP AAA must be 
able to translate between RADIUS and Diameter (and vice 
versa), to support connection requests from legacy RADIUS 
WLAN ANs to the 3GPP network which uses the Diameter 
protocol. HSS stores subscriber data like keys to complete 
authentication to allow access for user device. It also performs 
authorization to enable access to limited service and functions. 
Overall for interworking support tunneling is the mechanism 
adopted as discussed in [36]. Also, another mechanism that 
supports offloading end users from Radio Access Network to 
WLAN using IPSec transport mode has been discussed in [37] 
to reduce networking security overhead caused by IPSec 
Tunnel mode. Fig. 6 illustrates 3GPP to WLAN mobility 
procedure and required tunnel establishment. 

A. Directly Accessing to the Internet 
In this case, the Internet is connected through WLAN AN. 

Users access WLAN AN. IMS AAA is responsible for 

authentication of users. It uses either the EAP-SIM or EAP-
AKA protocol that originates from RADIUS and Diameter 
WLAN ANs. The SIM-authentication mechanism is used 
against the subscriber information stored in the HSS. 
Authentication is performed directly from the WLAN AN. 
Upon completion of authentication, authorization will return 
policy information for session establishment [35, 38]. 

B. Accessing through 3GPP 
In this case, users can access connection service to the 

Internet via a secure tunnel to 3GPP IMS. IP packets are 
forwarded through tunnel to 3GPP IMS network via WLAN 
Access Gateway (WAG) and ePDG. WAG acts as a 
dynamically configured firewall. ePDG is a tunnel end-point. 
Multiple tunnels are possible to support any number of 
simultaneous services. ePDG requests authorization separately 
from the authentication request. For example, WLAN UE may 
initiate a tunnel towards the ePDG. This is followed by 
authentication and tunnel establishment [35]. 

C. Generic Access Network (GAN) 
GAN was developed as an advancement of Unlicensed 

Mobile Access. GAN is another type of network that can 
coexist with 3GPP core network. User equipment with multiple 
radios (WLAN and 3GPP) can access 3GPP through GAN. 
GAN is applied usually through IEEE 802.11 WLAN. 
Gateway in 3GPP core named as Generic Access Network 
Controller (GANC) is responsible for handling traffic coming 
from WLAN. Initially, UE starts working on by default 3G 
settings when powered on using WLAN. UE connects to 
appropriate AP. IP address is configured to perform GAN 
discovery. It establishes an IPSec tunnel with Security 
Gateway (SeGW). It registers with GANC. If GANC accepts 
connection UE GAN mode is enabled [39, 40]. 

1) GAN Discovery and registration: First of all, for GAN 
mode selection is done during Discovery phase. MS transfers 
its GAN Mode Support information to GANC. GANC can 
assign appropriate port on default GANC based on the GAN 
mode support information provided by MS. During discovery 
phase, MS obtains the address of default GANC. It also 
discovers that of associated SEGW. Then it establishes a 
secure IPSec Tunnel. After sending IP address query for both 
SEGW and GANC, MS opens a TCP session with GANC. 
GANC responses with Discovery accept message. After 
discovery phase, MS initiates registration with default GANC, 
which can act as the serving GANC after establishment of 
connection and registration procedure. GAN registration 
procedure confirms adequate registration of a mobile to the 
controller. The procedure helps the MS for appropriate GAN 
mode selection. After establishing a secure tunnel with SEGW 
and IP address has also been obtained. MS can then send a 
registration request message to GANC. Information contained 
in registration request message is current camped cell of MS 
i.e., GERAN/UTRAN/EUTRAN, Last LAI or TAI, IMSI and 
information about required GAN services. If GANC accepts 
registration request it responds by sending register accept 
message to MS. 
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Fig. 7 illustrates GAN tunnel establishment procedure 
using EAP/SIM(AKA) over IKE. In GAN different tunneling 
protocols are being supported on different levels of network. 
During establishment of connection to GANC UE establishes 
an IPSec tunnel with SEGW. The security association of IPSec 
tunnel is established. Another tunnel protocol used between 
GANC and GGSN is GPRS Tunneling protocol. This tunnel is 
established during data transfer from between UE and the 
network i.e., 2G or 3G. GA-RRC Packet Transport Channel is 
made for packet switching domain on both sides of network 
entities. Connection status of GA-RRC is active or inactive. 
Some triggers are used for GA-RRC PTC state activation. First 
one is when GANC receives RAB assignment message from 
GGSN and second one is when GANC receives relocation 
request from SGSN. When these two triggers happen SGSN 
includes the information like RAB ID, IP Address and GTP-U 
TEID in RAB Assignment Request or Relocation Request 
message sent to GANC. During that time GA-RRC channel on 
UE is activated by GANC by forwarding the received message 
from GGSN to UE. After channel activation at UE now that 
particular UE will be in GA-RRC-Connected PTC-ACTIVE 
sub state. RAB Assignment is transmitted to GGSN using the 
same information received already. Upon establishment of 
PDP context, a mobile may start transmission upward data in 
GA-RRC PDU. GANC relays the payload part of PDU to 
SGSN in Iu-PS G-PDU message. SGSN transmits downward 
user data in Iu-PS G-PDU toward GANC. The message 
includes MS TEID already received during RAB Assignment 
Request or Relocation Request messages [39]. On the other 
hand, previously some work also focused on mobility 
management. Mechanism for supporting GAN handoff is 
presented in [41], in which authors focused on adaptive keep 
alive interval messages for allocation of resources and mobility 
management and reducing the handoff failure probability. 
Similarly, authors in [42] presented a VoLGA based solution. 
They suggested to with some software and interface addition 
connectivity for VoLGA can be provided. 

 
Fig. 7. Simple GAN RAB Assignment and Relocation Mechanism and 

Tunnel Establishment. 

V. CONCLUSION 
In this paper, an in-depth review of various tunneling 

protocols employed by various wireless and mobile networks 
for supporting mobility is presented. Tunnel establishment, 
data transfer, tunnel release and respective usage scenarios for 
each tunneling protocol has been considered for systematic and 
thorough comparison of existing tunneling protocols. An 
insight of each tunneling protocol is provided and discussed. 
Specifically, mechanisms like security, multiplexing support, 
multiprotocol support and packets sequencing support has been 
discussed. Focusing usage scenarios, tunneling mechanism 
being used in 3GPP wireless LAN interworking, and Generic 
Access, Network (GAN) has been discussed. 
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Abstract—Self-driving vehicles and autonomously guided 

robots could be very beneficial to today's civilization. However, 

the mobile robot's position must be accurately known, which 

referred as the localization with the task of tracking the dynamic 

position, in order for the robot to be active and useful. This paper 

presents a robot localization method with a known starting 

location by a real-time reconstructed environment model that 

represented as an occupancy grid map. The extended Kalman 

filter (EKF) is formulated as a nonlinear model-based estimator 

for fuse Odometry and a LIDAR range finder sensor. Because 

the occupancy grid map for the area is provided, just the 

inaccuracies of the LIDAR range finder will be considered. The 

experimental results on the “turtlebot” robot using robot 

operating system (ROS) show a significant improvement in the 

pose of the robot using the Kalman filter compared with sample 

Odometry. This paper also establishes the framework for using a 

Kalman filter for state estimation, providing all relevant 

mathematical equations for differential drive robot, this 

technique can be used to a variety of mobile robots. 

Keywords—Autonomous navigation; kalman filter; self-driving 

vehicle; simultaneous localization and mapping; occupancy grid 

map; ROS 

I. INTRODUCTION 

Recently, mobile robots have been used to perform 
specialized tasks in a number of industries, including services, 
rescue, military, disaster relief, unmanned defense vehicles, 
and so on. Localization of mobile robots is a hard problem that 
many academics are seeking to address via the development of 
innovative techniques. Researchers have added more sources 
in order to build a powerful localization approach 
[1].Odometry is one of the most important techniques to tackle 
the posture tracking problem, it uses encoder data to track the 
motion progress from a specified beginning position. This 
technique tracks motion from a known beginning position 
using encoder data, the encoded data is sent to the central 
processor, which uses a geometric equation to update the 
robot's position [2, 3]. Due to a variety of factors such as 
wheel slippage, ground roughness, and varying wheel 
diameters, this approach has accumulative errors. So, under 
severe conditions, solely utilizing Odometry for localization 
virtually never results in an accurate state, and it becomes 
more active when other sources of sensing are used. Stereo, 
LIDAR range finder, sonar, compass, gyro, and GPS are the 
most often utilized extra sensors [4]. Building a robot from the 
scratch is expensive and time consuming, so working in an 
environment that guarantees theoretical study and practical 
implementation will be quiet helpful. ROS is an open source 
meta operating system that provides hardware abstraction, 

control implementation of commonly used functionalities, 
tools and libraries for building, writing, and running code for 
simulated and real robots after installing necessary drivers. 
The significance of this research rests in the framework it 
provides for fusing several sensors with a Kalman filter for 
robot localization, with the experimental results emphasizing 
notable reduction of errors in robot position. The paper is 
structured as follow: in section III the motion model of two 
wheeled robot was derived. Section IV presents Kalman filter 
pose tracking design. Section V discusses Kalman filter 
implementation results, followed by conclusion in section VI. 

II. LITERATURE REVIEW 

Iraj Hassanzadeh and Mehdi Abedinpour implemented an 
augmented unscented and extended Kalman filter for position 
tracking using a differential drive mobile robot with encoder 
readings, assuming real measurements are available. The work 
showed an improvement in pose tracking using this technique 
with the unscented filter outperforming the extended one [5]. 
Jaeyong Park and Sukgyu Lee investigated a mobile robot 
SLAM (simultaneous localization and mapping) technique 
based on EKF extended Kalman filter, with an additional 
extended Kalman filter used to enhance robot heading 
accuracy, because the robot's kinematic model was unclear 
due to the rough surface, its heading was deviated as it drove 
across uneven terrain. They proposed a method for correcting 
uncertain robot postures utilizing an extra extended Kalman 
filter on a simulation-based test [6]. The Kalman filter was 
applied on a Pioneer 2DX mobile robot by Edouard Ivanjko, 
Mario Vasak, and Ivan Petrovic, combining data from wheel 
encoders and a sonar sensor. The experimental result indicates 
that the kalman filter reduces posture tracking errors when 
compared to using Odometry alone [7]. Yusuke Misono and 
Yoshitaka Goto have implemented outdoor SLAM using 
Kalman filter in an outdoor environment using electric 
wheelchair mobile robot provided by LIDAR range finder and 
GPS the experimental results reveal a significant improvement 
of self-localization vehicle estimate by the SLAM algorithm 
compared with dead reckoning [8]. On a laser range finder-
equipped robot platform, Angga Rusdinar, and Sungshin Kim 
investigated simultaneous localization and mapping with a 
particle filter. The experiment's findings showed that the 
suggested particle filter can improve map building 
performance and mobile robot localization accuracy inside 
indoor buildings [9]. Mohammed Faisal, Mansour Alsulaiman, 
and Ramdane Hedjar Hassan developed a localization method 
to reduce error accumulation in the dead-reckoning approach, 
since dead-reckoning is reliant on encoder information, they 
use an additional sensing source, the proposed localization 
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system uses the extended Kalman filter in combination with 
infrared sensors to enhance the mobility robots' localization, 
by rectifying errors in the robot's position and address the 
issue of dead-reckoning, with the working area's walls serving 
as references (landmarks)[10]. Yi-Xiang Wang and Ching-
Lung Chang investigated SLAM under the robot operating 
system (ROS) utilizing a laser range finder (LIDAR), an 
Inertial Measurement Unit (IMU), an odometer, and an Ultra-
wideband (UWB), and fused all of the above sensors using 
Extended Kalman filter. Experiment findings demonstrate that 
the mobile robot's average error distance in the system is 
restricted to 10cm [11]. For city navigation, Zanwu Xia and Si 
Tang developed a new technique to improve the accuracy of 
high definition (HD) maps in order to improve the localization 
of self-driving cars. The research focused on extracting the 
factors that have a high impact on the global map, such as 
feature sufficiency, layout, local similarity, and map 
representation quality. The Kalman filter was used to combine 
data from LIDAR, IMU, and GNSS systems. The 
experimental results show a reduction in accumulative errors 
[12]. 

In this study, we focus on the problem of indoor robot 
localization, which involves determining the position of the 
robot x, y, and its orientation Ɵ. The idea of the Kalman filter 
is to reduce the errors in both the mechanical model of the 
robot and the sensor readings. Kalman Filter is designed to 
deal with linear systems, but most nontrivial systems are 
nonlinear. Therefore, a new modified technique called 
extended Kalman filter (EKF) has been developed. This paper 
aims to deal with the uncertainties of a mobile robot by fusing 
Odometery and LIDAR range finder in the dead-reckoning 
method. Three steps are encoded in the method proposed here; 
the prediction step depends on the motion equation of the 
robot platform. Data acquisition by measurement sensors in 
the workspace, which are used to correct the robot position 
calculated in the motion prediction step. Update step that 
corrects the sum of motion uncertainty and measurement 
uncertainty, Fig. 1. 

 

Fig. 1. Kalman Filter Estimator. 

III. MOTION MODEL 

 Regardless of whether robot position has to be adjusted or 
not, a kinematic model of robot motion exists that is 
dependent on the degree of freedom available to it. For 
example, a wheeled mobile robot without a manipulating arm 
(our robot platform) has three degrees of freedom 
(displacement along X-axis, displacement along Y-axis, and 
the orientation around Z-axis). Fly robot for instance has six 

degree of freedom (beside to displacement along orthogonal 
axis’s X Y Z, there is orientation around each axis Ɵx Ɵy Ɵz 
).In the experiment, a two-wheeled mobile robot was used. 
Each wheel has encoders placed, besides the passive caster 
wheel for stability. The driving wheels are individually 
controlled. The following relationships define the mobile 
robot's kinematic model (Fig. 2). 
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Where    and    are the center gravity of robot platform ; 
   travel distance between two successive time interval k+1 

and k ;      mobile robot's translational velocity ; T is the 

sampling time ;    the robot's heading with the X-axis;     

rotational angle of robot between k+1 and k time steps ;      

and      the left and right wheel's respective linear velocities ; 

     and      the left and right wheel's respective angular 

velocities ; The two driving wheels have a radius of R ; b axle 
length or robot. The radius of both driving wheels, in 
sampling, is assumed to be equal. We add three more variables 
to (6) and (7) to account for sampling errors caused by not 
knowing the exact radius and axle length. 
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Fig. 2. Real Robot and its Kinematic Model. 
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The uncertainty of the exact wheel radius is represented by 
k1 and k2, while the uncertainty of the exact axle length is 
represented by k3. In [13, 14, 15, 16] the systematic error 
correction approach is described in depth, as well as how the 
parameter values were calculated. Equations (1) to (7) 
describe the fundamental concept of Odometry position 
tracking. 

IV. LOCATION TRACKING WITH KALMAN FILTER 

Although there are many specific techniques for estimating 
the state of the system from, a set of measurements, most of 
these do not explicitly consider the noisy nature of 
measurements. This noise is typically described by statistics, 
which leads to have to use stochastic methods to tackle the       
problem[17, 18]. This section describes the stochastic state 
estimation process, initially, the basics of Bayesian filtering 
are presented, providing a brief mathematical derivation of 
how it is possible to make an estimate of the state. A 
mathematical treatment of the Kalman Algorithm for 
localization is then presented. 

The difficulty in utilizing sensor fusion to localize a 
mobile robot is balancing the uncertainty of the state (x, y and 
Ɵ) with the LIDAR range measurement (robot's output) to 
achieve an optimum estimation of the posture. Kalman filter 
requires that the state random variables have Gaussian 
probability distributions that are adequately characterized by 
the mean and covariance [19, 20]. Time Update and 
Measurement Update are the two major stages in calculating 
the optimum state estimate. The state prediction is generated 
using the motion model based on the previous value and the 
control input value. The output forecasts are calculated using 
the measurement model based on the outcomes of the time 
update. The anticipated state mean and covariance are then 
adjusted by reducing the state covariance using the difference 
between 

Expected and measured output. 

A. Bayesian Filtering 

A Bayesian filter is a mathematical tool that estimates the 
development of the system's state given the available data 
[21]. This tool necessitates: 

The analytical knowledge of the transition function ft and 
the stochastic knowledge of the noise of the state    

 The analytical knowledge of the output function ht and 
the stochastic knowledge of the observation noise    

 The realization of the output of the system z1: t at time t. 

Having this data, the Bayesian filter is able to estimate the 
function probability density. Once the state estimation 
problem has been formalized as a Baysian filtering problem, 
we have to find a mathematical formulation that allows us to 
return to the probability density function              using our 
system knowledge and observations. First, we have to model 
the system's internal evolution as well as how it manifests 
itself through its observable outputs. Two conditional 
distributions are introduced for this purpose. The first is 
observation model          , represents the density of the 
measurement    given the system state    .The second 

function            is an evolution model that represents how 
the system develops over time. Using the Bayes rule and the 
Markovian chain assumption, it is possible to obtain an a 
posteriori probability density of the state incrementally. 
Because data arrives in stages over time, a recursive 
formulation of Bayes' rule known as the Bayes Filter is used. 
The a posteriori probability of the state is gradually refined in 
this formulation as measurements arrive. 
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If we are interested in the iterative distribution the 
equation becomes: 

               
                        

            
         (12) 

 
                      

            
                      (13) 

 
            ∫                        

∫                                   
           (14) 

               ∫                                  (15) 

Where η is a normalization factor to ensure that equation 
(15) represents a probability density function. Usually, the 
evaluation of this equation takes place in two steps. In the 
prediction phase, the xt + 1 state is calculated starting from the 
xt state, through the application of the transition model. 
Subsequently, the zt observation is incorporated into the 
previously calculated probability density function, through the 
updating phase. The relationship between the present state and 
the prior state is depicted by the motion model. The location 
of the mobile robot in a global coordinate frame is defined as 
the state vector;               

 , where, k indicates the 
sampling moment. The probability distribution is assumed to 
be Gaussian so that the state variable is fully described by a 3 
* 3 covariance matrix Pk and the state expected value  ̂  
(Mean estimated value). The control input uk represents the 
motion command that moves the mobile robot from step k to 
step k + 1, since uk can be expressed as;    
         

  denotes translation by distance dk followed by a 
rotation angle     . The state vector is calculated using the 
current state vector and the current control input by the state 
transition function f(.);                 . Since    
           

  depicts process noise (also Gaussian with zero 

mean)             , according to equations (1), (2), and (3) 
the state transition function is obtained. 

           = 

(

   (       )                  

   (       )                  

           

)         (16) 
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Two independent error sources, translational and angular, 
were used to model the process noise covariance Qk. The 
expression for Qk is: 

Qk=(
  
         

            
    

 )           (17) 

Where   
  and    

  are the variances of translation dk and 
rotation     respectively. 

B. Measurement Model 

Measurement function          determines the distance 
between the obstacles and robot’s l RPLIDAR (Fig. 3). 

 

Fig. 3. Robot Pose from the Landmark. 

In the world model, pi = (xi, yi) represents the point 
(occupied cell identified by the LIDAR). The LIDAR model 
utilizes distance readings that are linked to the causative 
obstacle. 

                              (18) 

The measurement noise is represented by     . Because all 

distance measurements are utilized in parallel for the distance 
measurement value, the distance measurements      are a 

single measurement vector. And   
  and   

  components of the 
measurement form a diagonal matrix Rk. 

C. EKF-based Pose Tracking 

This paper describes EKF, as sensor fusion-based method 
for robot posture tracking. More a thorough discussion of the 
EKF localization method can be found in [22]. At time k the 
values of the control input vector u k-1 generated by wheel 
encoder are supplied to the equations that will be mentioned in 
this section, and the first-time update is performed to get the 
prediction estimate, and when fresh LIDAR measurements are 

received, these predictions are adjusted. The prior mean  ̂ 
  is 

calculated by using the nonlinear Odometry function to 
propagate the predicted state. 

 ̂ 
     ̂               })           (19) 

The anticipated state covariance   
  is calculated by 

propagating the state covariance through a linearized system 
form. 

  
            

          
            (20) 

         ̂               }) denotes the Jacobian of 
function f(.) with respect to the state    which can be 
computed as follows. 

    ( 

      (       )                

          (       )    (           )

                                                                             

)    (21) 

         ̂               }) is the Jacobian of  (.) 
with respect to the control input u. It is important to note that 
when (9) and (10) are employed, the mean and covariance are 
only true to the first order of the associated Taylor expansion 
[23]. If no fresh LIDAR measurements are available at time k, 
or if all are discarded, there is no measurement update, and the 
estimated mean and covariance are assigned the anticipated 
values. 

{
 ̂   ̂ 

 

     
             (22) 

Otherwise, a measurement update occurs, in which the 
initial forecasts of the approved LIDAR readings in  ̂   

  with 

the i-th component are as follows: 

 ̂   
   ( ̂ 

    )   {    }           (23) 

In time step k, the state estimate and covariance are 
calculated as follows: 

{
 ̂   ̂ 

         ̂ 
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Since Zk reflects actual LIDAR readings, where     is the 
Jacobian matrix and we can obtain by calculating the 
derivative of measurement function with respect to state   : 
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Since: 

         ̂    
         ̂    

           (26) 

And Kk is the Kalman filter which can be computed as 
follows: 

     
    

       
    

     
             (27) 

By implementation of previous equations, we can see the 
diverges in robot location in case of using Kalman filter (blue 
color) compared with sample Odometry (red color), as shown 
in Fig. 4. 

After we have seen the diverges in robot pose using kalam 
filter compared with sample odmetry and deriving the 
necessary equations, We will go further, to see the effect of 
using kalman filter in reducing estimated error the following 
figure (Fig. 5) depicts the implementation of EKF on a 
differential drive mobile robot (turtelbot) using ROS. 
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Fig. 4. Robot Ypos vers Xpos. 

 

Fig. 5. True Robot Trajectory (Left), Estimated Trajectory (Middle) and 

Squared Positional Error (Right) using EKF Algorithm. 

V. DISCUSSION 

In Fig. 5 estimates after the prediction step are shown as 
red arrows; estimates after the update step are shown as green 
arrows. Blue dots represent (static) landmarks and the red 
lines indicate the robot’s field of view. Robot state covariance 
increases during the prediction step and decreases during the 
update step. The algorithm benefits more from the correction 
step when the motion covariance is large, as otherwise the 
prediction step already yields fairly precise estimates. A larger 
number of landmarks result in a more precise position 
estimate. Loop closing, e.g., observing landmarks that have 
already been observed at an earlier stage greatly decreases the 
covariance of both the robot state and landmark position. This 
effect is clearly visible in Fig. 5, where loop closure occurs 
twice: first around step 9 and then around step 20. Both times, 
the squared estimation error decreased. It's worth noting that 
the findings displayed above were obtained using ROS in 
simulated settings for obstacles, LIDAR measurements, linear 
and angular velocities; hence, with ROS, we can safely utilize 
the same software for actual robots, as shown in Fig. 6. 

  
(a)     (b) 

Fig. 6. (a) Robot’s Environment in Laboratory (b) Green Squared Dots 

Represent LIDAR Measurements Readings. Turtelbot Real EKF 

Implementation under ROS Robot Operating System. 

VI. CONCLUSION 

Extended Kalman filters are developed and tested as 
mobile robot posture monitoring methods. Odometry and 
sensor fusion LIDAR-based sensors are shown to significantly 
improve mobile robot localization, and the experimental 
results reveal substantial differences when utilizing sample 
Odometry and the EKF method. The algorithm is tested with 
different motion and measurement noise covariance, generated 
trajectories and a varying number of landmarks. This 
technique produces significant results in a limited 
environment and with a small number of Landmarks. 
However, it is clear that this approach is insufficient in the 
case of a large number of Landmarks, which would definitely 
result in an increase in the size of the state space. 
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Abstract—The revolution of technology brings many benefits 
towards diverse population. Digital game is one of the digital 
technologies that has potential to facilitate older adults’ daily 
routine. However, some of them faces challenges to adopt the 
usage of digital games in their daily lives, one of which is that 
most commercial games are not suitable for older people. This 
paper discusses the investigation into the challenges associated 
with the older adults’ adoption of digital games, their interaction, 
and experiences with digital games and specifically explores the 
andragogical perspectives, and game design attributes. A set of 
questionnaires consisted of open-ended and close-ended questions 
were distributed, targeting the older adults across Malaysia, 
using online and non-probability sampling technique. 81 
respondents were recruited, and 56 respondents (n=56) were 
eligible in this study. Four participants were recruited for 
informal interview session. The analysis of the results indicates 
that the older adults’ perception of digital games and game 
design aspects are the major factors influencing their digital 
game adoption. Game designs are important to attract many 
older adults to experience and interact with digital games. 

Keywords—Digital games; Malaysia; older adults; technology 

I. INTRODUCTION 
The number of older adults in Malaysia has increased from 

3.4 million in 2019 to 3.5 million in 2020, and by 2030, more 
than 15% of the Malaysian population will be the older 
population [1]. [2] stated that in Malaysia older adults aged 60 
and over are categorised based on the United Nations (UN) age 
capping. Two main factors that contribute to the increasing 
number of the older population in Malaysia are lower birth 
rates and the declining Total Fertility Rate (TFR) [3]. Older 
adults tend to experience negative ageing effects such as 
declining in cognitive abilities and physical abilities. The 
advancement of digital technology such as digital games can 
help to facilitate the negative ageing. Digital game technology 
has benefits beyond the purpose of enjoyment, where it has 
increasingly been applied as a tool for psychological, cognitive, 
and neuropsychological rehabilitation for older adults [4]. 
Despite the benefits of digital game technology for the older 
population, certain older adults may confront difficulties and 
challenges when it comes to experiencing and participating in 
it. 

The main problem is the game design is not suitable for 
older adults and does not consider their incapacity. Most of the 
commercialized digital games are design and develop for the 
general type of game and aiming for the younger user in mind. 

Games specifically designed for older adults are not 
commercially available yet [5]. Some of the exergames can be 
used as a tool for exercising however, older adults who 

experience a decline in physical abilities might not be able to 
obtain a complete gaming experience due to limited physical 
movements. Some digital games were designed with a complex 
interface. Older adults who experience cognitive issues might 
have difficulties interacting with these games. 

This paper discusses the challenges faces by the older 
adults aged 55 to 75 within the Malaysian context, their 
gaming experiences and interactions with digital games, and 
the associated influencing factors associated with the 
andragogical perspectives, and game design attributes. There 
are two research questions aimed to be addressed in this study: 

Research question 1: What are the challenges related to 
older adults’ interaction with digital game technology that 
needs to be considered? 

Research question 2: How can their gaming experiences 
inform design considerations? 

II. LITERATURE REVIEW 
Various studies have highlighted challenges associated with 

older adults’ experience of digital games. One of the critical 
factors that often influence their engagement with digital 
technology is the psychological factor. For instance, the fear of 
their inability to use technologies correctly often affects their 
confidence and level of readiness and acceptance [6]. Blažič 
and Blažič [7] suggested the root of the problem is the gap in 
knowledge on how to use digital devices effectively. Other 
factors include the natural ageing characteristics such as the 
decline in cognitive and physical abilities, which was not 
considered during the design of technologies such as games. 

Game designs are classified as mechanics, dynamics, and 
aesthetics. Game mechanics and dynamics design refer to the 
interaction aspect and how the game operates. Aesthetics, on 
the other hand, covers the interface design in the game, the 
look and feel as perceived by the player. Garcia et al. [8] 
revealed in their study that participants have difficulties 
remembering certain features in the game and are confused 
with the game interface that presents too many options. It is 
essential for digital games designed for older players to have a 
user-friendly interface, on easy-to-use platform, and are simple 
to learn [9]. The number of researchers that design and develop 
games for older adults is still relatively limited. As stipulated 
by [10], most games do not consider older adults’ needs and 
interests. There is also a lack of research that correlates the 
attributes of game technology with andragogical considerations 
and challenges faced by the target group. 

To overcome the challenges, it is crucial to embed 
andragogical perspectives while designing and developing the 
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digital game for older adults to help them throughout the 
learning process. Andragogy is the art and science helping 
adult learners. There are six fundamental principles in 
andragogy [11], (1) learner’s need to know, (2) self-concept of 
the learner, (3) prior experience of the learner, (4) readiness to 
learn, (5) orientation of learning and (6) motivation to learn. 
According to [12], the process of learning something new for 
older adults would be more accessible when they know the 
benefits and relevance of the technology in their daily life. 
They have conducted a study with older adults aged 55 and 
above in Coventry, United Kingdom. Based on their findings, 
the participants learned new knowledge when they engaged 
with the digital games, they thought were beneficial. In this 
study, the adoption of digital game among older adults in 
Malaysia were considered to construct a framework for 
designing and developing game for older adults using 
andragogical perspectives. 

The purchasing power of the elderly consumers is growing 
and is expected to rise rapidly in the next decade due to the 
ageing population globally. Leisure and entertainment, such as 
digital game, form a considerable share of an average senior’s 
budget. The findings of this study will inform and help game 
designers developing products for this fast-growing market. 

III. MATERIALS AND METHODS 
This section discusses the materials and methodology used 

to conduct this study. The recruitment process of participants 
for this study will be discussed in Section A, instruments used 
will be explained in Section B and data collection and analysis 
procedures will be described in Section C. Fig. 1 depicts the 
flow of this study. 

 
Fig. 1. Study Flow. 

A. Participants 
This study targeted Malaysians between 55 and 75 years 

old who resided in Malaysia during the study period, regardless 
of their experience in digital games. The recruitment of 
participants used convenience and snowball sampling 
techniques. An online survey link was distributed and 
disseminated using social media platforms (e.g., Whatsapp, 
Facebook, Telegram, Instagram, Twitter, Microsoft Outlook). 
All eligible participants provided informed consent online 
before completing the survey administered via Google Form. 

B. Instruments 
The study implemented a set of questionnaires that 

consisted of open- and close-ended questions categorised under 
six key sections: (1) participant background, (2) technology 
usage, (3) game experience, (4) game usability, (5) challenges, 
and game recommendation, and (6) opinion and suggestion. 
The questionnaire was disseminated to the target participants 
via an online survey (Google Form). All participants were 

required to complete Sections 1 and 2. Subsequently, 
participants who indicated experience in digital games were 
given access to Section 3-5 in the questionnaire. 

Section 1 Participant background was used to gather the 
demographic background of the respondents. Section 2 
contains questions on technology use, which were used to 
ascertain participants’ computer abilities and familiarity with 
digital games. Those who have experience with digital games 
then answered Sections 3 and 4, which are used to assess the 
game experience and the usability of the game played by the 
respondents. The game experience was measured by using 
Game Experience Questionnaire (GEQ) [13], and the game 
usability was measured by using the System Usability Scale 
(SUS) [14]. The GEQ was adopted from [15]. 

Section 5 asked the participants to discuss their challenges 
and recommendations on game design based on their prior 
gaming experience. Finally, in Section 6, participants could 
give their opinions on the usage of the digital game among 
older adults in Malaysia. 

C. Data Collection and Analysis Procedure 
All data collected via Google Form was stored in Microsoft 

Excel. The responses from the participants were analysed 
quantitatively. The Statistical Package for the Social Sciences 
(SPSS) software (version 22; SPSS Inc., Chicago, IL, USA) 
was used to assist the researchers in analysing the data. Two 
types of statistical analysis were used in this study. Descriptive 
analysis was used to analyse the participants’ background, and 
Chi-Square was used to test the association between 
participants’ computer skills and their experience playing 
digital games. Responses from the open-ended questionnaire 
were discussed qualitatively. Informal interview sessions with 
four participants were conducted. The sessions were recorded 
using audio recorder and data were analysed. 

IV. RESULTS 
In this section, results obtained from the questionnaire were 

discussed. Section A addresses the participants' backgrounds. 
Section B discusses the participants' technology use. Section C 
explains the participants' computer abilities and experience 
with digital games. Finally, section 4.4 highlights the obstacles 
that may affect older people's digital game use. 

In this study, 81 responses were recorded, however, due to 
the targeted age group of 55 to 75 years old for this study, we 
excluded 25 responses as they are not in the age range. Based 
on the data obtained, 41 of the participants were between the 
age of 55-60 years old, followed by an age range between 61-
65 years old (n=9), 66-70 years old (n=5), and 71-75 years old 
(n=1). 33 of the participants were female and 23 were males. 
Based on the participants' marital status, 45 of them were 
married, 9 were widowed, 1 was single, and 1 was divorced. In 
terms of employment status, 20 of the participants were full-
time workers, 20 retired, 13 were unemployed, and 3 were in 
part-time employment. All respondents were recruited from 
Malaysia, where 24 of them are from Sabah, followed by 
Sarawak (n=14), Wilayah Persekutuan (n=4), Selangor (n=4), 
Pahang (n=3), Melaka (n=2), Perak (n=1), Johor (n=1), and 
Perlis (n=1). 

RECRUITING 
PROCESS 

ONLINE 
SURVEY 

INFORMAL 
INTERVIEW 

RESULT 
ANALYSIS 
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Informal interview session was involved with four 
participants from different districts and state in Malaysia. 2 
female participants are from Kota Kinabalu Sabah, while 
remaining 2 male participants are from Labuan and Perak 
respectively. 

A. Technologies usage among Participants 
This section of the questionnaire required respondents to 

give information on their technology usage. Participants were 
required to state their computer skills, type of devices owned, 
and their experience using digital games. Based on the result 
obtained, 4 participants rated their computer skills as ‘expert’, 
17 rated ‘competent’, 24 rated ‘novice’, and 11 of them rated 
themselves as none. In response to the question: “What kind of 
devices you own”, most of the participants owned at least one 
type of digital device. 41 of the participants owned a 
smartphone. 

The focus of this study is to investigate their game 
experience and game consideration. Based on the responses 
obtained, only 10 of the respondents had experience in using 
digital games. Table I presents the game name and game type 
played by the respondents. Most participants who indicated 
‘No’ for their experience in using digital game stated that 
playing digital games is a waste of time. They mentioned how 
they are not interested in playing and thought that playing 
digital games is irrelevant for older populations. 

B. Relationship between Computer Skills, Employment Status, 
and Experience with Digital Games 
Table II shows the crosstabulation between participants’ 

computer skills, employment status, and their experience in 
playing digital games. Based on the result obtained, those with 
experience playing digital games were novice and competent 
participants from various employment statuses. The skills and 
employment status were not influenced the participants’ 
experience in playing digital games. 

TABLE I. GAME NAME AND GAME TYPE PLAYED BY THE RESPONDENTS 

Game Name Game Type Frequency 
(n) 

Percentag
e (%) 

Candy crush Puzzle 7 70 

Word Search Puzzle 3 30 

Bubble Puzzle 2 20 

Toybear Puzzle 1 10 

Bubblesoap Action 1 10 

Deer Hunter Simulation 1 10 

Galaxy Force Third Person 
Shooter Game 1 10 

Player Unknown 
Battle Ground 
(PUBG) 

First Person Shooter 
Game 1 10 

Mobile Legend (ML) Adventure 1 10 

Farm Ville Simulation 1 10 

Angry Bird Puzzle 1 10 

Mario Adventure 1 10 

Word Puzzle Puzzle 1 10 

TABLE II. CROSS TABULATED RESULTS OF SKILLS, EMPLOYMENTS 
STATUS, AND RESPONDENTS' EXPERIENCE PLAYING WITH DIGITAL GAMES 

Skills 
Experience 
Digital Game Total 
Yes No 

Expert 
Employment 
Status 

Full time 0 2 2 

Retired 0 2 2 

Total 0 4 4 

Competent 
Employment 
Status 

Full time 2 7 9 

Part time 0 2 2 

Retired 2 4 6 

Total 4 13 17 

Novice 
Employment 
Status 

Full time 2 6 8 

Part time 0 1 1 

Retired 1 8 9 

Unemployed 3 3 6 

Total 6 18 24 

None 
Employment 
Status 

Full time 0 1 1 

Retired 0 3 3 

Unemployed 0 7 7 

Total 0 11 11 

A Chi-Square test was conducted to test the association 
between participants’ computer skills and their experience 
playing the digital game. Table III shows the results of the Chi-
Square test between computer skills and participants’ 
experience playing digital games. Results revealed that there is 
no association between computer skills and experience playing 
digital games, χ2= 4.469a, p=.215. Thus, there is no association 
found between computer skills and gameplay experience 
among the participants. Based on the findings, the level of 
participants’ computer literacy is not a major factor that affects 
their engagement with digital games as those who considered 
themselves as competent or novice were more engaged with 
digital games than those who considered themselves as an 
expert. 

TABLE III. CHI-SQUARE TESTS 

 Value df p-value 

Pearson Chi-Square 4.469a 3 .215 

Likelihood Ratio 7.010 3 .072 

Linear-by-Linear Association .372 1 .542 

N of Valid Cases 56   

a. 5 cells (62.5%) have expected count less than 5. The minimum expected 
count is .71. 

C. Challenges that may Impact Older Adults’ used of Digital 
Games 
In this section, responses from participants who indicated 

have experience with digital games are discussed based on the 
questions in Sections 3 to 6 in the questionnaire. There were 
two research questions related to these sections. 
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Research Question 1: What are the challenges related to the 
older adults’ interaction with digital game technology that 
needs to be considered? 

Based on our findings, the game design played by the 
respondents was one of the challenges for them to interact with 
digital game technology. Older adults might be affected by 
negative ageing impacts, for example, the decline in physical 
and cognitive abilities. Participant 18, said, “tulisan kecil” 
(small wordings) is one of the challenges for her to adapt to 
digital game technology. Apart from that, the screen size of 
devices used during the gameplay session was small and it 
affected their gameplay session. According to the principles of 
andragogy, older adults must have self-concept and experience 
with the platform used to play the digital game so that they can 
fully control the gaming experience. 

Besides game design, the perception of older adults is one 
of the challenges to attract them to play the digital game. In 
Section 6 of the questionnaire, participants can give their 
opinion regarding the usage of digital games among older 
adults. Based on the findings, most of the participants find 
digital games irrelevant for older populations and perceive 
playing games as a waste of time. Also, some of them are not 
interested in playing digital games and feel that digital game 
interaction is complicated and challenging. One of the 
respondents commented, “kurang memberi faedah” (give fewer 
benefits) on question asking opinions regarding the usage of 
digital games among older adults. Despite the generally 
negative views on games, one of the respondents stated that 
digital games can be used as a tool to relieve stress, but older 
adults need to get proper guidance on how to use them as some 
older adults are not familiar with digital games. 

Research Question 2: How can their game experiences 
inform design consideration? 

A reliability test was conducted to identify the internal 
consistency and specified measurement’s usability. Cronbach’s 
Alpha defines the internal consistency or average correlation of 
items in the GEQ. The Cronbach’s Alpha value is 0.820 where 
it is acceptable and reliable [16]. GEQ is a well-established 
questionnaire used in many previous studies [17, 18, 19, 20]. 
Santos et al. [17] used GEQ to report their participants’ 
experience during game play and their sense of social presence. 

As mentioned earlier, only 10 out of 56 participants had 
experience in engaging with digital games. Game Experience 
Questionnaire (GEQ) was used to measure their level of 
experience during gameplay sessions [15]. We used the 5-
Likert scale (strongly disagree, disagree, neutral, agree, 
strongly agree). GEQ consists of 33 items, and they measure 7 
players’ experiences include immersion, flow, competence, 
tension, challenge, positive affect, and negative affect during 
gameplay sessions. 

Table IV presents the results for positive affect items in the 
GEQ. Positive items measure players’ emotional experience 
(e.g., enjoyment). The results show that most of the 
participants agreed that the gaming experience brings a 
positive effect on them. Cronbach’s Alpha value for positive 
items is 0.957. The questions “I thought it was fun” and “I felt 
happy” have the highest mean values (M=3.90). This indicates 

that the respondents’ gaming experience was fun, and they felt 
happy during gameplay. The mean for the question “I felt 
content” has the lowest mean value (M=3.20) and it might be 
influenced by the theme of the games played by the 
participants. This question linked to the andragogy principle, 
where the participants were not content during the gameplay 
session. Based on our findings, we found that the participants 
who respond neutrally in this question played puzzle game 
type. Each participant played a different type of digital game, 
where their emotional feeling towards the gaming experience 
might be different from others. 

The second item measured in GEQ is competence and the 
Cronbach’s Alpha value is 0.833. Based on the findings, most 
of the participants’ scores were neutral except for the question 
“I felt successful” where they agreed based on their gaming 
experience. However, one of the participants strongly 
disagreed with the question “I felt successful”. This result 
might be influenced by the game type played by participant 
which was Word Puzzle. The game requires greater effort to 
solve a puzzle than other puzzle games and if the player could 
not solve it, they might feel unsuccessful and frustrated. Table 
V illustrates the results for competence items. One of the 
participants during the interview session suggested to include 
the scoreboard elements in the game. He said the element can 
gives satisfaction during gameplay session as he can see the 
progress score when he plays the game. 

TABLE IV. SUMMARY OF POSITIVE ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

I felt content 10 2 4 3 32 3.20 .632 

I thought it 
was fun 10 3 4 4 39 3.90 .316 

I felt happy 10 2 5 4 39 3.90 .876 

I felt good 10 2 4 4 37 3.70 .675 

I enjoyed it 10 2 5 4 37 3.70 .949 

Valid N 
(listwise) 10       

TABLE V. SUMMARY OF COMPETENCE ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

 I felt 
skillful 10 2 4 3 31 3.10 .568 

 I felt 
competent 10 3 4 3 34 3.40 .516 

 I was good 
at it 10 3 5 3 35 3.50 .707 

 I felt 
successful 10 1 5 4 36 3.60 1.075 

 I was fast at 
reaching the 
game's 
targets 

10 z 4 3 31 3.10 .738 

Valid N 
(listwise) 10       
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TABLE VI. SUMMARY OF IMMERSION ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

I was 
interested in 
the game's 
storyline 

10 2 5 4 34 3.40 1.075 

It was 
aesthetically 
pleasing 

10 1 5 3 32 3.20 1.033 

I felt 
imaginative 10 2 4 3 29 2.90 .738 

I felt that I 
could 
explore 
things 

10 1 5 4 33 3.30 1.160 

I found it 
impressive 10 1 5 4 34 3.40 1.174 

It felt like a 
rich 
experience 

10 2 4 3 32 3.20 .632 

Valid N 
(listwise) 10       

Table VI shows the results obtained for the immersion 
aspect. There were six questions in the immersion item and the 
Cronbach’s Alpha value is 0.904. Based on the findings, most 
of the participants were either neutral or agreeable on the 
immersion questions on their previous gaming experience. 

There are five questions related to flow items. Table VII 
depicts the results from preliminary analysis for flow items. 
The Cronbach’s Alpha value for flow items is 0.823. A 
majority of the participants agreed on the “I forgot everything 
around me” and “I was deeply concentrated in the game” 
items. This indicates the participants were focused during the 
gameplay session. 

The results obtained from the preliminary analysis of 
negative affect during the gameplay experience are shown in 
Table VIII Cronbach’s Alpha value for negative items is 0.821. 
Most of the participants disagreed with the negative effect 
during gameplay, such as giving them a bad mood or feeling 
bored. For the aspects related to “I thought about other things” 
and “I found it tiresome”, most of the participants responded 
neutrally; perhaps influenced by the type of game that they 
played.  

One of the participants in the interview session said he feels 
frustrated during the gameplay session when he cannot reach or 
complete the task in game after few times attempt. 
Furthermore, he said this kind of frustration can lead to 
decrease the level of desire to proceed with gameplay session. 

There are five items measured in challenges as listed in 
Table IX. The Cronbach’s Alpha value is 0.844. Based on the 
results obtained, most of the respondents disagreed with the 
question “I felt pressured” and “I felt time-pressured”. These 
questions reflected the games played by the respondents, where 
most of the games played by them do not have a time limit to 
complete the task. 

During the interview session, participants were asked 
regarding their opinion on digital games and the features they 
want in the game. Some of the like challenges, elements in the 

game, there it gives satisfaction to them during gameplay 
session. However, one of the participants said she preferred an 
easy game where it does not require much effort to play and 
control the game and with no complicated instruction to learn 
and understand. 

TABLE VII. SUMMARY OF FLOW ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

I was fully 
occupied 
with the 
game 

10 2 5 3 32 3.20 .919 

I forgot 
everything 
around me 

10 2 4 4 32 3.20 .919 

I lost track of 
time 10 2 5 2 31 3.10 1.101 

I was deeply 
concentrated 
in the game 

10 1 5 4 37 3.70 1.160 

I lost 
connection 
with the 
outside 
world 

10 1 5 2 26 2.60 1.174 

Valid N 
(listwise) 10       

TABLE VIII. SUMMARY OF NEGATIVE ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

 It gave 
me a bad 
mood 

10 1 5 2 23 2.30 1.160 

 I thought 
about 
other 
things 

10 1 4 3 30 3.00 .816 

 I found it 
tiresome 10 1 4 3 29 2.90 .876 

 I felt 
bored 10 2 3 2 24 2.40 .516 

Valid N 
(listwise) 10       

TABLE IX. SUMMARY OF CHALLENGE ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

 I thought 
it was hard 10 1 5 3 30 3.00 1.155 

 I felt 
pressured 10 2 5 2 29 2.90 1.287 

 I felt 
challenged 10 2 5 3 34 3.40 1.075 

 I felt time 
pressure 10 2 4 2 27 2.70 .823 

I had to put 
a lot of 
effort into 
it 

10 2 5 3 32 3.20 .919 

Valid N 
(listwise) 10       
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TABLE X. SUMMARY OF TENSION ITEMS 

 N Min Max Mode Sum Mean Std. 
Deviation 

 I felt 
annoyed 10 1 4 2 24 2.40 .843 

 I felt 
irritable 10 1 4 2 25 2.50 .972 

 I felt 
frustrated 10 1 4 2 26 2.60 1.075 

Valid N 
(listwise) 10       

It can be seen from findings shown in Table X that most of 
the participants disagreed on the tension items. Digital games 
are often known as a tool that can bring enjoyment to the 
players. One of the participants in this study agreed that the 
gaming experience made him annoyed, irritable, and frustrated. 
Based on the game name indicated by the participant, we found 
that he played Deer Hunter and Galaxy Force game. Both 
games played by the participant required him to achieve the 
target in the game. Thus, it might influence his feeling during 
the gameplay session. The Cronbach’s Alpha value is 0.957. 

The game evaluation used in this study is SUS, and the 
Cronbach’s Alpha value is 0.539. The value is unacceptable as 
it is below 0.60. The reliability of SUS in this study is 
inconsistent as every user experienced a different type of user 
interface based on their previous gameplay session. The overall 
score for the SUS value is 56.25. This value is acceptable and 
falls in the marginal range for the SUS score [21] F-+ig. 2. 

 
Fig. 2. SUS Adjective Rating [21]. 

V. DISCUSSION 
From the survey results, only 18% of the total participants 

have experience in playing digital games. We found that the 
main factor that influences older adults to interact and 
experience digital games is their perception of digital games. It 
is important to ensure older adults acknowledge the benefits 
they gained from playing digital games. Apart from using it as 
an entertainment tool, digital games can be used as an 
innovative healthcare platform. 

Computer skills do not affect the participants’ experience 
with the digital game. Older adults who indicated their skills as 
competent and novice have had experience with digital games 
compared to those who indicated their skills as an expert. The 
game design is the main factor that influences the game 
experiences for older adults. 

Based on the list of games played by the respondents, most 
of them were designed with no time pressure to help older 
adults focus on gameplay and distract them from feeling time 
pressure. The most popular game genre played by the 
participants in this study is puzzle, where it was designed with 
simple operation and highly achievable goals. Owing to older 

adults’ decline in cognitive capacity, simple games may appeal 
to older adults. Apart from that, playing puzzle games does not 
require complex computing skills, making it more 
straightforward for older adults to play. Furthermore, puzzle 
game is a type of game that is familiar to this population, and it 
does not require them to learn new things, and the in-game 
instruction and rules are not complicated. 

In our findings, most of the games played were puzzle 
games with a limited storyline for the player to immerse in the 
gaming experience and imagination may be limited during 
gameplay sessions. The participants played the CandyCrush 
game, where it is a part of a puzzle game. The game's 
mechanics and dynamics are repetitive, where it does not 
change and give the element of surprise to the players. As a 
result, they might feel tired and not enjoying the gameplay. It is 
important to design game with surprise elements to ensure the 
player enjoy throughout the gaming session. 

The results for immersion category were influenced by the 
game’s storyline, interface, and the mechanics of the game 
played by the respondents. It is important for the aesthetics, 
dynamics, and mechanics in the game should be designed to 
cope with older adults’ cognitive and physical abilities. As 
indicated in the principle of andragogy, older adults will feel 
motivated to learn something if it can attract their attention and 
bring benefits to them. 

Older adults will give their attention to the gameplay 
session if they understand the game flow, aligning with the key 
principle of andragogy, which are the learners' self-concept and 
their readiness to learn new things. The results revealed that the 
game played by the participants can attract their attention and 
make them concentrate during gameplay sessions. 

VI. CONCLUSION 
The findings in this paper are subject to at least three 

limitations. First, the number of participants eligible included 
in our study is relatively small. There are 81 responses 
recorded; however, only 56 responses are eligible to include in 
this study due to the age limitation. Other than the number of 
respondents, only ten participants have experience playing the 
digital games and the games they played were different. Thus, 
the gaming experience of the respondents might differ from 
other respondents. The verbal and non-verbal behavior of the 
participants during the gameplay session is not observed and 
the interview session with target people is not conducted due to 
the limitation to meet the respondents face-to-face during 
Movement Control Order (MCO) imposed in Malaysia. To 
overcome the limitations, it is recommended to conduct a face-
to-face session with older adults to observe their verbal and 
non-verbal behaviour during gameplay sessions and use the 
same game type to measure their gaming experience. This 
paper has shown the data on the adoption of older adults to 
interact with digital technology and their opinions on the 
relevance of digital games towards the older population in 
Malaysia. 
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Abstract—Since the early 2000s, the Internet has become 

increasingly popular for the development of information 

dissemination technology and as a platform for interaction. 

Therefore, the penetration rate of Social Networking Services 

(SNSs) is also increasing. Using the accounts created on SNSs, 

companies can disseminate information and communicate with 

users on SNSs for marketing purposes. Moreover, there are 

several influencer marketing activities that use influencers who 

are highly influential in their surroundings as marketing using 

SNSs. In this study, we aim to identify influencers on Twitter and 

consumer network structures for six cosmetic brands. 

Specifically, create a consumer network for each of the six 

cosmetic brands using follower data obtained from Twitter is 

created to identify the network structure. Furthermore, brand 

influencers were also identified. The consumer network of all six 

cosmetic brands was created to identify the influencers in the 

cosmetics industry. We compared the influencers of the brands 

with the influencers of the entire industry to examine any 

differences. 

Keywords—Social networking services; community structure; 

network analysis; consumer network; influencer marketing 

I. INTRODUCTION 

With the development of information technology and the 
widespread use of Internet devices such as PCs and 
smartphones, the number of users on social networking 
services (SNSs) has been increasing yearly. SNSs are a form 
of media that allow users to easily share and disseminate 
information in real-time. They also allow two-way 
communication between the company and the consumer. In 
particular, the number of SNSs users in Japan is diverse in age 
groups and is expected to grow to approximately 80% of the 
population by 2020 [1]. According to a Japanese market 
research firm, LINE, Twitter, and Instagram are the most 
popular SNSs tools in Japan. LINE is a messaging tool that 
serves as a short message service (SMS). In contrast, Twitter 
and Instagram are SNSs tools that allow people with similar 
interests to communicate with each other anonymously and 
closely, and they are popular worldwide. In particular, Twitter 
ranks 15th in the global survey, while it ranks 2nd in Japan, 
which indicates a high penetration rate in Japan [2]. 

The spread of SNSs is not only limited to consumers, but 
also affects various companies. As shown in Fig. 1, number of 
corporate SNSs accounts has increased by approximately 10% 
from approximately 30% in a year from 2017 to 2018 [3]. It is 

thought that the main reason for the increase in the number of 
corporate accounts on SNSs is that the diffusion of 
information by general users is expected to improve the 
product and brand recognition of companies. Considering the 
affinity between SNSs and marketing, we consider that 
marketing measures using SNSs are effective in industries 
with a large number of brands, such as the wholesale and retail 
industries. In addition, there are fashion and cosmetics 
industries where competition among brands is fierce, and it is 
assumed that these industries are also effective in improving 
brand recognition. Therefore, marketing using SNSs has 
become mainstream in recent years. 

For example, Ferreira et al. [4] investigated the emergence 
of communities of co-commenters, that is, groups of users 
who often interact by commenting on the same posts and may 
be driving the ongoing online discussions. Their research used 
Instagram. The reason for this is that in recent years, social 
networking sites have been used as a source of information 
among young people, and politicians have also started to use 
this platform to spread information about political issues. In 
addition, Wang et al. [5] identified and tested the main factors 
related to SNS brand communities that can predict purchase 
intention. Their study suggested that companies should 
strategically manage consumers’ SNS brand community 
experiences and commitment. Other theoretical implications 
and managerial implications were also discussed. This kind of 
research on customer behavior using social media is also 
conducted in the airline and hotel industries [6,7]. It is 
considered that the identification of influencers and consumer 
communities is an effective way to utilize SNSs in marketing. 
Influencers are people who have a large number of fans, 
especially SNSs, and have a large impact on the public. The 
identification of consumer communities is effective in 
identifying real customers of a brand. 

 

Fig. 1. Penetration of SNSs for each Industry. 
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In previous research on network communities, Girvan et 
al. [8] focused on properties found in many networks, such as 
small-world and power-degree distributions. Specifically, they 
focused on detecting community structures where nodes are 
tightly connected and there are loose connections between 
them, which is the case in many networks. As a result, they 
proposed a method for finding community boundaries using a 
centrality index and detected useful community partitions in 
the validation data. Chunaev [9] conducted a survey of social 
network analysis. Specifically, they aimed to investigate and 
clarify the situation of community detection in social networks 
with node attributes. They found that community detection 
methods that deal with both network structure and attributes 
are effective for social network analysis. Mizuno et al. [10] 
classified CtoC (customer to customer) interactions by 
digitalization into four types and reviewed the research trends 
of each type. In their review, they suggested that the closer the 
consumers were to each other, the easier it was for 
information to propagate on SNSs. They also suggested that it 
is important to know which consumers or targets to reach out 
to first in the social graph. Himelboim et al. [11] created a 
network of users based on the conversations on Twitter and 
discussed the network structure by information flow. Through 
their research, they found that the network structure can be 
classified into six types. In addition, Pierri et al. [12] focused 
on the fact that malicious topics such as fake news are 
increasing in social networks. They compared two networks, 
one with correct information and the other with false 
information. As a result, they found that there was a difference 
in the structure between the two networks. 

In contrast, as previous research on SNSs, Watanabe et al. 
[13] conducted a network analysis on Twitter for two 
international cosmetic retail brands. They focused on the 
brand’s tweets and obtained the brand’s tweets (tweets 
containing the @brand account name) and tweets containing 
the brand’s hashtags (tweets containing the brand name). 
Then, they created an “ego network” representing the 
information propagation of official brand tweets and a 
“hashtag network” representing tweets containing brand 
hashtags to identify the way information propagates. As a 
result of their analysis, they found that brands could send out 
messages; however they could not restrict communication on 
the network and might not control the spread of information. 
Zhao et al. [14] used social network analysis to identify highly 
influential hashtags and hashtag communities to restructure 
the fashion industry using the development of Internet 
technology. Specifically, they extracted hashtags from text 
data on SNSs related to specific events and visualized them as 
a network to identify hashtags with high junctions. Wang et al. 
[15] conducted a study on whether marketing activities on 
SNSs are effective in improving market sales. Specifically, 
they used price, brand, and relationship customer equity to 
examine whether marketing activities on SNSs lead to 
customer purchase. As a result of their analysis, they found 
that SNSs marketing activities contribute to improving 
customer equity. They also found that customer equity 
contributes to customer loyalty and future sales. In addition, 
Miyake et al. [16] identified community of consumers in SNSs 
and analyzed their consumer network. In particular, they 
targeted five competing fashion brands in the fashion market 

and clarify the difference in community structure. Han et al. 
[17] focused on the influence of social media and created a 
network of the top 10k influencers on Twitter. They 
demonstrated how to surface influencers related to specific 
fashion topics that companies would be interested in. In their 
study, they used the follow, retweet (spread function), and 
mention (replies) functions all to create the network. 

By using the structure of the consumer network, it is 
possible to identify the influencers in that brand. These brand-
specific influencers are commonly referred to as micro-
influencers and are attracting a lot of attention. However, 
identifying micro-influencers in a brand does not determine 
whether the micro-influencers are influential in the whole 
industry. We named these industry-wide influencers as “mega-
influencers.” To identify the mega-influencers, it necessary to 
clarify the network structure using consumers in the entire 
industry. We speculate that micro-influencers and mega-
influencers are not necessarily the same. In addition, few 
related studies have identified both micro-influencers and 
mega-influencers. In particular, research on SNSs targeting 
fashion and cosmetic brands has focused on hashtags, but not 
so much on users. In this study, we focused on both micro-
influencers and mega-influencers. 

II. PURPOSE 

The purpose of this study is to identify the consumer 
network structure of several cosmetic brands and to compare 
the differences in network structure among brands. In 
addition, it is compared whether there is a difference between 
micro-influencers and mega-influencers. The data of specific 
cosmetic brand accounts were collected from Twitter (one of 
the SNSs). Following, a consumer network for each brand and 
compared the consumer network structure for each brand was 
created, also identified the micro-influencers for each brand. 
Subsequently, the consumer networks of each brand were used 
to combine followers to create a consumer network for the 
entire cosmetics industry. Then, we identify and compare the 
mega-influencers that influence the entire industry. 

III. DATASET AND DATA PROCESSING 

In this study, consumer networks were constructed using 
data from Twitter, one of the SNSs. We used the Twitter API 
to obtain data. Then, we processed the data to create a 
network. 

A. Hypothesis for Influencers on Twitter 

In this study, we defined the network structure of arbitrary 
followers on Twitter, as shown in Fig. 2. The area in Fig. 2 
represents the number of users in the cosmetics industry. First, 
we define general consumers as Twitter users. Among these 
general consumers, micro-influencers influence each brand. 
Similarly, there are mega-influencers in the industry as a 
whole among general consumers. Based on this hypothesis, 
we extracted data from Twitter API. 

B. Dataset 

The targeted official accounts of the six cosmetic brands 
are in Table I. The year of establishment in Table I is the 
establishment of a cosmetic line. The following three criteria 
were used to select target brands: 
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 Have a store in a department store. 

 Have an official account on Twitter. 

 Have more than 100,000 followers on Twitter. 

The approximate number of followers and brand lineages 
of the six target brands are shown in Table II (as of January 8, 
2022). 

C. Data Processing 

Next, we explain how to obtain data for each brand 
introduced in Section B. To clarify the network structure of 
consumers and influencers in this study, the following data are 
obtained as Fig. 3. 

To explain the data structure, a brand A is picked up. First, 
we obtain a list of followers for a given brand. In Fig. 3, 𝑓1 to 
𝑓𝑛 represent the followers of brand A. Next, the list of users 
who follow the followers of brand A is obtained. In Fig. 3, the 
followers of brand A’s follower 𝑓1 are from 𝑓𝑓1 to 𝑓𝑓𝑚. Then, 
we created a network using the data of the followers and users 
who follow the followers. 

 

Fig. 2. Definition of Follower Hierarchy. 

TABLE I. SUMMARY OF THE SIX BRANDS SELECTED 

Brand Names Twitter ID Trademark Founded 

ADDICTION @StyleADDICTON KOSE 2009 

Shu Uemura @shuuemurajp L’Oreal 1968 

Paul & Joe @PaulJoeBeauteJP KOSE 2002 

ETVOS @etvos_jp LVHM 2007 

CLINIQUE @CliniqueJp ESTEE LAUDER. 1968 

LANCOME @Lancome_JP L’Oreal. 1935 

TABLE II. NUMBER OF FOLLOWERS OF THE TARGET BRANDS 

No. Brand Names Followers (10 thousand) Fashion Line 

1 ADDICTION 12.1 Trendy 

2 Shu Uemura 22.6 Trendy 

3 Paul & Joe 11.4 Cute 

4 ETVOS 10.2 Natural 

5 CLINIQUE 11.5 Natural 

6 LANCOME 16.2 Ellegance 

 

Fig. 3. Data Acquisition Flow. 

In this study, it is difficult to obtain all of the users who 
follow Brand A’s followers, and it is impossible to obtain 
information on accounts that are not public. Therefore, among 
the followers, we focus on the followers of 1,000 accounts that 
are public accounts (blue box in Fig. 3). We used the first 
1,000 accounts that were followed in a short period of time, 
rather than randomly selecting accounts. In addition, we 
excluded sweepstakes-only accounts that include the words 
“sweepstakes, winning” in the description from the scope of 
this study. To create a consumer network on Twitter, we used 
the brand’s followers (double-lined box in Fig. 3) as the nodes 
of the network among the acquired data. For the edges, we 
used users who followed the brand’s followers (dotted boxes 
in Fig. 3). 

Moreover, we weighted the edges in the following manner. 
As shown in Fig. 4, the followers of brand A are 𝑓1 and 𝑓2. 
From Fig. 4, the followers of 𝑓1 are 𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, and the 
followers of 𝑓2 are 𝑓𝑓1, 𝑓𝑓3, 𝑓𝑓4. 𝑓1 and 𝑓2 have two common 
followers, 𝑓𝑓1 and 𝑓𝑓3. We used the number of common 
followers as the weights of the edges. 

 

Fig. 4. Edge Weighting Method. 

IV. VISUALIZATION OF FOLLOWER NETWORKS AND 

IDENTIFICATION OF MICRO-INFLUENCERS AND MEGA-

INFLUENCERS 

In this study, we first created a follower network for each 
brand and identified the network structure. In addition, we 
identified influential micro-influencers and communities 
within the brand. Next, we created a network for the entire 
cosmetic brand. For the overall network, we used the nodes 
that were ultimately used in each brand’s network. For the 
structure of the network, we used the Fruchterman-Reingold 
model [18] which is a dynamical model. It is also used 
PageRank [19] as a metric to identify the influencers. 
Modularity [20] was used to identify the user community. For 
node reduction, we used the magnitude of the edge weights 
described in Section 3B. 

General Consumers

Micro - Influencers

Mega - Influencers
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A. Follower Network Structure and Influencers of Each 

Cosmetic Brand 

In this study, we first visualized the follower network of 
each cosmetic brand. The number of nodes used is listed in 
Table III. To create the network, we used node reduction for 
accounts with more than one degree node. Edge weights were 
used to reduce the number of nodes. The number of nodes 
used in the network was set to approximately 30% of the 
initial number of nodes for each brand. 

1) Network structure of “ADDICTION” and identifing of 

micro-influencers: Fig. 5 shows the visualization of the 

follower network of ADDICTION using all nodes with a 

degree greater than 1. From the degree distribution and Fig. 5, 

it was confirmed that the follower network of ADDICTION 

was scale-free. Fig. 6 shows a visualization of the addiction 

follower network after branch cutting. The color of the nodes 

indicates the community based on modularity. The size of the 

nodes is proportional to the size of the PageRank. 

The average degree was 53.0. The number of communities 
detected by the modularity was three. For each community, 
Community 1 is brown, Community 2 is light blue, and 
Community 3 is beige. The density of the network was 0.226. 
The top five users with the highest PageRank are listed in 
Table IV. The highest degree in the ADDICTION network 
was 142 and the lowest degree was 12. From Table IV, it was 
confirmed that micro-influencers with high PageRank in the 
ADDICTION network also tend to have high degree. 

TABLE III. NUMBER OF NODES USED FOR EACH BRAND 

No. Brand Names 
Initial Number of 

Nodes 

Final Number of 

Nodes 

1 ADDICTION 767 236 

2 Shu Uemura 753 222 

3 Paul & Joe 709 210 

4 ETVOS 761 229 

5 CLINIQUE 809 241 

6 LANCOME 791 237 

 

Fig. 5. Whole Consumer Network of ADDICTION. 

 

Fig. 6. ADDICTION Follower Network. 

TABLE IV. TOP 5 USERS WITH HIGH PAGERANK (ADDICTION) 

Rank Users PageRank Degree Community 

1 A 0.0352 106 3 

2 B 0.0316 111 2 

3 C 0.0312 91 3 

4 D 0.0296 109 2 

5 E 0.0264 75 2 

Based on the users’ tweeting tendencies, each community 
is characterized as, community 1 as a community of cosmetic 
lovers, community 2 as a community of interested in beauty 
and cosmetics, and community 3 as a daily tweet community. 
In addition, the density of communities 2 and 3 is higher than 
that of community 1, and there is also a difference in the 
degree, so we determined that the network structure of the 
addiction is a “Centralized Network.” 

2) Network structure of “shu uemura” and identifing of 

micro-influencer: Fig. 7 shows the visualization of the 

follower network of Shu Uemura using all nodes with a degree 

greater than 1. From the degree distribution and Fig. 7, it was 

also confirmed that the follower network of Shu Uemura was 

scale-free. 

 

Fig. 7. Whole Consumer Network of Shu Uemura. 
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Fig. 8 visualizes the Shu Uemura follower network after 
branch cutting. The average degree was 49.1. The number of 
communities detected by the modularity was four. For each 
community, Community 1 is light purple, Community 2 is 
brown, Community 3 is pink, and Community 4 is light blue. 
The average network density was 0.222. 

 

Fig. 8. Shu Uemura Follower Network. 

TABLE V. TOP 5 USERS WITH HIGH PAGERANK (SHU UEMURA) 

Rank Users PageRank Degree Community 

1 F 0.0563 120 1 

2 G 0.0299 49 2 

3 H 0.0288 101 2 

4 I 0.0223 22 2 

5 J 0.0216 118 4 

Table V lists the top five users with the highest PageRank. 
The highest degree in the Shu Uemura network was 132 and 
the lowest degree was 17. From Table V, it was confirmed 
that the degree of micro-influencers varied in the Shu Uemura 
network. 

Based on the users’ tweeting tendencies, we determined 
that community 1 is the cosplayer community (cosplayers are 
people who dress like anime and manga characters), 
community 2 is the homemaker community, community 3 is 
the community that likes cosmetics, and community 4 is the 
anime fan community. In addition, because the communities 
had many followers who were related to each other and the 
average degree was smaller than the others, we named them to 
be “Omnidirectional Network.” 

3) Network structure of “paul & joe” and identifing of 

micro-influencers: Fig. 9 shows the visualization of the 

follower network of Paul & Joe using all nodes with a degree 

greater than 1. From the degree distribution and Fig. 9, it was 

confirmed that the follower network of Paul & Joe was scale-

free. Fig. 10 shows a visualization of the Paul & Joe follower 

network after branch cutting. The average degree was 48.9%. 

The number of communities detected by the modularity was 

four. For each community, Community 1 is light purple, 

Community 2 is brown, Community 3 is light blue, and 

Community 4 is pink. The average network density was 0.234. 

Table VI lists the top five users with the highest 
PageRank. The highest degree in the Paul & Joe network was 
134 and the lowest degree was 14. From Table VI, it was 
confirmed that the Paul & Joe network tends to have a high 
degree of micro-influencers, except for user N. 

Based on the users’ tweet tendencies, we determined that 
community 1 was a daily tweet community, community 2 was 
the cosmetic lovers’ community, community 3 was the color 
analysis community, and community 4 was communities 
derived from communities 1, 2, and 3. As shown in Fig. 7, 
communities 1 and 4 were formed by deriving from a larger 
community consisting of communities 2 and 3. In addition, the 
average degree is not high. We declared Paul & Joe network 
to be the “Centralized Network.” 

 

Fig. 9. Whole Consumer Network of Paul & Joe. 

 

Fig. 10. Paul & Joe Follower Network. 

TABLE VI. TOP 5 USERS WITH HIGH PAGERANK (PAUL & JOE) 

Rank Users PageRank Degree Community 

1 K 0.0390 106 4 

2 L 0.0387 126 2 

3 M 0.0366 119 2 

4 N 0.0353 54 4 

5 O 0.0290 105 2 
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4) Network structure of “ETVOS” and identifing of 

micro-influencers: Fig. 11 shows the visualization of the 

follower network of the ETVOS using all nodes with a degree 

greater than 1. From the degree distribution and Fig. 11, it was 

confirmed that the follower network of the ETVOS was scale-

free. Fig. 12 shows a visualization of the ETVOS follower 

network after branch cutting. The average degree was 51.1. 

The number of communities detected by the modularity was 

five. For each community, Community 1 is light purple, 

Community 2 is light blue, Community 3 is pink, Community 

4 is brown, and Community 5 is brown. The average density 

of the ETVOS network is 0.224. 

 

Fig. 11. Whole Consumer Network of ETVOS. 

 

Fig. 12. ETVOS Follower Network. 

TABLE VII. TOP 5 USERS WITH HIGH PAGERANK (ETVOS) 

Rank Users PageRank Degree Community 

1 P 0.0459 115 2 

2 Q 0.0455 99 2 

3 R 0.0383 76 2 

4 S 0.0314 112 2 

5 T 0.0296 38 2 

Table VII lists the top five users with the highest 
PageRank. The highest degree in the ETVOS network was 
170 and the lowest degree was 12. From Table VII, it was 
confirmed that the degree of micro-influencers varied in the 
ETVOS network. In particular, user T had a low degree but a 
high PageRank. In addition, we found that all the micro-
influencers belonged to the same community. Based on users’ 
tweet tendencies, community 1 was a daily tweet community, 
community 2 was a homemaker community, community 3 
was an imprisoned community, community 4 was a cosmetic 
lovers’ community, and community 5 was a lot of interest 
community. As the density of the ETVOS network tended to 
be low compared to the average degree of the ETVOS 
network, and as Fig. 8 shows, there was a connection between 
the communities. We named the network structure of ETVOS 
the “Omnidirectional Network.” 

5) Network structure of “CLINIQUE” and identifing of 

micro-influencers: Fig. 13 shows the visualization of the 

follower network of CLINIQUE using all nodes with a degree 

greater than 1. 

From the degree distribution and Fig. 13, the follower 
network of CLINIQUE was scale-free. Fig. 14 shows a 
visualization of the CLINIQUE follower network after branch 
cutting. The average degree was 68.3. The number of 
communities detected by the modularity was three. For each 
community, Community 1 is light blue, Community 2 is beige, 
and Community 3 is brown. The average density of the 
CLINIQUE network is 0.284. 

 

Fig. 13. Whole Consumer Network of CLINIQUE. 

 

Fig. 14. CLINIQUE Follower Network. 
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TABLE VIII. TOP 5 USERS WITH HIGH PAGERANK (CLINIQUE) 

Rank Users PageRank Degree Community 

1 U 0.0508 158 2 

2 V 0.0377 131 2 

3 W 0.0300 123 2 

4 X 0.0289 98 2 

5 Y 0.0254 126 3 

Table VIII lists the top five users with the highest 
PageRank. The highest degree in the CLINIQUE network was 
185 and the lowest degree was 22. From Table VIII, it was 
confirmed that micro-influencers of the CLINIQUE network 
tended to be high degree, although their PageRank varied. 
Based on users’ tweet tendencies, we determined that 
community 1 had many hobbies community, community 2 
was a homemaker community, and community 3 was a 
cosmetic lovers’ community. From Fig. 9, it seems that 
communities 1, 2, and 3 are divided into two groups. We 
determined that the connections between users in these two 
communities were high, based on the average degree of the 
network. Therefore, we named CLINIQUE network to be 
“Dual Network.” 

6) Network structure of “LANCOME” and identifing of 

micro-influencers: Fig. 15 shows the visualization of the 

follower network of the LANCOME using all nodes with a 

degree greater than 1. From the degree distribution and 

Fig. 15, the follower network of the LANCOME was scale-

free. Fig. 16 shows a visualization of the LANCOME follower 

network after branch cutting. The average degree was 58.0. 

The number of communities detected by the modularity was 

four. For each community, Community 1 is brown, 

Community 2 is pink, Community 3 is light blue, and 

Community 4 is light purple. The average density of the 

LANCOME network is 0.246. 

Table IX lists the top five users with the highest 
PageRank. The highest degree in the LANCOME network 
was 165 and the lowest degree was 22. From Table IX, it was 
confirmed that the degree was proportionally high to the 
PageRank of micro-influencers in the LANCOME network. 
Based on users’ tweet tendencies, we determined community 
1 as a cosmetic lovers’ community, community 2 had a lot of 
hobbies community, community 3 was a cosmetic lovers and 
sweepstakes community, and community 4 was a talent 
lovers’ community. From Fig. 16, we found that there are two 
large communities, one by Community 1, 2, and 3 and the 
other by Community 4. 

Although the average degree of the network is not high, 
there are connections between the two large communities. 
Therefore, we named the network structure of LANCOME as 
a “Dual Network.” 

B. Visualization of Follower Networks across the Cosmetics 

Industry and Identify Mega-influencers 

Next, in order to find mega-influencers, we created a 
follower network for all six brands using the follower users 
used in Section A. We reduced the number of nodes by using 

the edge weights calculated in Section 3-B. We used 357 
nodes for the final visualization of the 1,277 nodes remaining 
in Section A. Table X shows the breakdown of the number of 
nodes for each brand used in the final network visualization. 

 

Fig. 15.  Whole Consumer Network of LANCOME 

 

Fig. 16. LANCOME Follower Network. 

TABLE IX. TOP 5 USERS WITH HIGH PAGERANK (LANCOME) 

Rank Users PageRank Degree Community 

1 Z 0.0330 125 1 

2 AA 0.0265 115 2 

3 AB 0.0234 165 2 

4 AC 0.0232 101 1 

5 AD 0.0209 132 2 

TABLE X. NODE COLOR AND NUMBER OF NODES FOR EACH BRAND 

Brand Names Colors Number of Nodes 

ADDICTION Pink 47 

Shu Uemura Yellow 39 

Paul & Joe Light green 42 

ETVOS Light blue 36 

CLINIQUE Light purple 58 

LANCOME Orange 106 

Multiple Brown 29 
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Fig. 17 shows the results of visualizing the network using 
the nodes listed in Table X. Some users followed more than 
one brand in Fig. 17 (29 nodes as shown in Table X). The 
network average degree was 47.3. 

As a result of using modularity for the entire brand 
network, we detected five communities (Fig. 18). Community 
1, light blue; Community 2, light green; Community 3, pink; 
Community 4, orange; Community 5, purple; and Community 
6, brown. From Fig. 17 and 18, we found that the upper-right 
community (community 6) follows LANCOME. In addition, 
we found that the lower left community (community 3) 
followed the Shu Uemura. So, there are communities in the 
whole network where only the followers of a particular brand 
stick together. 

Table XI lists the top ten users with the highest PageRank. 
“Brand” in Table XI represents the brands that each user is 
following. Comparing Table XI with the micro-influencers for 
each brand, it was confirmed that half of the mega-influencers 
were not included in the micro-influencers for each brand. 
Comparing the percentage of communities, we found that the 
percentage of communities in Community 1 (the orange 
community in Fig. 18) was high, indicating that it was the 
central community in the overall network. 

 

Fig. 17. Network of Coloration by Brand. 

 

Fig. 18. Network Diagram of the Entire Brand. 

TABLE XI. TOP 10 USERS WITH HIGH PAGERANK 

Rank Users PageRank Community Brand 

1 Z 0.0227 1 LANCOME 

2 AE 0.0177 1 ADDICTION 

3 AF 0.0129 1 CLINIQUE 

4 Y 0.0125 1 CLINIQUE 

5 AG 0.0114 1 ETVOS 

6 F 0.0107 3 Shu Uemura 

7 AH 0.0104 1 LANCOME 

8 U 0.0104 5 CLINIQUE 

9 AI 0.0102 1 CLINIQUE 

10 A 0.0090 2 ADDICTION 

V. DISCUSSION 

First, it is confirmed that all brand consumer networks 
were scale-free networks, as shown in Fig. 5, 7, 9, 11, 13, and 
15. Therefore, we considered that some micro-influencers 
mainly spread the information to other users who follow each 
micro-influencer. 

Fig. 19 summarizes the results of classifying the follower 
network of the six brands into three network structures. The 
“Omnidirectional Network” refers to a network in which the 
entire community is universally connected. The “Dual 
Network” is a network in which the entire network is divided 
into two major communities. In these network structures, it is 
obtained those characteristics similar to those of the small-
world in the degree distribution after node reduction. The 
“Centralized Network” is a network in which nodes are 
distributed to derive from one central community. From 
Tables V and VII, we confirmed that the micro-influencers of 
Shu Uemura and ETVOS, which are “Omnidirectional 
Network,” varied degree. On the other hand, we confirmed 
that degrees of the micro-influencers of the four brands with 
“Dual Network” and “Centralized Network” tended to be high 
in proportion to PageRank from Tables IV, VI, VIII, and IX. 
In the omnidirectional network, there are various 
communities, and the communities are all related with each 
other. For this reason, we speculated that information tends to 
be transmitted easily even if the degree is not high, and 
PageRank may become high. On the other hand, “Dual 
Network” and “Centralized Network” are locally divided into 
one or two communities. Therefore, we considered that the 
value of PageRank was proportional to the value of degree. 

 

Fig. 19. Classifying Network Structures. 

Omnidirectional Network Dual Network

Centralized  Network

Shu Uemura ETVOS CLINIQUE

Paul & Joe ADDICTION

LANCOME
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From the results of this classification and the comparison 
of the brand lineages in Table II, we inferred that the brand 
lines were not proportional to the network structure. As for the 
communities of each brand, it is observed a community of 
tweets about sweepstake entries in all networks, which was 
not directly related to cosmetics. These communities were 
unique to Twitter and considered the effect of a campaign to 
increase followers and product recognition. As a characteristic 
community, Shu Uemura had a community that liked 
animation and comic, and LANCOME had a community that 
liked celebrities. Shu Uemura sells cosmetics with tie-ups with 
manga and anime characters every winter, and LANCOME 
has Japanese celebrities as ambassadors, actively appearing in 
commercials and advertisements. Therefore, we consider that 
there is a good possibility that users, who prefer the tie-up 
side, but not the cosmetics themselves, are interested in the 
products and become fans. In contrast, Paul & Joe and 
ADDICTION specialize in communities of users who are 
interested in cosmetics and beauty. Paul & Joe’s cosmetics 
with cat motifs are popular, and ADDICTION’s single 
eyeshadow colors are abundant and popular. Therefore, we 
considered that they might be more likely to attract collectors 
than other brands. 

Based on the tweeting tendencies of users belonging to 
each community, we roughly classified them into communities 
with similarities by community detection. However, some of 
the derived communities were inconsistent in their tweet 
content and self-introductions. It is assumed that this was due 
to the modularity of the community detection. 

Table XII summarizes the results of the micro-influencers 
for each brand. As shown in Fig. 17, some users followed 
more than one brand. However, Table XII shows that there 
were no overlapping users among the six brands. Therefore, 
we inferred that user who are influential on one brand do not 
necessarily influence other brands. In addition, comparing 
Tables XI and XII, which show the mega-influencers, only 
five users (A, F, U, Y, and Z) were included in both tables. 
Therefore, we inferred mega-influencers were not necessarily 
micro-influencers for each brand. In contrast, Table XI shows 
that all mega-influencers followed only one brand. Given 
these facts, we considered whether a person following 
multiple brands was not a criterion for being a mega-
influencer. 

TABLE XII. TOP 5 MICRO-INFLUENCERS FOR EACH BRAND 

 
ADDICT

ION 

Shu 

Uemu

ra 

Paul&J

oe 

ETVO

S 

CLINIQ

UE 

LANCO

ME 

1 A F K P U Z 

2 B G L Q V AA 

3 C H M R W AB 

4 D I N S X AC 

5 E J O T Y AD 

Furthermore, none of the users following Paul & Joe are 
included in Table XI. From the node breakdown in Table X, 
the number of nodes was not extremely low, and the density of 
brand consumer networks was not extremely small. One of the 

reasons for this was that the users who followed Paul & Joe 
were biased toward accounts that specialized in cosmetics. 
Contrarily, although Shu Uemura had the smallest number of 
nodes in the overall network, users who followed Shu Uemura 
were included in the top ten mega-influencers. Considering 
the fact that Shu Uemura’s followers come from various lines 
of users, we considered that even in the cosmetics industry, 
users who were connected to various lines of users were more 
likely to become mega influencers who influence the whole 
network. However, as shown in section 4-B, even in the entire 
brand network, there were communities that consisted only of 
followers of a particular brand. We thought that users who 
belonged to such communities were not necessarily influential 
to the entire industry. Therefore, to identify mega-influencers, 
we considered it necessary to take into account their 
community affiliation even if their PageRank was high. 

VI. CONCLUSION AND FUTURE WORK 

In this study, we identified and compared the consumer 
network structures of six cosmetic brands. We also identified 
and compare the micro-influencers for each brand with the 
mega-influencers for the brands as a whole. We used network 
analysis. The consumer network was visualized using the 
Fruchterman-Reingold model, PageRank, and modularity to 
reveal the community. 

As a result of the analysis, we classified the six cosmetic 
brands into three network structures. We named the three 
networks “Omnidirectional Network,” “Centralized Network,” 
and “Dual Network.” It was also found that the micro-
influencers with high PageRank and high degree for each 
brand were different. After visualizing the entire network, we 
classified the network into six communities. Of the six brands, 
only Paul & Joe’s followers were not included in the top 10 
mega-influencers with high PageRank. Comparing micro-
influencers and mega-influencers, it was found that micro-
influencers are not always mega-influencers. 

In future work, we believe that a generalization of 
consumer networks in the cosmetics industry will be possible 
by conducting the same analysis for cosmetic brands that 
match the same conditions as in this study and comparing the 
results. In particular, the recent outbreak of COVID-19 has led 
to a decline in sales in the cosmetics industry in Japan, so we 
consider this to be an effective marketing strategy. In addition, 
although we used modularity for community detection in this 
study, some communities could not be judged well based on 
users’ tweeting tendencies. Therefore, we believe that network 
analysis using metrics other than modularity will allow us to 
evaluate networks from different perspectives. 
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Abstract—Seismic exploration involves estimating the 

properties of the Earth's subsurface from reflected seismic waves 

then visualizing the resulting seismic data and its attributes. 

These data and derived seismic attributes provide 

complementary information and reduce the amount of time and 

effort for the geoscientist. Multiple conventional methods to 

combine various seismic attributes exist, but the number of 

attributes is always limited, and the quality of the resulting image 

varies. This paper proposes a method that can be used to 

overcome these limitations. In this paper, we propose using Deep 

Learning-based image fusion models to combine seismic 

attributes. By using convolutional neural network (CNN) 

capabilities in feature extraction, the resulting image quality is 

better than that obtained with conventional methods. This work 

implemented two models and conducted a number of 

experiments using them. Several techniques have been used to 

evaluate the results, such as visual inspection, and using image 

fusion metrics. The experiments show that the Image-fusion 

Framework, using the Image Fusion Framework Based on CNN 

(IFCNN) approach, outperformed all other models in both 

quantitative and visual analysis. Its QAB/F and MS-SSIM scores 

are 50% and 10%, respectively, higher than all other models. 

Also, IFCNN was evaluated against the current state-of-the-art 

solution, Octree, in a comparative study. IFCNN overcomes the 

limitation of the Octree method and succeeds in combining nine 

seismic attributes with a better-combining quality, with QAB/F and 

NAB/F scores being 40% higher. 

Keywords—CNNs; neural networks; seismic attributes; seismic 

images; image fusion 

I. INTRODUCTION 

Seismic data is a major source of information for Earth 
subsurface exploration and visualization. To gather seismic 
data, seismic waves are sent into the Earth’s subsurface, and 
the resulting reflection is recorded. Using these reflections, the 
underlaying structural information is obtained and the earth 
subsurface can be modeled and visualized [1]. The data that 
are obtained from the seismic data, to supplement and enhance 
the geological/geophysical information, are referred to as 
seismic attributes [2]. They help to make the process of 
visualization more informative. 

The current process used by engineers, archeologists, 
geologists, and other scientific scholars to develop accurate 
representations of the Earth's subsurface involves looking at 
the seismic images and their related seismic attributes, which 

is followed by the interpretation of huge volumes of data. The 
process is, however, bulky and makes it difficult to combine 
the various views into one comprehensive view that can 
efficiently exploit all the data included in each individual view 
and reduce the time taken in the process. 

Various scholars have made major contributions to address 
the challenge of combining seismic attributes, including 
Octree, principal component analysis (PCA), cross-plotting, 
and volume blending [3], [4]. The most recent work by Al-
Dossari et al. [4], show how the Octree color quantization 
algorithm can be extended to enhance the combined seismic 
attributes. However, the method has some limitations. For 
instance, the number of attributes is limited to a maximum of 
eight, the structural disposition of the attributes can affect the 
results, and the result of the combined image includes 
artifacts. 

Image fusion can be described as the process of combining 
more than one input image that contains complementary 
information from related scenes, thus producing a composite 
image [5]. The input images are obtained from matching 
imaging devices, including various types of imaging devices, 
or from various other parameters such as infrared cameras and 
satellites. The resultant composite image is more useful in 
terms of the included information as compared to the 
individual images [6]. The techniques used in image fusion 
offer many benefits in different image processing tasks that 
rely on viewing more than one image of the same scene, such 
as object recognition and detection, as well as areas like 
digital photography and remote sensing, among others. 
Merging the key information of various input images into one 
fused image can be helpful in reducing the challenge of 
wasted time and enhancing the final results of the work [5]. 
The data enrichment offered by seismic attributes of seismic 
images is the same as in various other image fusion tasks, like 
remote sensing and medical imaging. 

The recent development of deep learning (DL) has led to 
various experts in the field developing different image fusion 
techniques using the new technology. In this field, Machine 
Learning algorithms, afforded by deep learning, along with 
neural networks, are used to extract data and image 
representations. The use of Convolutional Neural Networks 
(CNN) is important in solving the conventional, manual 
method challenge of designing fusion techniques and choosing 
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activity-level metrics and fusion rules as it has the capability 
of learning features indirectly via data training. Because the 
tasks involved in image fusion are closely related to the 
classification challenges that CNNs excel in, they provide 
superior results [7], [8]. 

To create a DL method capable of combining any number 
of seismic attributes, this paper proposes using general image 
fusion models. The method involves extracting features of an 
image and then fusing them into a single image. It first obtains 
three-dimensional (3D) image information, with each piece of 
the three-dimensional information representing either the 
seismic attributes or the seismic (raw data) image. Based on 
this method, 3D data is sliced, and the resulting two-
dimensional (2D) images are forwarded to the fusion model as 
inputs. The key data is then extracted from the input images 
by use of the convolutional layer to produce maps of the 
features. These maps are then fused to generate the output 
image and, lastly, the process outputs the data in form of a 3D 
image. 

This paper includes experiments that compared the 
proposed technique by implementing two fusion models with 
other fusion models used previously by Alotaibi et al. [9], and 
then compares their results. It also compares the model’s 
results against the results of Octree. The models used are a 
new kind of image fusion model developed to fuse all types of 
images and are not limited to any specific types of images. 
The reason for using pre-trained models is the lack of 
available datasets for seismic images with ground-truth fusion 
images, which hinders the training process. The pretraining 
helps solve the problem of training the CNN. 

Our paper is structured as follows: In Section II, we briefly 
provide background information; in Section III, the proposed 
fusion method is introduced in detail; in Section IV, the 
experimental results are shown; in Section V the conclusion of 
our paper and discussion are presented. 

II. BACKGROUND 

A. Image Fusion Review 

In its simplest terms, image fusion can be described as a 
technique used in image processing that involves merging 
more than one input image, obtained from multiple sensors, to 
produce a single superior image [5]. The process is used to 
reduce the volume of data, as well as to provide images that 
are more ideal and understandable by computers and humans. 
Image fusion also facilitates the collection of data from 
images derived from multiple sources to create high-quality 
fused images including all the spectral and spatial information 
[6]. 

The fused image must observe the following conditions: 
first, it must contain all of the relevant information; second, it 
must have clarity regarding every artifact and anomaly; and 
third, all errors and noise are eliminated. Some of the primary 
applications of image fusion are multi-focus image fusion, 
medical image fusion, and remote sensing image fusion [5]. 

The common approach used in image fusion includes 
acquiring multiple input images, registering the images, and 
then fusing them. The registration of the images includes 

detecting features, setting and comparing them, estimating the 
transformation models, and converting and re-sampling the 
image. The process includes fusion rules which are applied 
either as part of the image transformation models or as direct 
mathematical applications, such as choosing or averaging the 
maximum pixel value [10]. 

Image fusion can be classified into different categories 
according to the task(s) performed [11]. These are: 

 Multi-exposure image fusion - combines images with 
various exposures to different lighting to produce 
superior images. 

 Medical image fusion – combines images used in 
medical fields, like computed tomography (CT) and 
magnetic resonance imaging (MRI) to produce more 
informative images. 

 Infrared/Visible light image fusion that combines 
images obtained using infrared radiation with visible 
light to produce images that are more informative. 

 Multi-focus image - it combines images that include 
diverse focus depths to produce greater depth of visual 
field. 

The deep learning-based image fusion approach has 
demonstrated huge potential in terms of enhancing the 
techniques used for image fusion due to the application of 
CNNs. The basic architecture of CNNs includes two main 
parts, the classifier and the feature extractor. The latter utilizes 
pooling and convolutional layers to obtain the relevant 
features of the inputs and signify them via activation maps, 
which support the step of image registration in the image 
fusion process. The former is used to execute fusion rules on 
the map, which supports the fusion part in the image fusing 
process. CNNs are also able to apply more than one fusion 
rule since they are trained on big datasets, thus avoiding one 
of the classical limitations of the fusion techniques. Fig. 1 
presents the CNN’s basic architecture. 

B. General Image Fusion 

Within the last few years, a new trend of image fusion 
research has emerged in which DL models are created to 
perform image fusion on all types of image fusion tasks. So 
far, two of such general image fusion models have been 
developed. 

 

Fig. 1. Overview of CNNs Architecture. 
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One of these includes a Zero-learning image fusion model 
proposed by Lahoud and Susstrunk [12] to solve problems of 
image fusion using CNNs, such as the need to create a large 
dataset to train the network. The training process is time-
consuming and expensive, requiring a lot of resources such as 
processing power, and a large amount of memory, energy, and 
time, which prevents the network from being able to perform 
other tasks. As a solution, the study proposes a novel image 
fusion model using earth CNNs. The pre-trained network is a 
network that has been trained on a large dataset and has saved 
the network’s weights and biases to use on another task. Using 
a pre-trained network solves all the aforementioned problems 
by removing the need to create a dataset, saving time, and 
reducing cost. It also eliminates the training process to work 
on various image fusion tasks. The model operates as a two-
scale decomposition image fusion model. Fig. 2, presents a 
schematic diagram of the proposed method. It follows specific 
steps, which include: (1) dividing the images into base and 
detail layers by applying a filter; (2) performing base layer 
fusion on saliency maps; (3) performing detail layer fusion on 
CNN feature maps using the Very Deep Convolutional 
Networks (VGG19) model trained with ImageNet [13]; and 
(4) fusing base and detail layers to acquire the final fused 
image. 

The proposed model was tested against state-of-the-art 
models for medical image fusion, Infrared-Visible image 
fusion, and Multi-focus image fusion. The experimental 
results showed that the fusion model being developed was 
robust, and that it exceeded the current state-of-the-art image 
fusion models for specific tasks. 

Zhang et al.[14] propose a general image-fusion 
framework using CNN (IFCNN) that takes full advantage of 
the convolutional layer capabilities as a feature extractor, as 
well as generating output images using a weighted average. 
The proposed framework is a novel solution to the problem of 
general-purpose image fusion to achieve state-of-the-art 
results with a fully convolutional neural network without the 
need for other techniques to complement it. The quality of the 
training dataset used in the model is far superior to other 
existing models, thus making the proposed framework a 
novelty among CNN models used for image fusion. The 
IFCNN contains three key modules, including the image 
reconstruction module, feature fusion module, and feature 
extraction module. Fig. 3 includes an illustration of the model 
architecture. 

 

Fig. 2. Schematic Diagram of the Method [12]. 

 

Fig. 3. IFCNN Architecture [14]. 

The model was also tested against state-of-the-art models 
used in multi-focus image fusion, multi-exposure image 
fusion, infrared-visible image fusion, and medical image 
fusion, and outperformed all of them. 

Alotaibi et al. [9] proposed the use of DL models to 
combine seismic attributes. The work primarily investigated 
the performance of current state-of-the-art models, pre-trained 
for specific types of image fusion in combining three seismic 
attributes. The results showed that DeepFuse [15] has 
successfully combined three seismic attributes. DeepFuse is a 
model used for multi-exposure fusion. Prabhakar et al. [15] 
proposed DeepFuse, a novel model for multi-exposure fusion 
that takes an unsupervised approach in the fusion process. The 
authors also created and trained the network on a new 
benchmark dataset, improving the model’s learning ability. 

III. PROPOSED TECHNIQUE 

The image fusion technique proposed here helps to support 
the seismic data-merging and multiple seismic attributes along 
these lines: assume there are X inputs to the model, and X≥2, 
where X is three-dimensional images with similar sizes that 
are either seismic attributes or data, symbolized as IAn and IR 
in that order, as IAn|n∈{1,2, 3,…, N} as shown in Fig. 4. First, 
the IAn and IR inputs are transferred to slicing functions to 
change the three-dimensional data (x,y,z) into two-
dimensional data (x,y) with Z sum of images. The slicing 
function’s outputs are sent to the fusion models as inputs, the 
model accept a group of images as inputs, including a single 
image from each IAn and IR, beginning from z =1 up to Z. 
After every fused image is generated by the fusion models, 
and the calculation of the fusion metrics and image fusing is 
done, they are then converted into three-dimensional image 
information via the slicing function’s reverse function. 

A. Fusion Model 

We will compare the performance of IFCNN and Zero-
Learning models on the seismic image combining task. 
IFCNN is trained on a NYU-D2[16] dataset and Zero-
Learning, using ImageNet weights for its layers, and pre-
trained implementation to overcome the issue of a lack of 
labeled datasets where their ground truths are identified. This 
approach also benefits from the use of pre-trained models 
because it eliminates the need for model training, which 
reduces the time and resources required to implement the 
method. Additionally, using pre-trained models to combine 
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seismic attributes creates a method that is less complicated 
than all other existing methods since the existing methods 
require powerful workstations and high computational 
resources. 

 

Fig. 4. Schematic Diagram of the Proposed Method. 

B. Fusion Metrics 

The metrics used to assess the performance of image 
fusion techniques proposed by Lahoud, Süsstrunk, et al. 
[12][14] compare the models’ performance. Because the 
ground truth images are lacking, different non-referenced 
image fusion metrics are used in the evaluation of the 
performance of the models. Based on the study by Jagalingam 
and Hegde [17], the appropriate metrics to use are: 

1) NAB/F (Modified Fusion Artifacts): for measuring 

artificial artifacts produced by the fusion. 

2) EN (Entropy): for measuring the fused image’s 

information content. 

3) QAB/F (Information Transfer): for measuring the overall 

information moved from source images to the fused one. 

4) FMI (Feature Mutual Information): for measuring the 

dependencies existing between the fused image and input 

images. 

5) MI (Mutual Information): measures the relationship of 

image intensity between the reference images and the fused 

images. 

6) SSIM (Structural Similarity Index Measure): used for 

comparing the local patterns of pixel intensities between the 

reference images and the fused image. 

7) MS-SSIM (Multi-scale structural similarity): used in 

measuring the expansion of the SSIM by merging luminance 

data at the highest resolution levels, with contrast and 

structural information at various down-sampled resolutions 

(scales). 

IV. EXPERIMENTS AND RESULTS 

After conducting experiments on the models Zero-
Learning and IFCNN, using pre-trained models published by 
Lahoud, Süsstrunk, et al. [12][14], the results were compared 
with those of DeepFuse and Octree [4][15]. Three key 
experiments are presented in this study. The first one 
compares the results from three models' results on combining 
three seismic attributes to find the best model, and the second 
one compares the results of Octree with the best fusion model. 

Experiment 1 determined whether the proposed models are 
able to combine three different seismic images and then 
compared their results with DeepFuse. Experiment 2 showed 
the model's ability to combine up to nine attributes. 
Experiment 3 was used to compare the model results of 
combining eight seismic attributes against the results of 
Octree. To analyze the combined results, a visual comparison 
was done, along with a quantitative assessment, to check the 
visual representation characteristics, like color and quality, 
among other aspects of the fused image, together with the 
structural data. 

A. Comparing Fusion Models 

In the first experiment, a section from a marine block from 
the North Sea was used. The number of inputs X is 3; one of 
the inputs is a seismic image (IR), and another is a 
skeletonization algorithm seismic attribute termed skeleton, 
produced by (IA1) [18]; the third is a seismic attribute called 
coherence and is represented by (IA2) [19]. The size of IR,, IA1, 
and IA2 is (876,221,271). The inputs and the combined results 
of the three models are presented in Fig. 5. The images are 
reduced and cropped to fit within the limits of the space 
available. The original images were used for the experiments. 

To assess the success of the fusion of multiple seismic 
attributes, the fusion result should: 

1) Identify unique events that appear in one attribute. In 

this experiment, the events are faults that appear in one of the 

inputs. 

2) Preserve small details. 

3) Reveal major common geo-bodies from all inputs. In 

our experiment, the geo-bodies are faults [1]. 

We will refer to each of these points as a Studied Property 
(SP). 

 

Fig. 5. Fusion Results after Combining Experiment 1 Results: The Left Side 

of the Line shows the Inputs while the Right Side Presents the Fusion 

Outputs. 
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For SP 1, described as Identifying unique events that 
appear in one attribute, as shown in Fig. 4 and marked in blue, 
Zero-Learning, IFCNN, and DeepFuse clearly present the 
events from all inputs. For SP 2, described as Preserving small 
details after the combining process, as shown in Fig. 4 marked 
in red, IFCNN maintained all of the details that other models 
could not keep. For SP 3, described as Revealing major 
common Geo-bodies in the fused image, Fig. 4 shows an 
example of a common geo-body, marked in green. All models 
displayed the geo-body but not all details are visible. Only 
IFCNN captured all of the details. IFCNN had the best 
performance, followed by Zero-Learning, which shows that 
general fusion models are capable of extracting and 
transferring important information from seismic images better 
than DeepFuse. 

Experiment 1 fusion metrics results are presented in 
Table I. The figures in bold font represent the best 
performance results, while underlined figures indicate the 
second-best performance. 

TABLE I. EXPERIMENTAL RESULTS 

Fusion Metric 
Model 

Zero Learning IFCNN DeepFuse 

EN↑ 7.185351 7.363646 7.127503 

MI↑ 21.55605 22.09094 21.38251 

QAB/F↑ 0.35872 0.55716 0.38529 

FMI↑ 0.840996 0.831741 0.840794 

SSIM↑ 0.4322 0.413706 0.428697 

MS-SSIM↑ 0.785514 0.870077 0.806129 

NAB/F↓ 0.010318 0.079795 0.000752 

The Zero-Learning model’s result included the top values 
for FMI, SSIM, and second-best values for EN, MI, and NAB/F. 
Scoring high in EN, MI, and FMI, ≈0.84 values indicate that 
the fused images include huge volumes of data and that the 
model performs extremely well for extracting features. The 
model’s EN and MI values are 2.4% less than the best model 
(IFCNN). Scoring high SSIM ≈ 0.43, and MS-SSIM ≈0.78 
values, indicates that the fused images have maintained 
structural data and high image resolutions. The model’s SSIM 
and MS-SSIM values are 1% and 9.7% respectively, less than 
the models with the highest values (IFCNN, DeepFuse). 
Scoring a high QAB/F, ≈  0.35 value, shows that the fused 
image contains data transferred from the inputs. The model is 
ranked third for QAB/F value, and less than the best model by 
35.6%. Scoring a low NAB/F ≈ 0.01 value indicates less 
artificial fusion noise. The model is ranked second for NAB/F 

values and is more than the best model (DeepFuse) by 1×103 
percent. 

The IFCNN model’s results included the top values in EN, 
MI, QAB/F, and MS-SSIM. The model’s high MI and EN 
values indicate that the fused image includes some rich 
information. The model has a high FMI ≈ 0.83 value which is 
less than that of the model with best values (Zero-Learning) 
by 1%. The model has a high SSIM ≈ 0.41 and highest MS-

SSIM ≈ 0.87 values; SSIM values are 4.2% less than the best 
model (Zero-Learning). The model has the highest QAB/F ≈ 
0.55 value and has a low NAB/F≈ 0.079 value. It is ranked third 
for the NAB/F values, and the value is more than the best model 
(DeepFuse) by 1×105 percent. The fused images contain all of 
the structural information from the inputs, every edge is clear, 
the inputs’ texture and color are available, and no perceptible 
fusion noise is present. 

For the DeepFuse model, its results included the top values 
for NAB/F, and the second-best ones for FMI, QAB/F, SSIM, and 
MS-SSIM. The model has high EN and MI values. The EN 
and MI values are 3.3% less than the model with the best EN 
and MI values (IFCNN) and the model’s FMI ≈ 0.86, and are 
less than the model with best values (Zero-Learning) by 
0.02%. The model has high SSIM ≈ 0.42 and high MS-SSIM 
≈ 0.80 values. The SSIM and MS-SSIM values are 1% and 
7.8% respectively, less than the models with the highest 
values (Zero-Learning and IFCNN). The model has a high 
QAB/F ≈ 0.38 value but is less than the best model (IFCNN) by 
%30. The model has the lowest NAB/F ≈ 0.0004 value. The 
fused images contain all of the structural information from the 
inputs, every edge is clear, the texture and color from the 
inputs are presented clearly, and no perceptible fusion noise is 
present. 

The Experiment showed that IFCNN is the best out of the 
investigated models, as it outperformed every other model and 
gave the best result for enhancing fault detection by 
combining seismic attributes. Zero-learning and DeepFuse 
were competing for second place and had comparable 
performance. We only considered IFCNN in the following 
experiments. 

B. Combining more Attributes 

The second experiment tested IFCNN’s ability to combine 
multiple seismic attributes. We used a section from the 
Parihaka dataset and generated fusion results. In addition to 
seismic Detect and Skeleton attributes, six additional attributes 
were generated using an edge-preserving algorithm [20]. 
Fig. 5 presents the results of combining multiple attributes. 

The fusion metrics of the results have been calculated and 
are presented in Table II. 

TABLE II. FUSION METRICS’ RESULTS FOR IFCNN FOR UP TO NINE INPUTS 

Fusion 

Metric 

Number of Inputs (Attributes) 

3  4  5  6  7  8  9  

EN↑ 6.85 6.86 6.89 7.02 7.14 7.06 7.60 

MI↑ 20.9 27.4 34.48 42.13 50.00 56.55 60.87 

QAB/F↑ 0.56 0.48 0.36 0.32 0.31 0.25 0.21 

FMI↑ 0.86 0.84 0.84 0.82 0.82 0.82 0.76 

SSIM↑ 0.50 0.43 0.41 0.44 0.43 0.38 0.28 

MS-

SSIM↑ 
0.85 0.69 0.60 0.73 0.55 0.70 0.67 

NAB/F↓ 0.05 0.05 0.01 0.04 0.13 0.08 0.17 
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The metrics values show that IFCNN had maintained good 
image quality for the fused images while increasing the 
number of attributes. First, the increase in EN and MI values 
with the increase of attributes shows that IFCNN combining 
results is rich in information. IFCNN maintained high FMI 
and MS-SSIM values while increasing the number of 
attributes, demonstrating that the fused images did not lose 
important information from individual inputs and that the 
fused images have a good structure. The NAB/F values 
increased while increasing the number of attributes, since 
increasing the number of inputs leads to increasing the amount 
of resulting fusion noise, but the values remained small. 
Finally, IFCNN QAB/F and SSIM values decreased while 
increasing the number of attributes because, given that the 
fused image structural similarity to individual inputs and the 
information transfer rate from input to output will decrease 
with the increase of inputs, the decrease is to be expected. 

Visually inspecting the combining results exhibit IFCNN’s 
ability to increase the number of combined attributes without 
generating a large number of unwanted artifacts or 
diminishing visual information. After examining the 
combining results quantitatively using fusion metrics, and 
qualitatively by visual inspection, the combining results 
determined IFCNN’s ability to successfully combine up to 
nine attributes, with the ability to combine more. 

 

Fig. 6. A Sample of Combining Results of Multiple Attributes. Inputs: 

Seismic (IR), Detect Attribute (IA1), Skeleton Attribute (IA2), Sobel X 
Gradient Attribute (IA3), Prewitt X Gradient Attribute (IA4), Sobel Y 

Gradient Attribute (IA5), Prewitt Y Gradient Attribute (IA6), Sobel Z 

Gradient Attribute (IA7), Prewitt Z Gradient Attribute (IA8). 

C. Comparing IFCNN and Octree 

The third experiment was carried out to compare, in detail, 
the quality of combining results between IFCNN and Octree 
on fault detection. To fairly compare IFCNN and Octree, we 
used sections from a marine block and an F3 block to generate 
combining results of three and eight attributes respectively, 
Fig. 6 shows the input and output of both IFCNN and Octree 
for combining three attributes. 

As shown in Fig. 6, IFCNN preserved more structural 
information in the resulting image than Octree, its combined 
image had less noise, and its results are more suited for the 
fault detection task. Then, we generated combining results for 
eight attributes and compared the performance of the two 
methods as shown in Fig. 8. 

From Fig. 7, it can be seen that IFCNN’s structural details 
are more vivid and that faults are more easily detectable since 
IFCNN uses a large number of filters to extract important 
features from individual attributes before combining. This 
helped IFCNN maintain high structural information with the 
increased number of attributes. The quality of the combining 
results can be quantified using the fusion metrics’ values in 
Table III (better results are in bold). 

 

Fig. 7. Inputs: Seismic (IR), Detect Attributes (IA1), and Skeleton Attribute 

(IA2). Output: Combining Results of IFCNN and Octree. 

 

Fig. 8. Left Side: Combining Results of Three Attributes. Right Side: 

Combining Results of Eight Attributes. 
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TABLE III. FUSION METRICS’ RESULTS FOR IFCNN AND OCTREE 

Fusion Metric 
3 Attributes 8 Attributes 

IFCNN Octree IFCNN Octree 

EN↑ 7.180216 7.51156 7.60924 7.93288 

MI↑ 21.54065 22.5347 60.8739 63.4630 

QAB/F↑ 0.583826 0.27468 0.21114 0.11362 

FMI↑ 0.850726 0.87913  0.76648 0.72074 

SSIM↑ 0.457925 0.25939 0.28056 0.18298 

MS-SSIM↑ 0.878803 0.41374 0.67677 0.26245 

NAB/F↓ 0.056377 0.35625 0.17012 0.29739 

The higher EN and MI values of the Octree method can be 
attributed to the color quantization algorithm, because Octree 
quantizes and inputs pixel values, which guarantees that all 
information from all inputs is condensed in the output, 
creating an information-rich image with a high amount of 
information. The FMI values are also affected by the color 
quantization algorithm, as observed in Table III. The Octree 
method had a higher value of FMI with a small number of 
inputs because the total amount of information can be 
quantized (condensed) without losing input information, but 
when quantizing a large number of inputs, some information 
from individual inputs is lost. Because of feature extraction, 
IFCNN managed to maintain high values of FMI with the 
increase of the number of inputs, because the important 
information is extracted from the images, and the fused image 
did not lose important information from individual inputs. 
Also, for the other metrics, it can be seen that the Octree 
method does not maintain high structural similarities between 
inputs and output, which is indicated by the low values of 
SSIM and MS-SSIM. Fig. 7 shows that the Skeleton attribute 
structure is not clearly visible in the Octree results. IFCNN, 
SSIM, and MS-SSIM values are 50% more than Octree, and 
this can be observed by IFCNN results maintaining a similar 
structure as input images. Also, IFCNN, QAB/F, and NAB/F 
values are 40% better than Octree, indicating the IFCNN 
causes less artificial noise during the combining, and it has a 
better information transfer rate than Octree. Thus, results show 
that IFCNN overcomes the limitations of the Octree method, 
and IFCNN’s seismic attribute combination quality exceeds 
that of the Octree method. 

V. CONCLUSION 

In this paper, a method based on Deep Learning, designed 
to solve the problem of combing multiple seismic attributes by 
using CNN models is presented. The proposed method uses 
pre-trained general image fusion models to fuse and combine 
multiple seismic attributes. The approach has shown that it 
can: 

1) Overcome the issue of lack of labeled datasets where 

their ground truths are identified. 

2) Reduce the time and resources requirements by the use 

of pre-trained models to eliminate the training phase. 

3) Provide a refined solution that is capable of producing 

better results than using the DeepFuse model. 

The experiments that were conducted led to a number of 
findings. They showed that the Image-fusion Framework 
using the CNN (IFCNN) model was the best model out of all 
of the investigated models for combining seismic attributes. 
The Zero-Learning model is a lightweight model, and the 
easiest one to modify, and can be extended for future research 
to further study these types of fusion models to use for seismic 
attribute combining tasks. General image fusion models 
exhibited excellent results and showed great potential. The 
results showed that IFCNN scored better than other DL 
models on multiple metrics. Its QAB/F and MS-SSIM scores are 
50% and 10%, respectively, higher than the second-best 
model. When IFCNN is compared to the current state-of-the-
art, Octree, IFCNN combining quality was superior to Octree 
especially when the number of attributes is high. Metrics 
results showed that IFCNN is better the Octree by 40% when 
the two are compared by the quality of the image structural 
information and the amount of noise. 

The work presented in this paper implemented a method 
that can combine seismic attributes using pre-trained DL 
models. The choice of the pretrained models was based on 
their performance in comparison to other models found during 
the literature review. With scientific research advancement, 
better models can be introduced. The downside to the study 
presented is that the work is limited to seismic attributes used 
for faults enhancement and detection. 
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Abstract—Over the past decade, engineers and scientists 

dedicated a significant amount of effort and time to enhance an 

indoor system embedded with the state-of-the-art automation. 

Through innovative implementation of sensors, IoT and machine 

learning algorithm, the designing of indoor lighting control 

systems evolved over the period. Our research is based upon the 

development of a highly intelligent lighting system that will be 

cost effective and at the same time easily accessed in a remote 

mode. Devices like Ultra-wide band sensors and Lux sensors 

were collected and utilized in the designing of the system to 

retrieve information about the user’s location and existing 

brightness in the room, respectively. These data were then 

preprocessed, scaled and transmitted to various machine 

learning algorithms to predict suitable lighting condition. The 

application of our proposed lighting system will always keep the 

brightness range to a recommended level of 200-400 Lux which is 

extremely compatible for its use in homes, offices, schools and 

high rage apartments. In addition, the remote access facility 

allows users to operate the system anywhere in the world 

providing user experience beyond imagination. Lastly, as the 

system comprises of low-cost components that are also easily 

replaceable and only provide lighting when needed, it can 

provide savings in terms of cost and power. 

Keywords—Machine learning algorithms; indoor lighting 

control system; internet of things (IoT); ultra-wide band sensors; 

lux sensors; remote access facility 

I. INTRODUCTION 

The importance of designing an efficient indoor lighting 
system is impeccable in modern times. Interestingly, the 
priority of lighting system is not only circumscribed to 
exterior work but also light is a pivotal entity in terms of its 
significance to human health. From the production of Vitamin 
D- an essential ingredient for the bone development to 
Vitamin D2 for conversion of ergosterol, light contributes to 
such important functions in human health. Nowadays light 
even being used as a therapy for numerous diseases ranging 
from sleeping disorder to Alzheimer due to the fact that light 
always triggers visual cortex of the brain used for vision and 
other neural activities. 

Undoubtedly, the admittance for the advantages and 
significance of productive lighting is inevitable [4]. This is 
why continuously engineers and scientists all around the world 
try to develop intelligent indoor lighting system with the 
application of machine learning. We know that machine 
learning deals with developing algorithms that can gain access 
to large amount of data and learn automatically both in the 
form of supervised and unsupervised mode. In addition, due to 
the extensive application of Internet of Things (IoT) like 
wireless technology and sensors, it is extremely viable to 
connect devices with the internet and exchange large amount 
of data. For example, it has been reported that the combination 
of IoT along with machine learning technology will lead to an 
increase of worldwide market earnings from $651 million in 
2017 to $4.5 billion in 2026 [24]. 

The implementation of sensors with lighting makes the 
overall use of control hardware redundant. Luminaries can 
communicate by exchanging data with one another, allowing 
seamless change in lighting to suit the immediate environment 
with manual intervention. Interestingly, the intervention of 
mobile apps without installing any additional cables makes the 
indoor lighting system cost effective, secured, sustainable, 
user friendly and most importantly desirable to consumers and 
flexible for other technologies as well [11]. Generally, when 
IoT solutions are incorporated, high expenditure for suitable 
infrastructure is incurred, making return on investment 
uncertain. However, with intelligent lighting, lesser energy 
consumption is certain, reducing power costs. By further 
tuning and daylight harvesting, power savings by up to 90% 
are possible through LED lighting [12]. 

In this section, the need for good indoor lighting has been 
discussed. In the next section, the existing research on 
intelligent lighting has been reviewed. Further, the latest 
research on the impact of incorporating intelligent lighting has 
been highlighted in proposed methodology section. Finally, 
the various intelligent lighting systems that have been built 
lately have been examined in the last section. 
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II. LITERATURE REVIEW 

The importance of intelligent lighting system is something 
that is taken into serious consideration by many and as a 
consequence we have seen some prolific work that already 
proved to be productive. 

Light is an essential aspect for both functional and 
physiological facets of human beings. Some of the examples 
include its importance in terms of the production of melatonin 
which is a hormone that prepares the body for sleep at night 
[1]. Importance of sleep to human physiology is beyond 
articulation as several vital functions of brain – cognition, 
concentration and productivity is directly related to sleep [2]. 
Needless to mention the significance of light from an 
employee’s perspective as inadvertent designing of lighting 
can result mishaps, lethargy, annoyances and most unwanted 
accidents. ILO Manual states that improved lighting can 
increase productivity up to 10% and reduce error by 30%. 

When the lighting in an area adapts to changes in its 
surroundings to achieve the necessary illumination, intensity, 
and user satisfaction, it is called intelligent. It is proven fact 
that intelligent lighting can result a sustainable and effective 
increase in productivity and performance. Research has shown 
that available lighting in the office directly affects employee’s 
productivity, performance and probability of causing accidents 
[3]. Considering the overall market segment and growing 
focus on achieving a healthier and comfortable life, intelligent 
lighting is one of the fastest growing areas for research and 
commercial and probably it will not be wrong to term it as the 
future of lighting. The process of installing intelligent lighting 
in every household is much easier now due to an enormous 
number of devices around 22.5 to be precise connected to 
Internet by the end of the year 2021 based upon the Ericsson’s 
latest Mobility Report. 

While lighting control has been commercially prevalent 
over the last few decades, the ways to achieve lighting control 
are constantly evolving. At the very beginning, lights could 
only be controlled using switches and dimmers. Users had to 
manually change the light settings to suit their preferences. As 
sensors and microcontrollers were commercially made 
available, they could replace traditional switches by changing 
brightness and intensity levels without user intervention [5]. 
Furthermore, by incorporating memory devices in lighting 
systems, personalized lighting control has become possible by 
saving user’s preferences [6]. In today’s times, easy 
availability of data and data mining technologies has made 
intelligent lighting possible. In intelligent lighting, machine 
learning algorithms are used to learn from available data or 
through their interaction with the environment to achieve 
optimal light settings without manual intervention. The 
evolution of lighting control over years has been summarized 
in the below Table I. 

TABLE I. ADVANCEMENT OF LIGHTING CONTROL ALGORITHMS 

Type of 

Lighting 

Extent of User 

Intervention 
Behavior 

Commercial 

Example 

Traditional Greatest 
One has complete 

control over lights 
On or Off switches 

Autonomous Null 
Lights need not be 

controlled by users 

Controlled by 

sensors 

Adaptive Least 
Stores user’s 

preferences 

Lighting is 

personalized using 
memory devices 

Intelligent Minimum 
Lighting systems 
learns user 

preferences 

Intelligence 

lighting control 
systems using 

machine learning 

There are several intelligent lighting algorithms that have 
been proposed in recent times to achieve certain objectives by 
changing their behavior. Some of these systems include: 

 Indoor Light Automatic Control System (ILACS) 
control Algorithm. 

 Structure of lighting control system using evolutionary 
optimization algorithm. 

 Intelligent dimming using PIR sensor and a dimmer 
circuit. 

 Intelligent room using Fuzzy Logic. 

 Using power line carrier design. 

A. Indoor Light Automatic Control System (ILACS) 

Prominent researchers [8] have proposed an Indoor 
Lighting Automatic Control Algorithm (ILACS) that controls 
lighting according to daylight intensity, occupancy and motion 
detection to ensure efficient utilization of energy. This work 
focuses on Radial Basis Function Neural Network & Generic 
Algorithm [10]. 

When operating on ILACS, the algorithm works as per the 
selection of either of the two control methods- Lighting 
control by scheduling and lighting control as per occupancy 
detection. The two methods have been illustrated in the Fig. 1. 

When the former control method is selected, the algorithm 
calculates the daylight illuminance as per the present time 
zone. The required light level is then determined based on the 
light sensor and daylight calculations. The algorithm then 
regulates the lighting groups in the system using light patterns 
in accordance with the determined light level. 

This system has been implemented using a light and PIR 
sensor to detect illuminance and occupancy and a Linux 
system to run the ILACS algorithm. The lighting control 
information is transmitted wirelessly through ZigBee modules 
to the various Lighting groups in the system- consisting of 
LED drivers, down light and flat light by following closed 
loop control algorithm [7]. 
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Fig. 1. ILACS Control Flow. 

Results of this set up state that using the ILACS algorithm 
utilizing external daylight with LED lighting reduces the 
power consumption by up to 66.25%. 

B. Evolutionary Optimization Algorithm 

The researchers in this work elaborated the design and 
implementation of a lighting control system that is built on 
genetic algorithm optimization (Fig. 2). It emphasizes on 
maximum utilization of natural daylight to achieve user 
comfort and energy efficiency. The luminaire is either dimmed 
or switched on/off as per the measured horizontal and vertical 
illuminance values in the room. Using the genetic algorithm, 
the illuminance output of all the lighting devices in the 
workspace is estimated and the optimum operating schedule of 
the electric system is decided. 

The proposed system is an easily implementable and 
inexpensive solution that offers efficient energy consumption 
by reaping the benefits of natural daylight. Lights can be 
switched on or off manually, but not dimmed. In the work by 
I. Petrinska, V. Georgiev and D. Ivanov [9], the design and 
implementation of a lighting control system that is built on 
genetic algorithm optimization has been detailed which is 
same like our proposed system. 

 

Fig. 2. Evolutionary Optimization Algorithm Implemented in Lighting. 

C. Intelligent Dimming using PIR Sensor and Dimmer Circuit 

The researchers implemented a dimmer circuit in the 
design that varies the Pulse Width Modulation (PWM) signals 
according to user’s position. The whole system can be 
remotely operated using LabVIEW software. 

When the PIR sensor detects motion, it sends a high value 
signal to the Arduino Uno microcontroller. The 
microcontroller then generates the PWM signal that is 
transmitted to the dimmer circuit to switch on the light with 
maximum brightness. Similarly, if no use has been found, the 
PIR sensor transmits a low voltage signal to switch the LED 
off. 

The proposed system (Fig. 3) has applications in many 
other fields like street lightings, industries, and homes. While 
it is a low cost set up that can potentially save power, it does 
not utilize smart algorithm to control output voltage and hence 
it is not fully intelligent. 

D. Intelligent Room using Fuzzy Logic 

The researchers in the designing of intelligent room using 
Fuzzy Logic System have simulated a smart lighting room that 
takes the room temperature and available lighting into 
consideration to produce necessary voltage [13]. This voltage 
is then used for LED and blind control by using fuzzy logic. 

 

Fig. 3. System Block Diagram for Intelligent Dimmer Circuit. 
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The set up utilizes occupancy and lux sensors to detect 
presence of user and the present illumination levels, 
respectively. The sensitivity of the sensors must be such that it 
neither produces delay in delivering information nor consumes 
excess power. An additional sensor called radar motion sensor 
is also used to alert the system to consume less power when 
there is no activity in the room beyond a certain duration. 
Window blinds with actuators are used in this experiment to 
automatically allow maximum outdoor light into the room 
while preventing glare. 

However, system using fuzzy logic requires complicated 
and enhanced computation power. Therefore, replacement of 
fuzzy logic by machine learning algorithms has been 
suggested. 

E. Power Line Carrier Design 

The researchers in this proposed system [14] have 
introduced an intelligent control using power line 
communication and a GSM module for remote control. The 
system design is illustrated using Fig. 4. 

The microcontroller communicates with the GSM module 
via an RS232 cable for serial communication. It is also serially 
connected to the power line for communication. Effective 
transmission between the nodes is carried out by the power 
line cattier module. For encoding and decoding purposes, 
PT2248 chip is used. The infrared circuit in the chip receives, 
detects, modulates and demodulates the infrared signal. 
Lighting brightness control is achieved by the lighting 
terminal controller. 

 

Fig. 4. System Design. 

III. PROPOSED METHODOLOGY 

A. Proposed Experimental Procedure 

The primary criteria of the implementation is to provide 
suitable lighting conditions in accordance with the immediate 
environment. The various aspects that form the immediate 
environment will be the features impacting the project. By 
understanding these features better, the data that must be 
collected and fed into the algorithms for providing a suitable 
output can be determined. These features depend on the 
architecture of the area in which the project must be set up. 

Therefore, the layout of the room where the project has 
been set up comes into consideration. In order to understand 
the nature of intelligent lighting, information about the various 
factors influencing lighting in the area and the relationship 
among these factors are crucial. This information will help 
understand the problem statement better that will enable in the 
design of a suitable lighting system. Since the primary criteria 
of the implementation is to provide suitable lighting 
conditions in accordance with the immediate environment, the 
various aspects that form the immediate environment will be 
the elements (features) impacting the project. By 
understanding these features better, the data that must be 
collected and fed into the algorithms for providing a suitable 
output can be determined. These features depend on the 
architecture of the area in which the project must be set up. 
Therefore, the layout of the room where the project has been 
set up comes into consideration. The layout of the room where 
the experiment was set up has been shown in the below Fig. 5. 

 

Fig. 5. Experiment Set up. 

Experiment set up consists of 8 LED luminaires that are 
controlled by Mi-Light 40W 0/1 ~ 10V Drivers to switch the 
lights on and off or for dimming purpose [15]. To ensure even 
distribution of light throughout the room, the room has been 
divided into 4 zones accordingly as shown in the above figure. 
Therefore, the dimension of each zone is 5.5m x 2m x 2.2m. 
Each of the zones is operated by a set of two luminaires, 
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controlled by the Mi-Light drivers. Mi-Light 40W 0/1 ~ 10V 
Drivers are used to adjust the brightness of the lights from 0 to 
100% via PWM signals. The controller uses 2.4 GHz wireless 
technology for low power and wireless transmission. Wireless 
connection to the driver can be established via the Mi-Light 
app in a smartphone or through the Mi-Light iBox2 Wi-Fi 
bridge [17]. By linking this bridge to the local Wi-Fi router, 
remote access to these lights becomes possible from anywhere 
in the world. To detect real time positions of users, 4 
DecaWave DWM1001 RTLS units are configured as anchors 
and mounted at every corner of the room. Each of these 
anchors are placed 1.5 m above floor level to guarantee line of 
sight for better performance and seamless operation. Some of 
the specifications of Mi-light driver [16] are given in Table II. 

Two of the remaining RTLS units are then configured as 
tags to record and mimic users’ position in the room. 
Furthermore, to provide suitable lighting conditions to users in 
each zone, information about the existing lux level in each of 
the zones is necessary. For this purpose, EDS OW-ENV-
THPL sensors are mounted at the center of each of the zones. 
These sensors also capable of providing temperature, humidity 
and barometric pressure reading besides lux levels. However, 
to ensure relevancy to the experiment, only lux levels are 
recorded at the rate of 1 reading per second. This data can be 
acquired via a data aggregator called MeshNet controller from 
which data can be stored and viewed at real time. This useful 
data from both the anchor tags and lux sensors is then fed to 
Raspberry Pi 3 for manipulation by the algorithms. The 
algorithm then accordingly predicts a suitable lighting 
condition as output based on the data given which is then fed 
back to the Mi-Light bridge to adjust the lights in the zone 
accordingly. 

The MDEK1001 kit is used to create an RTLS (Real time 
location system) that provides data about the location of the 
user in the room [18]. The RTLS was created by initializing 4 
DWM1001 development boards in the kit as anchor nodes, 1 
board as a bridge and 2 boards as tags via the Decawave 
DRTLS Manager android application [20]. The anchors were 
mounted on the 4 ends of the wall to create a UWB network 
and compute the location of the mobile ‘tags’ in the room. To 
transmit information from the UWB network to Raspberry 
Pi’s IP network (for instance LAN) and vice versa, a separate 
board was configured as a bridge. It collects location 
information from the anchors in the network and transfers 
them to the Linux operating system of Raspberry Pi in the 
network. Therefore, by using the bridge, monitoring the UWB 
network via an external network was possible [19]. This 
configuration is possible either by using the smartphone 
DecaWave RTLS Manager application via Bluetooth, or by a 
desktop or microprocessor via an SPI or UART connection. 
The Tags were powered by rechargeable batteries, the bridge 
by the SPI connection to the microprocessor and the anchors 
by USB power supplies [20]. The specifications of the 
development boards are summarized as follows [20] in the 
below Table III. 

The MDEK1001 kit is used in this project to create an 
RTLS (Real time location system) that provides data about the 
location of the user in the room. The RTLS was created by 
initializing 4 DWM1001 development boards in the kit as 
anchor nodes, 1 board as a bridge and 2 boards as tags via the 
Decawave DRTLS Manager android application [20]. The 
anchors were mounted on the 4 ends of the wall to create a 
UWB network and compute the location of the mobile ‘tags’ 
in the room. To transmit information from the UWB network 
to Raspberry Pi’s IP network (for example- LAN) and vice 
versa, a separate board was configured as a bridge. It collects 
location information from the anchors in the network and 
transfers them to the Linux operating system of Raspberry Pi 
in the network. Therefore, by using the bridge, monitoring the 
UWB network via an external network was possible [19]. This 
configuration is possible either by using the smartphone 
DecaWave RTLS Manager application via Bluetooth, or by a 
desktop or microprocessor via an SPI or UART connection. 
The Tags were powered by rechargeable batteries, the bridge 
by the SPI connection to the microprocessor and the anchors 
by USB power supplies [20]. The specifications of the 
development boards are summarized as follows [20] in the 
above Table III. 

On successful configuration of the RTLS, the position of 
the tags in the room with length and breadth as 8 m and 5.45 
m bounded by the 4 anchors were visible in the app as shown 
in the screenshot (Fig. 6). 

TABLE II. MI-LIGHT PL1 40W 0/1~10V DIMMING DRIVER 

SPECIFICATIONS  

Parameter Specification 

Input Voltage  AC 180-240V (50/60 Hz) 

Output Voltage DC 30-40V 

Output Power (Max) 40 W 

Dimming Range  0-100 % 

Remote Control Distance  30m 

Output Current (Constant Current) 900mA 

TABLE III. TABLE SPECIFICATIONS OF DWM1001 MDEK1001 KIT [20] 

Parameter Specification 

X-Y Location Accuracy <10 cm by LOS 

Normal Update Rate  100 ms / 10 Hz 

Stationary Update Rate  100 ms / 10 Hz  

Flash Memory available to user  40 kB 

RAM Memory available to user  5 kB 

Data throughput from tags to bridge  
340 bytes per second (Uplink or 
Downlink) 

Data throughput anchors to bridge 
34 bytes per 12 sec (Uplink or 

Downlink) 

System Latency  100 ms 

UWB Channel  6.5 GHz (Channel 5) 
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Fig. 6. DRTLS Application showing the Location of the 2 Tags in the Room. 

In order to provide fitting lighting conditions in each of the 
zones, data about the existing lux level in each zone is 
necessary. For this purpose, 4 OW-ENV-THPL sensors were 
used in the set up to monitor the brightness levels. Each zone 
has 1 sensor that was mounted in the center of the desk to 
gather information about the available lux at desk level. The 
sensor has an inbuilt adapter that uses 1-Wire communication 
protocol to read the sensor data and convert it into readable 
information [21]. To transmit this information to the outside 
world, a MeshNet controller is used. It acts like a gateway that 
connects the sensor network with the external network. The 
controller also provides a web interface which can be used to 
view real-time sensor data for administrative purposes and 
also for sensor network configuration. 

The Raspberry Pi 3 is an integral part of our research paper 
since it is used for a variety of reasons: for collecting data 
from sensors, programming and running the algorithms and 
transmitting commands representing the output lighting 
condition to the Mi-lights. The microprocessor was chosen for 
implementation because it offers High processing power, Ease 
of portability, Raspbian OS supports Linux commands that are 
crucial for exchanging data with the DecaWave sensor, USB 
compatible, Wireless LAN and Bluetooth connectivity. Some 
important specifications of Raspberry Pi Model 3 are given in 
Table IV [22]. 

To develop a functional lighting control system, all 
components must be successfully integrated via a computer 
program in Raspberry Pi that enables exchange of data with 
one another as Fig. 7. The program must carry out various 
actions in the sequence which are- Firstly, read data from the 

UWB sensor bridge iteratively to detect if user is present in 
any of zones in the room. Secondly, if occupancy is detected 
in any of the 4 zones, retrieve lux information of the occupied 
zone(s) from the lux sensor(s). Thirdly, feed this lux data as 
input to the trained algorithm to predict output brightness of 
the zone(s). Then, send this predicted value as command to the 
Mi-light bridge to change the brightness accordingly. Finally, 
store the number of occupied zones and the corresponding 
predicted output brightness is in the database. 

TABLE IV. RASPBERRY PI MODEL 3 SPECIFICATIONS 

Parameter Specification 

CPU 
Quad Core 1.2 GHz 
Broadcom BCM 2837 

64bit CPU 

RAM 1 GB 

Protocol  100 Base Ethernet, 2.4 GHz 802.11n wireless 

USB Ports 2 

Power Input  5V/ 2.5 A DC 

Bluetooth  4.2 BLE  

 

Fig. 7. Lighting Control System. 

B. Experiment Execution Procedure 

The selection of an algorithm for an application is based 
upon the understanding of its nature, features of application 
and expected outcome. According to the set up shown in 
Fig. 8, the sensor data was retrieved via Python 7 program in 
Raspberry Pie. The n it was stored in MySQL database during 
office working hours for a week’s duration. Amount of light 
that was available at desk level was recorded by the Lux 
sensors at every 4 seconds. The available light was variable in 
nature as the zones were subjected to different number of 
lights at different timings of the day. The stored MySQL data 
contained 9455 samples that were imported to a csv file and 
then analyzed. The lux values varied from time to time, with 
the least value being 0 lux when no light is available and most 
being 733 during maximum light. 

As per the indoor lighting recommendations in country 
like Singapore, the minimum light level to ensure health and 
safety for users at any area at the office is 100 lux and average 
lighting at desk level is 200 lux [23]. There are severe side 
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effects on exposure to high lux levels like headaches and eye 
strain. Our research project tried to keep the level of lux 
keeping in mind the visual comfort level which ranges from 
180-400 lux. Hence to avoid fatigue and comply with the 
health and safety requirements set by the lighting standards of 
Singapore, the proposed algorithm must provide lighting 
conditions that ensure lux levels in the target range. The 
output of the algorithm must be either of the 5 brightness 
commands- 0%, 25%, 50%, 75% or 100% to the Mi- Light 
drivers. The flow of the Python program including the outputs 
of the algorithm to be implemented were accordingly 
developed as shown in Fig. 8. 

 

Fig. 8. Program Flow. 

The program reads data from UWB sensors iteratively. If 
occupancy detected in any of the 4 zones, it collects the lux 
data from the occupied zones. If the lux level is less than or 
equal to 120 lux, the brightness of the light enhanced by 
100%. The system boosts the level of light by 75% when the 
lux level is within 120 to 180. When the lux range is within 
the range of 180-400, the brightness level will be maintained 
as it is. The brightness of the light is reduced by 50% when the 
lux level reaches between 400 to 450 lux. However, if the lux 
level is more than 450, this means the existing lighting 
conditions are sufficient and indoor lightning is not required in 
this zone. Therefore, the lights are switched off by the system. 
The default brightness vale of 25% will be maintained for 
zones where there is no occupancy. The reliability of accurate 
data is immense and in order to eradicate flawed data due to 
external disturbance like noise, the importance of data 
preprocessing is imperative. Our proposed system implements 
the process of data preprocessing using Python 3.7. The 
collected data first imported in libraries. The programming in 
Python 3.7 allowed us to import datasets, look out for missing 
values, replacing categorical values, splitting the datasets inti 
training sets and performing scaling features. 

Our proposed system of indoor lighting system used 
machine learning algorithms to establish a correlation between 
the situation and the target lighting settings. Basically, there 
are three approaches of machine learning-supervised, 
unsupervised and reinforcements learning algorithms. 

Supervised learning algorithms map the key features with the 
target variables using training data containing examples that 
include vectors and their corresponding outputs [25]. For 
training data containing input variables without outputs, 
unsupervised learning algorithms are beneficial to find the 
exact relationship in the data [26]. The model uses feedback 
from which it can learn and is comparable to supervised 
learning. However, this feedback is usually noisy and includes 
delay that can make it difficult for the model to establish a 
connection with the inputs and outputs [27]. Once trained, the 
algorithm will establish a hypothesis that predicts the output 
lighting settings based on the new inputs [8]. In our proposed 
system, the output must be either of the 5 output light settings: 
0%, 25%, 50%, 75% or 100% brightness. This is why for 
successful implementation of the system, application of 
classification supervised learning algorithm is necessary. 
Some of the widely used supervised learning algorithms 
selected for implementation include: 

 Logistic Regression. 

 K-nearest Neighbors. 

 Support Vector Machine. 

 Kernel SVM. 

 Naïve Bayes. 

 Decision Tree. 

 Random Forest. 

1) Logistic regression: Logistic regression is a 

classification technique from the field of statistics and 

probability that used to categorically describe the relationship 

between data. It is an extension of linear regression that can be 

applied for classification problems. The prediction for the 

output is transformed using a non-linear function called 

logistic sigmoid function [29]. 

2) K-Nearest neighbors: K-Nearest Neighbors is a 

straightforward algorithm which stores all training classes in a 

graph and classifies the incoming datapoint based on its 

similarity with its surrounding neighbors on the graph [31]. In 

this application, as k = 5, the datapoint is assigned a class that 

is in the majority vote of 5 of its neighbors. 

3) Support vector machine: Support Vector Machines 

(SVM) are one of the most widely known and used machine 

learning algorithms known today. In this algorithm, all input 

points in the feature space are separated according to their 

class by a line called a hyperplane [30]. The objective is to 

discover the best coefficients that result in the most accurate 

partition of the points by the hyperplane. The hyperplane is 

also called a decision boundary in certain cases. 

4) Kernel SVM: Kernel SVM is used in practice to choose 

a decision boundary for non-linearly separable data. This is 

done by taking nonlinearly separable data set and mapping it 

to a higher dimension to get a linearly separable data set [32]. 

The algorithm works as follows: invoke the support vector 

machine algorithm, build a decision boundary for the dataset, 

and then project all of that back into original dimensions. One 
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of the most popular kernel functions used in SVM is the radial 

basis function kernel, or RBF kernel. For feature vectors x and 

x' in the input space, RBF kernel is defined as [33]: 

𝐾(𝑥, 𝑥1) = 𝑒𝑥𝑝 (−
∥ 𝑥 − 𝑥1 ∥2

2𝜎2
) 

∥ 𝑥 − 𝑥1 ∥2is the square of Euclidean distance between x 
and x' and 𝜎� is a free parameter. Other famous Kernel 
functions include sigmoid, marten and Polynomial kernel. 

5) Naïve Bayes: Naive Bayes is a straightforward but 

robust predictive modeling algorithm. It consists of two types 

of probabilities that are calculated from the training data. Two 

types of probabilities are given below: 

a) The probability of every class. 

b) The conditional probability for each class for each 

value. 

Once computed, this algorithm can predict outputs for 
incoming data by applying Bayes Theorem. For data that is 
real-valued, a Gaussian distribution is generally assumed for 
easy probability estimation [34]. Naive Bayes is labeled as 
‘Naïve’ because it assumes that all incoming variables are 
independent. However, in reality, this assumption is very 
unrealistic due this wrong assumption. Nevertheless, the 
algorithm still performs really well for a wide range of 
complex applications [28]. 

6) Decision tree: Decision Trees is another important 

model that is commonly used for predictive modelling in 

machine learning. This algorithm is essentially represented as 

a binary tree. Every node in the tree stands for an incoming 

input variable that can also be spit in the future iterations. The 

last nodes of the tree are referred to as leaf nodes. These nodes 

contain the data that the model finally used to predict an 

output. The algorithm runs through the entire tree via splits till 

it arrives at the leaf node to predict the output class value. 

7) Random forest: Random Forest (also referred to as 

Bootstrap Aggregation or bagging) is another popular machine 

learning model that is based on ensemble learning. This 

algorithm is a robust statistical technique that can estimate a 

quantity from the input data using metrics like mean. The 

algorithm works as follows- collect many samples of input 

data and find the mean of each input value. Once done, find 

the average of all mean values to get the true mean value. In 

this way, models are built for every training data sample. 

When a new input data arrives, each of the models predicts an 

output value. Then, all these predictions are then averaged to 

find the true output for the input data. 

IV. RESULT AND DISCUSSION 

The collected dataset is pre-processed and then used to 
train the 7 supervised algorithms. The dataset contains 4996 
samples that have been split in the ratio 75:25 for training and 
testing purpose. In order to evaluate each algorithm, a graph 
representing the actual versus the predicted values was 

plotted. To gather further insight about each algorithm, metrics 
such as confusion matrix (visualized with the help of a 
heatmap) and accuracy score were also generated. Accuracy 
score is a function in python that calculates the percentage of 
predicted values that accurately match the actual values of a 
particular label in the dataset. The higher the accuracy score, 
the better. Similarly, a confusion matrix is a similar metric that 
is used to measure model accuracy. It is a summarized matrix 
containing the number of correct and incorrect predictions that 
are broken down by each class. The rows and columns of the 
confusion matrix describe the true positives, true negatives, 
false positives, and false negatives of each class in an 
algorithm. 

A result is false positive when the algorithm incorrectly 
predicts the presence of a certain class for an input value when 
it actually is not the case. Similarly, a false negative result 
occurs when the algorithm incorrectly rejects the presence of a 
class. On the contrary, correctly identified predictions are 
called true positives and righty rejected prediction are defined 
as true negatives. The results of each machine algorithm are as 
follows (Fig. 9 to 22): 

1) Logistic regression 

 

Fig. 9. Graph Comparing the Actual and the Predicted Output Values of 

Logistic Regression. 

 

Fig. 10. Confusion Matrix of Logistic Regression. 

Accuracy Score for Logistic Regression: 86.7812%. 
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2) K- Nearest neighbors 

 

Fig. 11. Graph Comparing the Actual and the Predicted Output Values of K- 

Nearest Neighbors. 

 

Fig. 12. Confusion Matrix of K-Nearest Neighbors. 

Accuracy Score for K-Nearest Neighbors: 88.3106%. 

3) Support vector machine 

 

Fig. 13. Graph Comparing the Actual and the Predicted Output Values of 

Support Vector Machine. 

 

Fig. 14. Confusion Matrix of Support Vector Machine. 

Accuracy Score for Support Vector Machine: 88.0704%. 

4) Kernel SVM (Kernel Support Vector Machine) 

 
Fig. 15. Graph Comparing the Actual and the Predicted Output Values of 

Kernel Support Vector Machine. 

 

Fig. 16. Confusion Matrix of Kernel Support Vector Machine. 

Accuracy Score of Kernel Support Vector Machine: 
88.6309%. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

73 | P a g e  

www.ijacsa.thesai.org 

5) Naïve Bayes 

 

Fig. 17. Graph Comparing the Actual and the Predicted Output Values of 

Naïve Bayes. 

 

Fig. 18. Confusion Matrix of Naïve Bayes. 

Accuracy Score of Naïve Bayes: 86.8694%. 

6) Decision tree 

 
Fig. 19. Graph Comparing the Actual and the Predicted Output Values of 

Decision Tree. 

 

Fig. 20. Confusion Matrix of Decision Tree. 

Accuracy Score of Decision Tree: 89.0312%. 

7) Random forest 

 

Fig. 21. Graph Comparing the Actual and the Predicted Output Values of 

Random Forest. 

 
 

Fig. 22. Confusion Matrix of Random Forest. 

Accuracy Score of Random Forest: 89.2714%. 
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V. EVALUATION AND MODIFICATION 

It is evident that random forest algorithm has the highest 
accuracy score. This result is found from the above algorithm. 
If the provided dataset contains equal number of samples of 
each class, for instance, if it is a balanced dataset, then 
accuracy score will be the apt and correct parameter for 
evaluating the performance of each algorithm. However, in 
reality, the input dataset is imbalanced. It contains an unequal 
distribution of samples for each class. Therefore, picking an 
algorithm solely on its accuracy score will provide misleading 
results on its performance. For this reason, another metric 
called as the 𝐹�1 score is used. 𝐹�1 is another important 
parameter that can be used to test an algorithm’s performance 
especially if it is trained on imbalanced data. Mathematically, 
𝐹�1 score depends upon another set of evaluation metrics – an 
algorithm’s precision and recall values. Precision is defined as 
the percentage of results that are relevant. On the contrary, 
recall is the percentage of total relevant results correctly 
predicted by the algorithm. The mathematical formulae of 
precision, recall and 𝐹�1 score are illustrated in Fig. 23. 

 

Fig. 23. Precision, Recall and 𝐹1 score [33]. 

In this research paper, the dataset is multi-class, the recall 
and precision of each class were individually found from the 
confusion matrix of each algorithm. Then the average recall 
and precision values are calculated. Finally, the average 
(macro) 𝐹�1 score was calculated using these average values. 
The average values of the three metrics for each algorithm 
have been summarized with the help of Table V as shown. 

From the Table V, the algorithm with the highest 𝐹�1 score 
is Decision Tree algorithm. Thus, decision tree algorithm has 
the highest performance in comparison to the other algorithms 
even if the accuracy score suggests otherwise. In Fig. 24, the 
lighting control system with the trained decision tree 
algorithm has been proposed. 

TABLE V. AVERAGE PRECISION, RECALL AND 𝐹1 SCORE OF ALGORITHMS 

Algorithm 
Average 

Precision 

Average 

Recall 
Macro 𝐹1 score 

Logistic Regression 0.8957 0.8694 0.8823 

K- Nearest Neighbors 0.8873 0.8863 0.8868 

Support Vector Machine 0.9017 0.88375 0.8926 

Kernel SVM 0.8968 0.87359 0.8850 

Naïve Bayes 0.8968 0.8735 0.8850 

Decision Tress 0.8986 0.9160 0.9072 

Random Forest 0.8977 0.8960 0.8969 

 

Fig. 24. Lighting Control System with the Trained Decision Tree Algorithm. 

Hence, as decision tree has the best performance, it was 
chosen for final implementation in the lighting control system. 
With the help of a python program in Raspberry Pi, the trained 
decision tree algorithm received real time information about 
users’ occupancy and the existing brightness in each of the 
zones in the room. The results were relevant output settings 
that were transmitted as commands to the luminaires to 
change their brightness accordingly. Both Fig. 25 and Fig. 26 
show the change in the brightness of luminaires according to 
the user’s position. 

 

Fig. 25. Initial Brightness in the Room without Intelligent Lighting. 

 

Fig. 26. Intelligent Lighting in Accordance with user’s Presence and Existing 

Brightness in Zones 1 and 3. 

VI. CONCLUSION 

In this research paper, Lighting plays a very important role 
in the development, productivity, and well-being of 
individuals. This work focused on the development of an 
intelligent lighting system that can provide suitable lighting 
conditions in accordance with its immediate environment. It 
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stated the importance of good indoor lighting and also 
described the implementation of the system in detail. 
Intelligent lighting was via machine learning to suggest 
optimal outputs with minimum user intervention and power 
consumption. The proposed lighting system can be easily 
scaled to a wide number of applications that include lighting 
in homes, offices, workspaces, and buildings. As adequate 
lighting is always provided, it ensures user comfort, well-
being, and increased security. As these lights can be accessed 
from any part of the world, it provides remote monitoring 
facility and enhances user experiences. Most importantly, as 
the system comprises of low -cost components that are also 
easily replaceable and only provide lighting when needed, it 
can provide huge cost and power savings. 

VII. FUTURE SCOPE 

Another aspect that can be integrated with the existing 
system to increase its application range is a model that can 
predict the power consumption of the system. As many models 
to predict power consumption exist, work on the comparison 
between these existing models can be explored in future. This 
integration can greatly help in the realization of smart 
buildings where light and power consumption data collection 
methods, constant surveillance, remote monitoring facility and 
power savings are essential. Power consumption prediction 
was originally supposed to be within the current project’s 
scope but was disrupted due to the imposed lockdown 
measure to fight the spread of Covid-19 pandemic. Literature 
review was carried out on the most extensively used 
algorithms for power consumption prediction. They are: 

1) Support Vector Regression. 

2) Artificial Neural Networks. 

3) Bayesian Network. 

4) Linear regression. 

These algorithms can be integrated with the current system 
to provide useful insights on system’s power consumption. 
One such possible approach is shown below in Fig. 27. 

 

Fig. 27. Proposed System to Predict Energy Consumption. 
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Abstract—The assignment of reviewers to papers is one of the 

most important and challenging tasks in organizing scientific 

events. A major part of it is the correct identification of proper 

reviewers. This article presents a series of experiments aiming to 

test whether the latent semantic analysis (LSA) could be reliably 

used to identify competent reviewers to evaluate submitted 

papers. It also compares the performance of the LSA, the vector 

space model (VSM) and the method of explicit document 

description by a taxonomy of keywords, in computing accurate 

similarity factors between papers and reviewers. All the three 

methods share the same input datasets, taken from real-life 

conferences and the produced paper-reviewer similarities are 

evaluated with the same evaluation methods, allowing a fair and 

objective comparison between them. Experimental results show 

that in most cases LSA outperforms VSM and could even slightly 

outperform the explicit document description by a taxonomy of 

keywords, if the term-document matrix is composed of TF-IDF 

values, rather than the raw number of term occurrences. 

Keywords—Latent semantic analysis; vector space model; 

automatic assignment of reviewers to papers 

I. INTRODUCTION 

The assignment of reviewers to papers is probably the most 
important and challenging task in organizing the review 
process of scientific publications. Its accuracy has a direct 
impact on the conference/journal’s quality and reputation. 
Submitted papers should be fairly evaluated by the most 
competent, in their subject domains, reviewers. To achieve 
that, the Program Committee (PC) chair or the assignment 
algorithm needs to know precisely the areas of expertise of all 
reviewers and the subject domains of all submitted papers. If 
the number of papers and reviewers is low, and all participants 
belong to some professional community, then it seems possible 
that the PC chair knows everybody, their areas of research and 
assigns reviewers to papers manually. However, when the 
number of papers and reviewers get higher, the manual 
assignment becomes highly inaccurate due to the lack of 
enough a-priori information and the many constraints 
(expertise, load-balancing, conflict of interests and etc.) that 
should be taken into account. In that case, the automatic 
assignment is the only accurate option.  Its accuracy depends 
on both the assignment algorithm and the method of describing 
papers and reviewers’ competencies. Assignment algorithms 
are studied in details in [1] and will not be discussed here. 
Instead, this article focuses on the methods of describing 

papers and identifying reviewers’ competencies. Yes, both 
terms, describe and identify, are usable since methods could be 
explicit (users explicitly describe their papers or competencies) 
and implicit (subject domains and competencies are 
automatically identified by some piece of software). 

Explicit methods usually rely on selection of keywords 
from a predefined list or a taxonomy [2]. They do not suffer 
from lack of information or sparse information, but could be a 
subject of incorrect, or even intentionally misleading, self-
classification. Generally, choosing keywords from a predefined 
taxonomy of topics provides quite accurate calculation of 
paper-reviewer similarity factors [2]. 

In contrast, implicit methods do not require any additional 
description or actions from authors and reviewers. Instead, they 
rely on content analysis of both the submitted papers and the 
reviewers’ previous publications. Implicit methods were 
somewhat inapplicable in the past, because reviewers whose 
publications cannot be found on the Internet will get their 
papers assigned to them at random. Currently this is not an 
issue anymore since all papers are published online and (at 
least) their abstracts are freely accessible. Fortunately, there are 
data aggregators such as Google Scholar, DBLP and Semantic 
Scholar. The latter provides an API that allows easy access to 
all abstracts of papers, published by a specified scientist, 
searching by name. 

The aim of this paper is to experimentally test whether the 
latent semantic analysis (LSA), also known as latent semantic 
indexing (LSI), could be used for automatic identification of 
reviewers, competent to evaluate specific papers, and compare 
the results (in terms of accuracy) to the ones of the much 
simpler vector space model (VSM). The analyses are 
performed over real datasets taken from the CompSysTech 
series of conferences for a period of 5 years - from 2014 to 
2018. 

The paper is organized as follows: Section 2 discusses 
previous work from other researchers. Section 3 provides some 
details of how the vector space model could be used to identify 
competent reviewers to evaluate papers. Section 4 gives similar 
information but related to the use of latent semantic analysis 
for identifying reviewers. Section 5 describes the experimental 
setup and Section 6 presents the results and performs 
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comparative analysis between the VSM and LSA. Finally, the 
most important conclusions are outlined in Section 7. 

II. RELATED WORK 

Commercially available conference management systems 
usually rely on explicit methods of describing papers and 
reviewers’ competencies, most commonly selection of 
keywords/topics from a predefined list or a taxonomy [2]. 
However, in the recent years some of them started to 
implement more complex IR approaches, performing text 
analysis of the submitted papers and the previous reviewers’ 
publications. 

Pesenhofer et al. [3] suggest that paper-reviewer 
similarities are calculated as Euclidian distance between the 
titles of the submitted papers and the titles of all reviewers’ 
publications. The authors evaluated their approach with data 
from ECDL 2005. They noted that for 10 out of 87 PC 
members, no publications have been found and they got their 
papers to review at random. 

Ferilli et al. [4] use Latent Semantic Indexing (LSI, LSA) 
to identify reviewers to evaluate submitted papers. The 
document collection consisted of the titles and the abstracts of 
the submitted papers and the titles of reviewers’ publications 
obtained from DBLP. Results were evaluated by the organizers 
of the IEA/AIE 2005 conference. In their opinion the average 
accuracy was 79%. According to the reviewers, the accuracy 
was 65% [4]. 

Charlin and Zemel [5],[6] propose a standalone paper 
assignment recommender system called “The Toronto Paper 
Matching System (TPMS)”. It builds reviewers’ profiles based 
on their previous publications obtained from Google Scholar or 
uploaded by the reviewers themselves. By using Latent 
Dirichlet Allocation (LDA)[1], TPMS extracts reviewers’ 
research topics from their publications. 

Dumais and Nielsen [8] used latent semantic indexing to 
automate the assignment of papers to reviewers in 
Hypertext’91 conference. Their results show a mean number of 
relevant articles in the top-10 of 5.9, and average precision 
value of 0.51. They conclude that the simple LSI method is not 
as good as the best human experts, but it could perform in the 
same general range and achieves the same performance as a 
human, who is not a narrow expert in the field, but has broader 
view and good knowledge in it [8]. 

Moldovan et al. [9] compare the performance of latent 
semantic analysis to the vector space model (VSM) applied to 
US patent documents from 1790 to 2005. Their results show 
that LSA almost always matches the VSM and sometimes 
slightly outperform it with an average improvement of 5%, and 
in a single case it performed worse with an average damage of 
3% [9]. It should be noted that they were not using any term 
weighting model in the term-document matrix. 

Many researchers (Nguyen et al. [10], Liu et al. [11], Conry 
et al. [12]) are proposing more complex composite methods to 
identify proper reviewers to evaluate papers, that also applies 
content analysis and IR approaches (especially LDA) on 
multiple data sources, not just publications’ abstracts. Liu et al. 
[11] suggest that paper-reviewer similarities are calculated 

based on three aspects of the reviewer, which are lately 
integrated by a Random Walk with Restart (RWR) model. 
Authors compare their approach to other IR techniques like 
“text similarity” (i.e. VSM) and “topic similarity” (derived by 
LDA) and more or less surprisingly, their results show that text 
similarity actually outperforms topic similarity. So, pure VSM 
with proper term-weighing model could sometimes perform 
better than topics extraction by LDA followed by a cosine 
similarity of the topic vectors. 

III. USING VECTOR SPACE MODEL (VSM) TO IDENTIFY 

COMPETENT REVIEWERS 

According to the vector space model, the meaning of a 
document is obtained from its words. Thus, the document 
could be represented by an array (vector) of words. Not just its 
words, but all unique words from the entire document 
collection. This provides equal length of all document vectors 
and allows easy calculation of similarity between two 
documents by using cosine similarity. However, in case of 
large document collections, the vectors’ length could get 
enormous (with most elements set to 0) that makes calculation 
of similarities ineffective. Fortunately, this could be overcome 
by using inverted index instead of forming document vectors 
with tens of thousands dimensions. 

Document vectors do not actually contain the words (terms) 
themselves, but their weight instead. There are many ways of 
calculating term weight (called term-weighing models), but 
they are all based on two main components: term frequency (tf) 
- the number of occurrences of a term ti in the document dj; 
and document frequency (df) - the number of documents that 
contain ti. The presumption is that the more times a term occur 
in a document, the more important it is for that document. But, 
the more documents contain a term, the less informative it is. 
As df is an inverse measure of informativeness, we use not df, 
but idf – inverse document frequency. The most basic term-
weighting model is the simple multiplication of tf * idf. 
However, there are more complex and accurate models that 
rely on compositions of different tf normalization functions – 
Singhal [13], Rousseau and Vazirgiannis [14], Robertson’s BM 
25 [15],[16] and others. Comparison of these models in the 
context of reviewer assignment problem could be found in 
[17]. Once terms weights are calculated, the similarity between 
two documents (or between the query and a document) could 
be easily calculated as the cosine of the angle between the two 
vectors. 

A comprehensive experimental analysis aiming to check if 
the VSM could be reliably used for automatic identification of 
proper (competent) reviewers to evaluate papers is performed 
in my previous work [17]. According to the results, the short 
answer is “yes, it could be”. It produces 5-10% less accuracy in 
comparison with the explicit selection of keywords from a 
taxonomy, but still high enough accuracy that allows the VSM 
to be used as a stand-alone method. Results also show that: 

 The Robertson’s BM 25 weighing model [15] achieves 
highest accuracy. 

 Word stemming further increases identification 
accuracy. 
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 Using IDF only on query terms, rather than on both – 
the query and the documents terms, provides better 
results. 

 Complex term-weighting models that consist of 
composition of different TF normalization functions 
provide better results than the plain lnc.ltc scheme. 

Experiments were performed on real datasets, taken from 
the CompSysTech series of conferences for a 5 years period – 
from 2014 to 2018. Experiments in this study are using 
absolutely the same input datasets and evaluations methods, so 
a fair and objective comparison could be done between the 
vector space model and the latent semantic analysis in the 
context of reviewer assignment problem. 

IV. USING LATENT SEMANTIC ANALYSIS (LSA) TO 

IDENTIFY COMPETENT REVIEWERS 

The latent semantic analysis (LSA) is a dimension 
reduction (or rank lowering) technique applied over the bag-of-
words (BoW) model, that analyzes relationships between 
documents, but also relationships between the words they 
contain. The latter is very important and a major difference 
from the VSM. The assumption is that words which have 
similar meanings often occur in the same documents. Thus 
LSA is able to “group” semantically-related words into broader 
topics. The method is called “latent semantic analysis” because 
it discovers a number of latent (hidden) topics that could 
describe (separately or in combination) each document within 
the collection. These topics are not the exact words but they 
have more generalized meaning. Each word/term in the 
collection’s dictionary is related or has a specific contribution 
to some topic(s). Similarly, each topic has a specific 
contribution to some documents. For example, the words: 
space, booster, shuttle, rocket, probe form the “space-related” 
topic. A document could be related to space if it contains any 
of these words. In contrast, if we apply the VSM over BoW, 
then each term is treated separately. For example shuttle and 
rocket are entirely dissimilar. However for the LSA, these 
terms are related. In this sense, LSA can cope with synonyms 
and partly with polysemy that is a great advantage in 
comparison to VSM. So in theory, word stemming is not 
necessary in preprocessing. But it will be tested during the 
experiments. 

The input of the LSA is the term-document matrix (the 
leftmost part of Fig. 1) – a matrix where rows represent terms 
and columns represent documents. Generally, it states how 
many times each document contain each term, but values could 

be also the tf-idf weights of the terms in respect to each 
document. 

Let’s call the term-document matrix A. The row ai contains 
the weights of the i-th term in respect to all documents. 
Similarly, the row ap represents the p-th term. The dot product 

𝑎𝑖
𝑇𝑎𝑝  indicates how related the i-th and the p-th terms are. 

Applying cosine normalization of the dot product, we get the 
cosine similarity between these two terms. 

The matrix product 𝐴𝐴𝑇 will contain similarity factors 
between all terms in the entire document collection. Similarly, 
calculation of 𝐴𝑇𝐴 provides similarities between all documents 
for the entire dictionary. 

There is a matrix factorization technique in the linear 
algebra, called Singular Value Decomposition (SVD). 
According to it a matrix could be decomposed in three matrices 
such that: 

𝐴 = 𝑈Σ𝑉𝑇               (1) 

where U and V are orthogonal matrices, and Σ is a diagonal 
matrix. The values in Σ  are called singular values and they 
show the significance of each latent topic. Values are ordered 
in the main diagonal in descending order, placing the most 
significant topic on top. The values of U are called left singular 
values and they indicate the contribution of each term to each 

discovered topic. The values of VT are called right singular 
values and show the contribution of each topic to each 
document. The idea is illustrated with 4 terms, 3 documents 
(A4x3) and 2 topics on Fig. 1. 

It should be noticed that in general, if A has a dimension of 
mxn, then the dimension of U is mxm, the dimension of Σ is 

mxn and dimension of VT  is nxn. However, as LSA is a 
dimension reduction technique, only the highest k singular 
values (the k most significant topics) and their corresponding 
singular vectors form U and V are taken into account, 
performing a truncated SVD. Then, as in the example above, 
the dimension of U is mxk, the dimension of Σ  is kxk and 

dimension of VT is kxn. 

It could be proven that the columns of U are actually the 

eigenvectors of the matrix product AAT, the columns of V (or 

rows of VT ) are the eigenvectors of ATA , and the singular 

values of Σ are the square roots of the eigenvalues of AAT or 

ATA. 

Thus, calculating SVD requires calculation of the 

eigenvalues and the eigenvectors of the matrix products AAT 

and ATA. 

Term-document matrix Term to topic contribution

Topic significance Topic to document contribution

doc 1 doc 2 doc 3 topic 1 topic 2

term 1 … … … term 1 … … topic 1 topic 2 doc 1 doc 2 doc 3

term 2 … … … = term 2 … … x topic 1 … 0 x topic 1 … … …

term 3 … … … term 3 … … topic 2 0 … topic 2 … … …

term 4 … … … term 4 … …

 

Fig. 1. SVD Decomposition of the Term-Document Matrix into Three Matrices, providing the Significance of each Latent Topic and the Contribution of Terms 

to Topics and Topics to Documents. 
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From the linear algebra, it is also known that 

𝐴𝑣 = 𝜆𝑣               (2) 

where A is a matrix, v is an eigenvector and λ is an eigenvalue 

of the matrix. Equation (2) is called eigenvalue equation of A. 

Equation (2) could be rewritten in the form of 

(𝐴 − 𝜆𝐼)𝑣 = 0              (3) 

where 𝐼 is the identity matrix. 

Eq. (3) could have a non-zero solution (eigenvector) v, if 
the determinant of the matrix (𝐴 − 𝜆𝐼) is zero. Thus: 

|𝐴 − 𝜆𝐼| = 0              (4) 

So, the eigenvalues are calculated by the characteristic 
equation (4). The determinant of it is a polynomial function of 
λ  with degree n, where n is the order of A. Thus the 
characteristic equation (4) has up to n solutions for λ which are 
the eigenvalues of A. 

After calculating the eigenvalues of A, the eigenvector that 
corresponds to each eigenvalue could be determined by solving 

the linear equation system (3). Then the eigenvectors of AAT 

form the columns of U and the eigenvectors of ATA form the 

columns of VT. 

Finally, calculating the similarity between two documents 
in the lower dimensional k space, means calculating the cosine 

similarity between their corresponding columns of VT. 

If the query is missing in VT , the original query vector 
should be transformed to the lower dimensional k space first 
(eq. 5), then the transformed query qk could be compared (by 

cosine similarity) with any document from VT. 

𝑞𝑘 = Σ𝑘
−1𝑈𝑘

𝑇𝑞               (5) 

V. EXPERIMENTAL SETUP 

Testing whether the Latent Semantic Analysis (LSA) could 
be successfully and reliably used to identify experts to review 
submitted papers is done by using real datasets taken from 
already conducted conferences for a period of 5 years – 
CompSysTech [18] from 2014 to 2018. The same datasets are 
used in the previous study aiming to test if the Vector Space 
Model (VSM) and the explicit selection of keywords from a 
taxonomy could be used for the same purpose. That allows 
completely fair and objective comparison between all these 
three methods of reviewer identification. All datasets contain 
reference values (the ground truth) for the level of competency 
of each reviewer in each paper he/she evaluates. These values 
are explicitly stated by the reviewers themselves during the 
review submission. So they could be considered as 100% 
accurate and used as a reference (benchmarks). 

The document collection consists of the titles and the 
abstracts of all submitted papers and the titles and the abstracts 
of all reviewers’ previous publications. The former are taken 
directly from the CompSysTech database, while the latter are 
fetched from the joint API of DBLP and Semantic Scholar. It 
allows getting data (full bibliography, including abstracts) from 

Semantic Scholar while searching by name in the DBLP’s 
database. 

Before applying the latent semantic analysis, the content of 
all documents is preprocessed as follows: 

1) All punctuation marks (commas, dots, dashes, 

exclamation, quotation and question marks and etc.) are 

removed since they only cause troubles. If they stick to the 

words, that makes term recognition harder (for example “red” 

and “red,” will be recognized as two different terms, because 

of the comma). If they are separated with spaces, however, 

they could be recognized as terms, making document vectors 

longer and decreasing the relative weight of meaningful terms. 

2) All the text is converted to lowercase. This makes the 

analysis case-insensitive. 

3) The text is tokenized. This is the process of splitting 

the text into an array (vector) of terms. 

4) All semantically-insignificant terms (so called “stop 

words”) are removed. These are prepositions, conjunctions, 

pronouns and etc. They are important from a syntactic point of 

view, but they do not represent any semantic, meaning and 

subject domain of the documents. Furthermore, as they are 

frequently appearing anywhere in the text, they will have 

disproportionally high tf value in comparison to the 

semantically-meaningful words, i.e. the semantically-

insignificant stop words will highly lower the relative weight 

of the semantically-significant ones, which is undesirable. 

That’s why stop words should be removed. Stop words are 

usually pre-defined as a list or array, and of course, they are 

language-dependent. 

5) Finally, the Porter’s word stemming algorithm [19] is 

applied on all remaining tokens. This is an optional step and 

could be skipped. Word stemming is the process of separation 

of word endings from the morphological root. The idea is to 

keep and process just the roots and skip word endings. In this 

way, different forms of a single word (for example: beautiful, 

beauty, beautifully) could be recognized as one. 

The very same preprocessing is applied in the previous 
study [17] of the possibility of using VSM to identify 
reviewers. So, again, both methods are tested using the same 
preprocessing activities and with the same input data. 

The ultimate goal of the LSA is to calculate a similarity 
factor between every submitted paper and every registered 
reviewer (PC member). It shows how competent the reviewer 
is to evaluate the specified paper. However reviewers have 
more than one publication in their profiles. Thus, a similarity 
factor is calculated between every submitted paper and every 
reviewer’s publication. Then the overall similarity between a 
paper and a reviewer is summarized as an average of the 10% 
highest similarity factors between the paper and the reviewer’s 
publications. However, the 10% number of reviewer’s 
publications taken into account (in the overall similarity) could 
not be less than 3. 

When performing the experiments, there are some very 
important settings whose value could highly impact the LSA’s 
accuracy. These are: 
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 The number of latent (hidden) topics. 

 The way the term-document matrix is formed. Whether 
it contains raw number of term occurrences or tf-idf 
normalized values. 

 The term-weighing models in case of tf-idf normalized 
matrix. 

 Whether word stemming is applied or not. 

The number of latent topics is probably the most important 
setting but there is no theoretically-motivated correct value. It 
should be experimentally determined. Using too many topics 
may cause the LSA to behave like the vector space model, 
treating terms separately. However, choosing too few topics 
will cause the LSA to group unrelated terms together, losing 
accuracy. 

For a raw term-document matrix of collection of about 
5000 documents, the experiments started with 100 topics as 
previous research by other scientists [8], [9], [20] suggest it is a 
good starting point. If the number of documents and unique 
terms gets lower (or higher), then the number of latent topics 
should be decreased (increased) as well. That assumption is 
fully supported by the experiments in this work as well. 

In general, the LSA uses a term-document matrix 
containing raw values, i.e. just the number of occurrences of 
each term in each document. However, the experiments in this 
article show significant increase in accuracy when the term-
document matrix is composed of tf-idf term weights, rather 
than just the raw number of occurrences. 

Experiments are performed on custom software developed 
in php and Matlab. The php part is responsible for extracting 
reviewers’ publications from the Internet, building the 
document collection and exporting it within a proper structure 
in text files. The LSA is implemented in Matlab since it has a 
built-in function to perform the SVD decomposition. 

VI. EXPERIMENTAL RESULTS 

To determine if the paper-reviewer similarity factors, 
obtained by LSA, VSM or other method are correctly 
calculated, they have to be compared to some reference 
evaluation of expertise that we trust it is correct. Since real 
datasets are used for experimental evaluation, fortunately, there 
is such a reference. During review submission, reviewers are 
required to explicitly indicate their level of expertise (High, 
Medium or Low) in respect to each paper they evaluate. As the 
reviewers themselves explicitly provide these levels, it could 
be assumed they are completely accurate and they could be 
used as a reference. However, the two data values (paper-
reviewer similarity factors and levels of expertise) are not 
directly comparable. Similarity factors are decimals within the 
range [0.00, 1.00], while the explicitly stated levels of expertise 
are just “labels” – low, medium and high. To overcome this 
problem, a special-purpose software has been developed that 
converts similarity factors to levels of expertise, and then 
performs a correlation analysis between the automatically 
determined levels of expertise and the ones explicitly stated by 
the reviewers during the review submission. The conversion is 
done based on the assumption that if a reviewer ri has declared 

higher level of expertise than another reviewer rj (for the same 
paper), then ri should has higher similarity factor with the 
paper than rj. Detailed description of the software could be 
found in [21]. It is used to evaluate all the three methods – the 
latent semantic analysis, the vector space model and the 
selection of keywords from the conference taxonomy. So, 
again, they are all placed on equal terms (share the same input 
data and evaluation method) and thus could be objectively 
compared. 

Experiments started with the data from the CompSysTech 
2018 conference. Initial experiments aimed to test the influence 
of the previously mentioned factors – the number of latent 
topics, the term-weighting models and word stemming. 
Accuracy of the computed similarity factors is evaluated by the 
percentage of the correctly calculated similarities and their 
correlation with the levels of expertise, explicitly stated by the 
reviewers themselves during review submission. A similarity 
factor is considered to be correctly calculated, if it complies 
with the rules stated in [21]. 

The CompSysTech 2018 dataset consists of 75 submitted 
papers and 73 registered reviewers. After adding the abstracts 
of all reviewers’ previous publications, the entire document 
collection became 4648 documents, having 21 682 unique 
words. 

A. Experiment 1: Testing if the Number of Hidden Topics 

Influence the Accuracy of the Calculated Similarity 

Factors 

The term-document matrix contains raw term frequencies, 
i.e. the number of occurrences of each term in each document. 
No stemming is applied. 

As expected, results show that the number of latent topics 
indeed influences the accuracy of the calculated paper-reviewer 
similarities. Moreover, the experiment also confirm that if the 
document collection consists of about 5K documents and the 
term-document matrix contains raw tf values, then 100 is the 
optimal number of latent topics to start with. 

B. Experiment 2: Testing if the Term-Weighting Models 

Influence the Accuracy of the Calculated Paper-Reviewer 

Similarities 

In the vector space model (VSM), composite and more 
complex term-weighting schemas usually achieve higher 
accuracy than using the raw number of term occurrences. It is 
curious to test if this fact is valid for the LSA as well. It should 
be. So in this experiment, the term-document matrix does not 
contain the raw term frequencies (as in experiment 1), but the 
term weights are calculated by the basic TF-IDF model (6). 
Two series of experiments were performed, first with IDF 
applied on both the document terms and the query terms, and 
then with IDF applied only on query terms. TF stands for term 
frequency, while IDF for inverse document frequency. For 
more information, please refer to [17]. 

𝑤𝑖,𝑗 = (1 + log(𝑡𝑓𝑖,𝑗)) ∗ log(
𝑑

𝑑𝑓𝑖
)            (6) 

Comparing Table I and Table II, it is clearly noticeable that 
the accuracy of paper-reviewer similarities gets significantly 
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higher when the term-document matrix is composed of TF-IDF 
term weights, rather than the raw number of term appearances. 

TABLE I.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2018. TERM-DOCUMENT MATRIX 

CONTAINS RAW NUMBER OF TERM OCCURRENCES. NO STEMMING IS APPLIED 

# latent topics 50 75 100 125 150 

% correctly 

calculated 
71.36 % 72.27 % 75 % 74.55 % 74.09 % 

Pearson 

correlation 
0.6254 0.6423 0.6669 0.6610 0.6588 

TABLE II.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2018 AT DIFFERENT NUMBER OF 

LATENT TOPICS AND TERM WEIGHTING MODELS. NO STEMMING 

# latent topics 10 20 30 40 50 75 

Weighting model: basic TF-IDF (eq. 6),  

IDF applied on both document and query terms (ltc.ltc) 

% correctly 
calculated 

79.0
9  

79.55  82.73  81.36  80.91  76.82  

Pearson 

correlation 

0.70

37 
0.7100 0.7610 0.7417 0.7332 

0.681

9 

Weighting model: basic TF-IDF (eq. 6),  
IDF applied only on query terms (lnc.ltc) 

% correctly 

calculated 
75  76.82  77.27  74.55  74.55  75  

Pearson 
correlation 

0.67
43 

0.6841 0.6867 0.6521 0.6521 
0.651
3 

Many researchers have proven that in VSM it is better to 
skip IDF for document terms and apply it just on query terms. 
This makes a lot of sense since a frequently appearing term in a 
document says it (the term) is important for the document 
semantics. However if IDF is applied on it, that may 
significantly reduce its weight, making it semantically 
insignificant (which is not the case). Experimental results in 
Table II; however, show this sense is not applicable to LSA 
and skipping IDF for document terms does not improve, but 
actually worsens accuracy. 

Another interesting observation in Table II is that higher 
accuracy is achieved in lower number of hidden topics. This is 
also important since lower number of latent topics means lower 
dimension of the SVD transformation matrices, thus lower 
computational complexity and lower execution time. 

C. Experiment 3: Checking if Word Stemming could Increase 

Accuracy 

Word stemming increases accuracy in the vector space 
model since it recognizes different forms of a single word (for 
example: beautiful, beauty, beautifully) as one. However, in 
case of latent semantic analysis it should have minimal or no 
effect, because the basic idea of LSA is to group words with 
similar meaning together, making word stemming unnecessary. 
The aim of this experiment is to check this assumption. 

Word stemming in this experiment is done by Poster’s 
stemming algorithm [19] before constructing the term-
document matrix. For more reliability and determination, it is 
tested with both the raw number of term occurrences and the 
TF-IDF weighting model (Table III). 

TABLE III.  PERCENTAGE OF CORRECTLY CALCULATED SIMILARITIES AND 

LEVEL OF THEIR CORRELATION WITH REVIEWERS’ OPINION FOR 

COMPSYSTECH 2018 WITH PORTER STEMMER APPLIED BEFORE LSA 

Porter Stemmer, weighting model: raw number of term occurrences 

# latent topics 50 100 130 150 170 

% correctly 

calculated 
75  75  75.45  75.45  74.55  

Pearson 
correlation 

0.6585 0.6625 0.6614 0.6689 0.6564 

Porter Stemmer, weighting model: TF-IDF (ltc.ltc) 

# latent topics 10 20 30 40 50 75 

% correctly 
calculated 

79.09  80.45  81.82  80  80  78.2 

Pearson 

correlation 
0.7192 0.7235 0.7413 0.7151 0.7213 0.70 

A brief look at experiment 1 shows that without word 
stemming, 75% of similarity factors are correctly calculated 
and the correlation with reviewers’ opinion is 0.6669. With a 
word stemming, correctly calculated similarities are 75.45% 
and the correlation is 0.6689. So, as expected, word stemming 
has an insignificant (negligible) impact on the accuracy. The 
combination of word stemming with TF-IDF weighted term-
document matrix even lowers accuracy a little bit. 

To summarize experiments 1 to 3, it can be concluded that 
highest accuracy (percentage of correctly calculated similarity 
factors and correlation with reviewers’ opinion) is achieved 
when no word stemming is applied, and the term-document 
matrix is composed of TF-IDF weights, rather than raw 
number of term occurrences. The number of hidden (latent) 
topics greatly affects the accuracy as well, but it is also 
depends on the number of documents and unique words 
(terms) within the document collection, so an exact number 
could not be defined in advanced. 

Another assumption is experimentally proven as well - that 
lowering the number of latent topics, increases the value of the 
calculated similarity factors. This is expected, but higher values 
of all computed similarities do not mean they are accurately 
calculated and real-life paper-reviewer similarities are high as 
well. So, the number of hidden topics should not be lowered 
too much or it may highly distort the results. Experiments show 
that in case of TF-IDF weighted term-document matrix, going 
down to 5 or less topics, produces very high values (>0.9) for 
all paper-reviewer similarities, which of course cannot be true. 

D. Experiment 4: Testing LSA with other CompSysTech 

Datasets 

To verify that results for CompSysTech 2018 are not 
obtained by a lucky chance, the latent semantic analysis is 
applied (without word stemming) on all CompSysTech issues 
for a 5 year period of time – from 2014 to 2018. 

It should be noted here that when downloading the 
abstracts of reviewers’ previous publications, only manuscripts 
published before the specific conference year are taken into 
account. For example, if the conference is in 2015, then 
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reviewers’ publications up to 2014 (including) are considered 
for processing.  For that reason the document collection of 
CompSysTech 2014 will be smaller than the one of 2018, 
regardless of the number of actual reviewers. 

The percentage of correctly calculated paper-reviewer 
similarities and the level of their correlation with the 
reviewers’ opinions for the other CompSysTech issues (2017 
to 2014) are presented in Tables IV to VII. As expected, the 
highest accuracy (marked in green) in all cases is obtained with 
TF-IDF weighted term-document matrix. However, it could be 
seen that going back in time, it is achieved at lower number of 
latent topics – 30 for CompSysTech 2018, and just 15 for 
CompSysTech 2014, 2015 and 2016. That is expected and 
pretty logical – as we go back in time, the document collection 
gets smaller (from 4648 to 2550 documents) due to the lower 
number of reviewers’ publications. The smaller the document 
collection, the lower is the number of unique words, leading to 
lower optimal number of hidden topics. 

TABLE IV.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2017 AT DIFFERENT NUMBER OF 

LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS 

Papers: 107, Reviewers: 76  
Documents: 4128, Unique words: 19698 

Weighting model: raw term frequencies 

# latent topics 80 100 120 140 

% correctly 
calculated 

76.19  76.83  77.46  75.56  

Pearson 
correlation 

0.7482 0.7579 0.7647 0.7460 

Weighting model: basic TF-IDF (eq. 6), ltc.ltc 

# latent topics 10 20 25 30 40 

% correctly 

calculated 
80  81.59  81.9  80.95  80.63  

Pearson 

correlation 
0.7867 0.8019 0.8078 0.7980 0.7916 

TABLE V.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2016 AT DIFFERENT NUMBER OF 

LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS 

Papers: 117, Reviewers: 73  

Documents: 3926, Unique words: 19787 

Weighting model: raw term frequencies 

# latent topics 60 80 100 120 

% correctly calculated 73.93 % 74.79 % 74.5 % 73.93 % 

Pearson correlation 0.6956 0.7056 0.6974 0.6876 

Weighting model: basic TF-IDF (eq. 6), ltc.ltc 

# latent topics 15 20 25 30 

% correctly calculated 80.8 % 80.52 % 79.66 % 78.22 % 

Pearson correlation 0.7500 0.7451 0.7414 0.7250 

TABLE VI.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2015 AT DIFFERENT NUMBER OF 

LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS 

Papers: 103, Reviewers: 74  

Documents: 3090, Unique words: 17165 

Weighting model: raw term frequencies 

# latent topics 40 50 60 80 

% correctly calculated 76.95 % 76.95 % 76.27 % 75.25 % 

Pearson correlation 0.7280 0.7383 0.7388 0.7213 

Weighting model: basic TF-IDF (eq. 6), ltc.ltc 

# latent topics 8 10 15 20 

% correctly calculated 81.69 % 82.71 % 82.71 % 81.36 % 

Pearson correlation 0.7720 0.7842 0.7874 0.7717 

TABLE VII.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER 

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT 

REVIEWERS’ OPINION FOR COMPSYSTECH 2014 AT DIFFERENT NUMBER OF 

LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS 

Papers: 107, Reviewers: 65  
Documents: 2550, Unique words: 14810 

Weighting model: raw term frequencies 

# latent topics 30 40 60 80 

% correctly calculated 74.1 % 74.75 % 73.77 % 71.8 % 

Pearson correlation 0.6791 0.6835 0.6756 0.6574 

Weighting model: basic TF-IDF (eq. 6), ltc.ltc 

# latent topics 8 10 15 20 

% correctly calculated 78.69 % 78.69 % 79.67 % 78.36 % 

Pearson correlation 0.7114 0.7074 0.7340 0.7137 

Finally, it is interesting to see a direct performance 
comparison between the latent semantic analysis (LSA), the 
vector space model (VSM) and the explicit document 
description by a taxonomy of keywords in computing paper-
reviewer similarities for all issues of CompSysTech. Such a 
comparison is presented in Table VIII. It includes only the 
highest accuracies, obtained by the VSM and LSA for every 
CompSysTech issue. Data for the VSM and the method of 
describing papers/reviewers by taxonomy of keywords are 
taken from my previous publication [17]. All methods are 
tested by using the same input data (CompSysTech 2014-2018 
datasets) and by the same similarity factors’ evaluation tool 
[21]. So, comparison is fair and objective. 

There are dozens of experiments, testing many popular TF-
IDF weighting models with the VSM in [17]. However, 
Table VIII shows only the best performing one – the algebraic 
version of Robertson’s BM 25. 

Expectedly, LSA outperforms VSM, even for the best 
performing term-weighting model for VSM. However, it is a 
bit surprising that, in some cases, LSA slightly outperforms the 
explicit document description by taxonomy of keywords as 
well. 
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TABLE VIII.  COMPARISON OF LSA, VSM AND THE EXPLICIT DOCUMENT DESCRIPTION BY A TAXONOMY OF KEYWORDS FOR ALL COMPSYSTECH ISSUES FROM 

2014 TO 2018 

 CST 2018 CST 2017 CST 2016 CST 2015* CST 2014* 

Total assignments 220 315 349 295 305 
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Taxonomy of keywords [2] 

 81.82 0.75 81.90 0.80 80.23 0.74 85.08 0.81 80.66 0.78 

 

Vector Space Model (VSM), Robertson’s BM25 TFk∘p / TFk∘p x IDF  

No stemming 73.64 0.67 76.51 0.74 72.78 0.65 75.59 0.70 72.13 0.67 

Porter stemmer 74.09 0.66 79.37 0.77 73.64 0.68 76.95 0.72 74.43 0.68 

 

Latent Semantic Analysis (LSA), TF-IDF weighted term-document matrix, eq. (6) 

No stemming 82.73 0.76 81.90 0.81 80.80 0.75 82.71 0.79 79.67 0.73 

* Three PC members of CompSysTech 2015 and 2014 were not identifiable in DBLP. 

It should be noted here, that 3 PC members of 
CompSysTech 2014 and 2015 were not found in DBLP, so the 
abstracts of their previous publications were excluded from the 
document collection, meaning they get zero similarities with all 
papers. Actually, missing data for some reviewers is the 
highest threat to LSA and VSM since they calculate similarities 
based on content analysis. If there is no content, there is no 
similarity, and those reviewers could have their papers 
assigned at random. 

Results of the LSA to VSM comparison comply with most 
of the previous similar research. Although the LSA achieves an 
increase of 30% in the average accuracy for the MED 
collection, it shows much lower improvement for CISI and 
NPL datasets, while performing even worse for TIME and 
CACM collections [22]. In real-life applications, improvement 
is also moderate. Moldovan et al. [9] applied both LSA and 
VSM to analyze US patent documents and their results show 
that LSA slightly outperform VSM with an average 
improvement of up to 5%. That is fully comparable to the 
results obtained in this study, in case the term-document matrix 
is composed of raw term frequencies. However, if the term-
document matrix is composed of tf-idf weights, accuracy could 
be increased with up to 10% in respect to the VSM. 

VII. CONCLUSION 

After performing large number of experiments with all the 
five CompSysTech datasets, it can be concluded that: 

1) The latent semantic analysis (LSA) could be accurately 

and reliably used to identify competent reviewers to evaluate 

papers. 

2) The latent semantic analysis outperforms the vectors 

space model in almost all cases, even when VSM implies the 

Robertson’s BM 25 as a term-weighting model. 

3) When the term-document matrix of LSA is composed 

of raw number of term occurrences, the LSA slightly 

outperforms VSM by 2-3 ppts (percentage points). 

4) Composing the term-document matrix of TF-IDF 

weights, rather than raw number of term occurrences, 

additionally boosts accuracy by further 5 ppts, and allows the 

LSA even to slightly outperform the method of explicit 

document description by a taxonomy of keywords. 

5) In contrast to the vector space model, the LSA achieves 

higher accuracy when IDF is applied to both document and 

query terms. 

6) Word stemming has a little effect on accuracy of 

similarities computed by LSA. 

7) The optimal number of latent (hidden) topics depends 

on the number of unique words (terms) within the document 

collection. Higher number of terms results in higher optimal 

number of latent topics, and the opposite. 

8) Lowering the number of latent topics increases the 

values of all calculated paper-reviewer similarities, but not 

their accuracy. 

9) The highest threat in using LSA to assign reviewers to 

papers is to have a PC member who cannot be found in DBLP 

and Semantic Scholar. In this case, no publications could be 

extracted for him/her and he/she will get zero similarities with 

all papers. The latter means that papers will be assigned to 

him/her at random. 

Both the latent semantic analysis and the vector space 
model could be reliably used to identify competent reviewers 
to evaluate papers. LSA achieves higher accuracy, but it is 
harder to be implemented and has higher time complexity. 
Furthermore, in contrast to the VSM, the LSA could not be 
computed by using an inverted index, making it much slower 
than VSM. Additionally, the accuracy of LSA depends on the 
number of latent topics, but the optimal number could not be 
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set in advanced. So, although LSA achieves higher accuracy, 
the VSM may be a better choice for commercially available 
conference management systems due to its simplicity and 
better time complexity, allowing real-time computation even 
for large scale conferences. 

Other IR approaches (most probably composition of several 
methods and/or data sources) will be tested in future to check if 
they could also be used to identify competent reviewers to 
evaluate submitted papers. So far, both the VSM and the LSA, 
together with the method of explicit description of papers and 
reviewers by choosing keywords from a predefined taxonomy, 
turned to be quite reliable option for this task. 
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Abstract—During excavation works in downtown, stability 

and safety considerations of such excavations and constructions 

are crucial for which continuous wall structures with varying 

structural components are commonly used. Most of the current 

models used for this purpose are often complex, where the 

accepted parameters do not have a clear physical meaning. 

Moreover, accurate ground movement forecasts are challenging 

due to nonlinear and inelastic soil behavior. Therefore, this study 

proposes a method to predict the lateral displacement of the 

braced wall at each stage of excavation by using all the basic 

information necessary for braced wall design, including ground 

information of the excavation site, support methods such as the 

type of brace, location and stiffness, information about the 

neighboring buildings, and the results of numerical analysis. 

One-dimensional convolutional neural network and long short-

term memory network are used for estimation and prediction to 

develop an optimal prediction model based on well-refined but 

limited data. The applicability of the braced wall was confirmed 

for safety management by predicting the horizontal displacement 

of the braced wall for each stage of excavation. The proposed 

model can be used to predict the stability of the horizontal wall 

for each excavation step and reduce accident risks, such as 

collapse of the retaining wall, which may occur during 

construction. 

Keywords—Excavation; wall displacement; neural network; 

prediction wall deflection; CNN-LSTM 

I. INTRODUCTION 

Owing to the increase in high-rise buildings in urban areas, 
an increasing number of excavations are being planned. It is 
important to consider the potential serviceability issues caused 
by the construction of these structures. To maintain the stability 
of excavations, continuous wall structures with varying 
structural components are commonly used. These components 
can help prevent ground movements and reduce the impact on 
nearby structures. A reasonable estimate of the lateral wall 
deflection profiles caused by braced excavations is critical to 
ensure safe and economical construction. Therefore, 
measurements during construction are critical for determining 
the stability of the braced wall during excavation. In particular, 
wall displacement is the primary sign of problems with 
stability of the braced wall. To monitor this during 
construction, it is periodically measured using an inclinometer 
that can measure the lateral displacement of the braced wall, 
and thus the risk is determined. In addition, the inclinometer is 
the only method for measurement of the lateral displacement of 

the braced wall during excavation throughout the entire 
construction stage. Therefore, monitoring the lateral wall 
displacement through the inclinometer is indispensable; 
however, the measurement cost increases drastically if it is 
installed on all braced walls at an excavation site. Currently, 
engineers measure the lateral displacement of the braced wall 
using an inclinometer at a section that is representative of the 
entire structure. Therefore, there are still limits to management 
in sections other than the representative section, and accidents 
sometimes occur in these sections. As such, the retaining wall 
displacement for the unmeasured section can be estimated 
using numerical analysis or interpolation of the database. 
However, it is difficult to accurately predict ground movement 
because soil is a complex material and has inelastic behavior. 
Although various numerical models consider various features 
of soil, many of these models are often complex, and the 
accepted parameters do not have a clear physical meaning. 
Factors that affect the behavior of retaining walls at excavation 
sites are very diverse, such as the type of ground, the presence 
of adjacent buildings, and the support and wall construction 
methods. Based on empirical analysis of measured 
displacements in a large number of case histories, it is a proven 
method [1-4] to identify the main parameters affecting the 
deformation behavior during excavation works, as well as to 
examine general trends and patterns. This empirical design 
method is currently used a lot by engineers, but it is more 
inaccurate than a numerical model. However, it requires 
enormous computing resources to use a numerical model to 
predict the retaining wall. Therefore, an artificial intelligence 
(AI) based approach in geotechnical engineering is being used 
to analyze the complex behavior of underground structures. 

An artificial neural network (ANN) was used in many 
research [5-16] to estimate the lateral wall displacement in 
excavation works. As some research trend, ANN was also used 
by Kung et al. [11] to calculate the deflection of diaphragm 
walls caused by excavation in clays. Chern et al. [12] used a 
back-propagation neural network (BPNN) model to forecast 
lateral wall displacement in top-down excavation. Random 
forest (RF) algorithm was utilized by Zhou et al. [13] to 
anticipate ground settlements caused by the building of a 
shield-driven tunnel. For the inverse analysis of soil and wall 
parameters in braced excavation, Zhang et al. [14] used 
multivariate adaptive regression splines (MARS). For the 
determination of Earth Pressure Balance (EPB) tunnel-related 
maximum surface settlement, Goh et al. [15] used the MARS 
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model. Xie and Peng [16] tested the prediction power of 
Random Forest (RF) modeling for estimating tunnel 
Excavation Damaged Zones (EDZs). Despite the widespread 
application of supervised learning algorithms in geotechnical 
engineering, they have not been frequently applied for lateral 
wall displacement prediction in deep braced excavations 
considering the anisotropic shear strength. 

As such, various artificial intelligence techniques have been 
utilized in relation to the stability of the retaining wall at the 
excavation site. However, the research so far has been limited 
to the study of the prediction of the maximum displacement of 
the retaining wall at the time when the excavation work is 
completed. In order to determine the stability during 
excavation work, it is important to manage the displacement of 
the retaining wall during construction, that is, according to the 
excavation stage. Most of the accidents related to excavation 
work occur during the excavation process, but no attempt has 
been made to predict the displacement of the retaining wall 
during excavation work. Therefore, predicting not only the 
maximum displacement after the excavation work is 
completed, but also the displacement of the retaining wall at 
each stage of excavation is considered to be helpful in reducing 
collapse accidents that occur in actual excavation work and 
evaluating the stability of the retaining wall. 

This study attempted to predict the lateral displacement of 
the braced wall at each stage of excavation by using all the 
basic information necessary for braced wall design, including 
ground information of the excavation site, support methods 
such as the type of brace, location, and stiffness, information 
about the neighboring buildings, and the results of numerical 
analysis. Therefore, one-dimensional convolutional neural 
network (1D-CNN) and long short-term memory (LSTM) 
network were used, and the applicability of the braced wall was 
confirmed for safety management by predicting the horizontal 
displacement of the braced wall for each stage of excavation. 

II. PREDICTION MODEL AND CONSTRUCTION 

METHODOLGY 

A. 1-D CNN 

Predictions based on existing time series data mainly use 
deep learning algorithms [17, 18]. CNN (Convolutional Neural 
Network) is a deep learning algorithm and an effective neural 
network for identifying patterns in data because it specializes 
in processing array data. Therefore, CNN utilizes various filters 
that can be used as shared parameters; in the case of two 
dimensions, it efficiently extracts and learns features from 
adjacent images while maintaining the spatial information of 
the image. CNN, which mainly uses two-dimensional data, can 
be applied to data feature extraction and data prediction 
analysis by utilizing one-dimensional time series data [19-21]. 
CNN has the advantage of enabling easier training based on 
minimal parameters and preprocessing of data. The following 
equation (1) describes the output of a CNN corresponding to 
one-dimensional input data. 

( ) ( )( ) ( ) ( )s t x w t x a w t a                (1) 

where x  is the input data, w is the kernel map, and ( )s t  is 

the feature map, which is the output layer. The CNN algorithm 
consists of four steps. In the first step, the kernel, which has a 
weighted function as the input data, traverses in a certain flow, 
and several convolution products are calculated in parallel. In 
the second step, the values computed in parallel go through the 
activation function, and the features of the input data are 
detected and output to the feature map. In the third step, the 
pooling function is used in the pooling layer to reduce the 
feature data detected in the feature map. As described above, 
the CNN algorithm extracts the features of the data through the 
iterations of the CNN and pooling layers. In the last step, for 
the dataset extracted from the CNN and pooling layers, the data 
constructed in an array are transformed into a column vector 
array through the fully connected layer, and the features of the 
data are classified. Fig. 1 shows the structure of the 1D-CNN 
algorithm. 

 

Fig. 1. Structure of 1-D CNN Algorithm. 

B. LSTM 

LSTM(Long-Short Term Memory) is mainly used for 
prediction and classification studies such as genes, 
handwriting, voice signals, sensor data, and stock prices [22]. 
Recently, many studies have been conducted to improve the 
prediction performance by modifying the structure of the 
LSTM [23, 24]. The LSTM algorithm was developed to solve 
the problem that owing to the structure of the recurrent neural 
network (RNN) algorithm, the time-series data of the distant 
past are not reflected if the data are large. The RNN algorithm 
transforms the hidden layer into forget, input gate, and output 
gates, which controls the flow of information to reflect time-
series data of the distant past. Fig. 2 shows the structure of the 
LSTM algorithm [25], in which X represents the input layer, h 
represents the output layer, and a represents the hidden layer 
transformed into forget, input, and output gates. 

 

Fig. 2. Structure of LSTM. 
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C. Proposed Model 

The 1D CNN-LSTM model proposed in this study is a 
retaining wall displacement prediction algorithm to produce an 
optimal learning effect with limited iterative learning of time-
series data by combining CNN and LSTM (Fig. 3). The 
structure of the 1D CNN-LSTM model is divided into three 
stages. The first stage has a three-layer CNN structure and max 
pooling. In the first stage, the periodic and non-periodic 
features of the time-series data are extracted from the CNN 
layer, and a feature map is created using the output values. The 
max pooling layer is used to reduce the size of the extracted 
feature data. Max pooling selects the maximum value of the 
feature map. This process was repeated three times to extract 
the periodic and non-periodic features of the time-series data, 
and the data size was reduced significantly compared to the 
initial data size. The second stage consists of a flattened layer 
and a dense layer. The flattened layer converts multi-
dimensional array data into 1D time-series data, and the dense 
layer connects both inputs and outputs. In the third stage, deep 
iterative learning of the LSTM layer was performed to ensure 
that the LSTM layer learns the relationship between the past 
and future data through the CNN. Future data were predicted 
based on the learned relationship. 

 

Fig. 3. Structure of Proposed Wall Deflection Prediction Model. 

D. Data Collection and Preparation 

Data collection is one of the most crucial steps in the 
prediction modeling. In this study, we need training data for the 
design and measurement over time to predict the horizontal 

displacement of the retaining wall for each excavation step. 
Therefore, we used the data obtained from excavation work 
sites in South Korea to prepare 30 input datasets by sorting the 
soil information, member information of the temporary 
retaining wall, numerical analysis results, and measurement 
results for each excavation step. The variables of the retaining 
wall data included all factors affecting the displacement of the 
retaining wall, such as the location, ground layer formation, 
soil strength, height of the retaining wall, height of the upper 
weak layer, retaining wall type, rigidity of the retaining wall, 
support type, and horizontal displacement of the ground. Fig. 4 
is an example in which the various variables used as input data 
are scaled to a value between 0 and 1 and organized by depth. 
We could not collect a large amount of data because it was 
difficult to collect relevant information for step-by-step 
prediction from actual excavation sites. Therefore, the number 
of training data used in this study was relatively small, and we 
attempted to find the optimal model through cross-validation 
by changing the training and validation data. 

 

Fig. 4. Example of Preprocessed Input Data. 

III. RESULTS AND DISCUSSION 

Fig. 5 shows the overall accuracy and loss of the training 
and validation datasets. This shows that both the training loss 
and the validation loss start to converge above the 100th epoch. 
During this time, the overall accuracy of the training and 
validation tends to remain stable. Finally, the training was 
conducted for 1,000 epochs, and the optimal result was 
obtained at the 210th epoch. The performance improvement of 
the model cannot be expected through further training. 

Because it was difficult to collect all excavation data for 
each step of the excavation work, the prediction values through 
cross-validation in this study were validated in this study. After 
training the model by excluding the design values of certain 
excavation site locations, the model by comparing the 
prediction values to the design values of those site locations 
were validated. 
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Fig. 5. Loss per Epoch during the Training of the Predicting Wall Deflection. 

Fig. 6(a) and (b) show the predictions of the design values 
of excavation sites A and B, respectively, for each of the three 
excavation steps. The prediction results show that the changing 
trend of the horizontal displacement of the retaining wall is 
predicted properly in most cases. However, the horizontal 
displacement of the retaining wall was overestimated or 
underestimated at certain sites because the soil conditions and 
construction methods of the excavation sites were all different. 

Fig. 6(a) shows that for site A, the horizontal displacement 
trend of the retaining wall is predicted well in every excavation 
step. Although there is a tendency to slightly overestimate the 
maximum horizontal displacement compared to the design 
value (true value), the depth at which the maximum horizontal 
displacement occurs matches exactly in each excavation step. 
This could help predict the position at which risk occurs before 
construction. Furthermore, the prediction values were mostly 
similar to the true values, regardless of the excavation depth in 
each excavation step. 

In Fig. 6(b), site B also shows that the horizontal 
displacement trend of the retaining wall is predicted well in 
every excavation step. Furthermore, the prediction value 
matched the true value for the depth at which the maximum 
horizontal displacement occurred. However, in contrast to site 
A, the maximum horizontal displacement of the retaining wall 
was underestimated. In every case, it was determined that the 
accuracy of the prediction increases as the excavation 
progresses, and if the amount of training data increases, higher 
accuracy can be expected. 

Fig. 7(a) and (b) show the predictions of the horizontal 
displacement of the retaining wall for certain cross-sections of 
sites A and B, respectively, for each excavation step. Here, the 
true value refers to the value measured using an inclinometer. 
For site A, it can be seen that the inclinometer measurement 
value and the prediction value match well in each excavation 
step. Furthermore, the predicted maximum horizontal 
displacement of the retaining wall is almost the same as the 
actual measurement value, and as the excavation progresses 
step-by-step, the difference from the actual measurement value 
decreases. For site B, few errors appeared to occur at low 
depths, but the trend of the displacement profile of the 
retaining wall was consistent. In actual measurements, the 
traffic on the surrounding roads and the adjacent buildings 
affect the ground. However, it is difficult to prepare these 
values in detail in the training data. Therefore, errors occurred 
at low depths close to the ground surface. 

 
(a) 

 
(b) 

Fig. 6. Wall Deflection Profiles with Numerical Analysis versus Prediction 

(a) Excavation Site A, (b) Excavation Site B. 

 
(a) 

 
(b) 

Fig. 7. Measured Wall Displacement Profiles versus Prediction (a) 

Excavation Site A, (b) Excavation Site B. 
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IV. DISCUSSION 

In this study, a method combining CNN and LSTM was 
applied to predict the displacement of the retaining wall 
according to the excavation work step by step, and its 
applicability was confirmed. Through this study, it was found 
that the displacement change of retaining wall can be predicted 
as the excavation work progresses. While previous studies 
were limited to predicting the maximum displacement of the 
retaining wall, this study made it possible to measure the entire 
profile of the retaining wall. The ground inclinometer is the 
only measurement item that can reflect the entire excavation 
process, and the prediction accuracy can be improved by using 
this measurement value. In the previous study [9, 10, 14] the 
maximum displacement prediction error of the retaining wall 
was about 6~23%, but in this study, the prediction error for the 
maximum displacement was about 3~18%. In addition, the 
prediction error for each stage of excavation was also 
confirmed to be about 15%. Since the machine learning 
materials used so far may not be able to represent various 
environments such as all ground conditions and retaining wall 
construction methods, prediction errors may appear differently 
depending on the characteristics of the site. However, it is 
judged that the signal of accidents can be confirmed in advance 
by comparing the predicted results using the model proposed in 
this study with the retaining wall management standard 
according to the excavation work. 

V. CONCLUSION 

This study proposes a model that predicts the retaining wall 
displacement for each excavation step by combining 1D CNN 
and LSTM using the retaining wall measurement data. 
Compared to previous studies on the prediction of the 
maximum displacement of the retaining wall, this study has the 
advantage that the displacement profile of the retaining wall 
can be predicted for each excavation step. For highly reliable 
predictions, we need a large amount of data; however, we 
aimed to propose an optimal prediction model based on well-
refined data by training the model using limited training data 
and combining 1D CNN and LSTM. The results predicted by 
applying the measurement data of actual sites in the proposed 
model showed few differences from the actual measurement 
values. In these results, there was a tendency to show errors at 
certain sites because each site has different soil conditions and 
construction methods. Furthermore, this phenomenon seemed 
to be caused by the limited number of data, and this problem is 
expected to be solved by inputting additional measurement 
data in future. 

For the safe management of the retaining wall during 
excavation work, predictions are required for not only the 
measurements of representative cross-sections but also for the 
unmeasured sections. In this regard, the proposed prediction 
model of this study can be used to predict the stability of the 
retaining wall for each excavation step and reduce accident 
risks, such as collapse of the retaining wall, which may occur 
during construction. Although the proposed model has some 
limitations, if appropriate data for the proposed model are 
collected and the database is built upon them, it could 
potentially help experts to use the model for designing or 
constructing retaining walls. Furthermore, it can help perform a 

more economical and safer retaining wall design or 
construction. 
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Abstract—Plants leaves recognition is an important scientific 

field that is concerned of recognizing leaves using image 

processing techniques. Several methods are presented using 

different algorithms to achieve the highest possible accuracy. 

This paper provides an analytical survey of various methods used 

in image processing for the recognition of plants through their 

leaves. These methods help in extracting useful information for 

botanists to utilize the medicinal properties of these leaves, or for 

any other agricultural and environmental purposes. We also 

provide insights and a complete review of different techniques 

used by researchers that consider different features and 

classifiers. These features and classifiers are studied in term of 

their capabilities in enhancing the accuracy ratios of the 

classification methods. Our analysis shows that both of the 

Support Victor Machines (SVM) and the Convolutional Neural 

Network (CNN) are positively dominant among other methods in 

term of accuracy. 

Keywords—Leaf recognition; feature extraction; leaf features; 

classifiers; image processing 

I. INTRODUCTION 

An important role introduced by plants to maintain the 
ecological balance of the earth by providing us with breathing, 
shelter, fuel and medicine. Pattern recognition and image 
processing techniques are exploited by using plant images to 
build plant lists for the conservation and preservation of 
existing classes of the plant [1]. Leaves are considered 
convenient for the recognition and classification of different 
plant species because they are capable to present flat and two-
dimensional surfaces with various characteristics like texture, 
colour, and shape. Many biological and environmental factors 
affect leaves to be damaged. So, many characteristics of a 
damaged leaf will be not useful to provide identifying signals. 
Therefore, a recognition system that depends on such 
characteristics may lead to unreliable and inconsistent 
outcomes. 

Plant species recognition and classification method by 
conventional artificial processes are present time consuming, 
due to the depending on specific botanical information used 
by common persons [1]. Many research topics based on the 
automatic classification of the plant species are important. 
Some effective algorithms in computer science such as pattern 
recognition, image processing and machine learning and some 
technologies such, mobile devices and digital cameras, present 
the idea of automated classification for plant species by 

extracting different characteristics from the images of a plant 
leaf. With the development of machine learning, image 
processing, mobile devices, computer software, and hardware 
[2], it is possible to present an efficient and quick automated 
system to manage, recognize and understand a plant species 
[3]. 

In the area of plant taxonomy, leaf analysis has an 
essential role used to analyze, recognize and understand plant 
recognition and leaf patterns. The automatic plant recognition 
based on some features and characteristics, including leaf 
texture, leaf shape, leaf colour, and, other geometric features 
has been exploited. These characteristics are dependent on the 
recognition of the plant species. One of the essential 
challenges for plant recognition/classification is the diversity 
of leaf shapes [4]. The colour feature is more dependent to 
classify and identify plant species because leaf colour is can 
be changed according to the environment in different seasons. 
The texture features are more based on the information 
assured from its vein and venation. Recently, leaf venation 
patterns are considered an important factor to identify plant 
species with few techniques to extract leaf vein structure. 
Many methods depended on automatic or manual leaf 
venation extraction from leaf patterns. Furthermore, there 
have been few efforts to correlate and evaluate leaf venation 
and leaf spectral signatures [5]. 

In general, texture, shape, and colour features for each 
kind of plant leaf utilized to recognize plant species [4]. 
Therefore, most of the existing systems and methods of plant 
species recognition depend on these features of leaf image 
with its ability to be valid and reliable for years. 

In this paper, different methods used in the plant 
recognition and classification field are discussed. The 
implementation and performance of various methods of plant 
recognition is important for the advancement of these 
technologies in supporting environment. Hence these methods 
are reviewed and analyzed. The presented methods have 
advantages and disadvantages for the recognition and 
identification of leaf patterns. The remainder of this paper 
organized as follows: Section 2 presents and discusses various 
earlier works. Section 3 presents the advanced methods used 
in leaf recognition. In Section 4, difficulties and directions 
related to the earlier proposed methods of leaf recognition are 
discussed. Conclusions are presented in Section 5. 
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II. LITERATURE REVIEW 

In general, there is a general step for leaf recognition, 
including capturing leaf’s images, applies pre-processing 
method on the captured image, extract feature and classify 
leaf. Fig. 1 illustrates the flowchart of the major steps carried 
out in the process of leaf recognition. 

A. Images Capturing 

In various studies, a scanner or digital camera is used for 
acquiring leaf images. In [6], the authors used a Samsung 
camera (DV300F SAMSUNG zoom Lens 5X 16.1 
megapixels) to capture images of on-branch green apples, 
apricot, nectarine, sour cherry, peach, and amber-coloured 
plums. A digital camera (SONY W730) is used in [7] to 
capture the green apple targets. The Microsoft Kinect 2.0 
camera is chosen in [8] to capture juicy peach images for 
colour, depth, and point cloud features. While the authors in 
[9] used an MX808 camera to collect green pepper plant 
images to create a new dataset. The Canon 660D digital 
camera used to collect 8911 images of rice leaf disease as a 
dataset used in the paper [10]. 

 To collect 2D images for apple fruit counting and 
diameter, the authors in [11] used a thermal camera for 
accurate results. Also, a thermal camera is used in [12] to 
collect 2D images of oranges for recognition. Because of the 
limitation presented with 2D images related to incomplete 
information, 3D images are considered in many types of 
research. A laser scanner used in [13], [14], [15] to scan 3D 
images. Alternatively, an RGB-D camera is used in [16], [17], 
[18] to present a complete and significantly 3D scan. 

B. Images Pre-Processing Methods 

An important concept in the leaf recognition system is the 
pre-processing phase. This phase includes the following steps: 
image re-orientation, image cropping, convert the image to a 
grayscale image than to a binary image, remove noise, stretch 
contrast, and threshold inversion [19]. Various preprocessing 
techniques are developed based on efficient machine learning 
methods. How leaf images’ features are extracted, and the 
outcomes of pre-processing phase are important aspect of 
visual-based machine learning. The study in [20], suggested 
that to extract leaf features, the leaf image is divided into 2/4 
parts, instead of the whole leaf extraction. Vein, colour, 
Fourier descriptors (FD) exploited in the presented image 
processing techniques. To achieve a sufficient rate of 
accuracy, Gray-Level Co-occurrence Matrix (GLCM) 
methods and the Flavia leaf dataset are used to present 99.1% 
accuracy. In [21], presented a study and analysis of different 
methods used various image pre-processing techniques. 
Simple Linear Iterative Clustering (SLIC) used in one of the 
studied methods, which uses on super-pixel for grouping them 
with a defined value through many iterations of the closed 
neighbour to determine a data vector with a similar value. In 
[22], the Guided Active Contour (GAC) method is developed. 
In this method, the snake segmentation technique is used to 
enhance the polygonal framework for the elongated leaf 
shape. 

For extraction of segments from the data, a hierarchical 
model based on the Kurtz algorithm is proposed [23]. The 

proposed approach suggests extracting the interesting parts 
from data. The data is arranged from the lowest to the highest 
resolution as clusters as a tree. The first cluster represents the 
colour features of coarse image patches. The Binary Partition 
Tree (BPT) used to arrange the individual patches in a 
hierarchical manner. This method shows that the precision of 
the system reached up to 85.1%. In [24], a pre-processing 
technique is used in the proposed system for recognition of 
soybean and weed leaf. The data used include the images 
captured by the 2G-R-B camera where the erosion algorithm 
utilized to remove images distortion. Moment invariant is used 
to identify scale, invariability, rotation, and translation of 
soybean leaf image. The image pre-processing technique used 
can improve the classification rate to 90.5%. 

C. Feature Extraction Methods 

Some important characteristics such as colour, size, and 
shape are used for leaf recognition. The segmented image can 
be a source of information for feature extraction and could 
assist in the proper classification of the anomaly. Some 
statistical measures used for textural features extraction such 
as Color Co-occurrence Matrix (CCM), Spatial Grey Level 
Dependence Matrix (SGLDM), Grey Level Co-occurrence 
Matrix (GLCM), Local Binary Patterns (LBP). Various 
existing systems and methods of plant recognition depend on 
the colour, size, shape, and texture of the leaf image. 

The study in [25] leaves in plants have holes or diseases 
that could cause reduction of leaves, and thus cause 
segmentation. First, point searched by pixel scanning and 
arranged as foreground/background. When the pixel is 
categorized as foreground, this process cuts off and the next 
line is scan. Every individual pixel passed with this process 
for identification. The result of this model was provided with 
an average error of 3.00 for five leaves. The study in [26] 
proposed a system for applying feature extraction by utilizing 
a method known as area labelling. The pre-processing phase is 
applied for image processing to provide binary image output. 
Next, the output binary image is offered to area labelling for 
identified region production. In this work, when the pointer 
defines a pixel with the value ‘1’ then the eight-connecting 
area algorithm is used to acquire more search for the eight-
connecting area by the kernel. The features of the leaf image 
are reflected when the pixels are marked and contend for 
features extraction. 

 

Fig. 1. The Basic Steps of Leaf Recognition Method. 
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In [27], Gopal et al. attended to present the medicinal 
images for classification goals depending on the colour 
features extraction. First, a digital scanner used for providing 
input image attached for the preprocessing phase. Later, for 
feature extraction, the image is pushed into the program to 
gain the colour feature according to its Fourier descriptor. In 
the training phase, 100 leaf images are used and 50 leaf 
images are used in the testing phase. The results show that the 
efficiency of the method is 92%. Feature extraction represents 
an important role in providing accurate precision and accuracy 
in leaf recognition/classification system built on utilizing 
machine learning mechanism. This belongs to the fact that the 
predetermined feature in the network affects the architecture 
of machine learning. Different mechanisms used in different 
approaches to solving different problems so that there are 
various feature extraction methods to be utilized. 

III. LEAF RECOGNITION AND CLASSIFICATION METHODS 

Various related researches proposed for leaf plant 
recognition and classification is discussed in this section. In 
[28], the Local Binary Patterns (LBP) method is used to 
propose an alternative method for plant leaves classification. 
The proposed method uses the extracted texture features from 
plant leaves to recognize plant leaves. LBP, the R and G 
colour of images. In addition, the method efficiency against 
Gaussian, pepper, and salt are evaluated. Next, the Extreme 
Learning Machine (ELM) method is used to classify and test 
the acquired features from the proposed system. In this 
system, Swedish, Flavia, Foliage, and ICL datasets are used. 
The obtained results are compared to prove that the proposed 
method can identify noiseless from noisy images. The 
accuracy results achieved is claimed to be (98.94%) Flavia, 
(99.46%) Swedish, (83.71%) ICL and (92.92%) Foliage 
datasets. 

An automatic and accurate segmentation method is 
proposed in [29]. The authors have used an efficient encoding 
method for the feature depth information extraction. Later, 
Mask R-CNN is deployed to train the used RGB-D data. For 
more efficiency, the features of the data are fused in the 
Feature Pyramid Network (FPN) structure. Next, Density-
Based Spatial Clustering of Applications with Noise 
(DBSCAN) provided to segment a single leaf from 
overlapping leaves in the explored scope using the detected 
leaf areas and depth data. The experimental results are 
compared to prove that the proposed system automatically 
detects leaves with an accuracy of around 89.3%. In [30], the 
authors used the dataset of apple leaf image that employed six 
apple leaf diseases to provide 2462 images for method 
evaluation. The proposed method is compared with the 
traditional multi-classification method based on cross-entropy 
loss function for results evaluation. The traditional multi-
classification method achieves an accuracy of 92.29%, while 
the proposed method in [30] presents better accuracy with 
93.51%, 93.31%, and 93.71% on the test set, respectively. 

In [31], Jaya Algorithm with the optimized deep neural 
network used to propose a system for paddy leaf diseases 
identification. The leaves image of the rice plant is taken 
normally from the field, brown spot, blast, and sheath rot 
diseases. In the pre-processing phase, the RGB images are 

converted into HSV images and binary images are extracted to 
split the non-diseased and diseased samples. For the 
segmentation of non-diseased portion, diseased portion, and 
background a clustering method is utilized. Jaya Optimization 
Algorithm (DNN_JOA) with Optimized Deep Neural Network 
is used in the Classification of diseases phase. The results of 
the work prove that the proposed method achieved an 
accuracy of 90.6%. 

The authors in [32] presented a classification method of 
plant’s leaves based on Multiscale Triangle Descriptor (MTD) 
and Local Pattern Histogram Fourier (LBP-HF). The two 
methods are employed to characterize shape and texture, 
respectively. Based on their experiments, the recognition 
accuracy ratio is found to be 99.1%, 98.4%, 95.6% when 
applied on Flavia, Swedish and MEW2012 datasets, 
respectively. However, the method has some limitations. The 
features of the leaves need to be designed manually as no 
automated process of learning is applied. In [33], an 
alternative recognition method is presented based on 
Generalized Procrustes Analysis (GPA). The method uses 
contour (shape) features for classification. The core of the 
method depends on performing some computation to calculate 
the distance between a set of contour points and the center of 
the contour upon applying some alignments. The results show 
that the recognition accuracy rate is 84.4% and 98.4% on 
Leafsnap and Flavia datasets, respectively. 

A recognition method based on Multiscale Sliding Chord 
Matching (MSCM) is presented in [34]. The method aims to 
recognize soybean cultivar by joint leaf patterns. The MSCM 
strategy is implemented to extract shape features. The 
experiment over 6000 sample images shows that the accuracy 
ratio is 72.4%. The analysis shows that such a low ratio results 
from several reasons. The leaves of the soybean plan have 
different visual cues for soybean cultivar identification. In 
addition, the joint leaf pattern is not integrated with the 
descriptors of leaves from different parts of soybean plants. 
There are many other classification models found in various 
researches. These methods include Support Vector Machine, 
Artificial Neural Network, Convolutional Neural Network, K-
Nearest Neighbors, and Probabilistic Neural Network. 

A. Support Vector Machine (SVM) 

In SVM is an essential machine-learning technique for 
data learning and solving classification and identification 
problems. The study in [35] proposed utilizing leaf contour 
and centroid for proposing the leaf image recognition systems. 
The proposed method aimed to use image processing 
techniques as well as SVM utilized as a classifier. Flavia 
dataset utilized to take 70 patterns with their shape and 
geometrical features. Their results prove that the highest 
achievement accuracy of 97.7%. In [36], the authors provide a 
comparative analysis for leaf recognition and classification. 
SVM used as the classifiers in this system and a shape 
detector utilized to extract 14 leaf features. In the training 
dataset, the Flavia database used to provide sixteen different 
plant species. The results show that the highest accuracy of 
90.9% by exploiting SVM. 

Araujo et al. [37] used SVM and neural network as 
classifiers of leaf image classification. These classifiers used 
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for training four different features, the histogram of gradients 
(HOG), namely local binary pattern (LBP), Zernike Moments 
(ZM), and speed of robust features (SURF). The results show 
that using multiple classifiers of the system overcame the 
performance of monolithic methodologies and the best results 
reported. A significant improvement proved to be effective to 
detect plants by using SVM as a classifier for an environment 
with heavy overlapping and interferences cases [38]. In this 
experiment, the authors exploited 300 leaf images of three 
plant species for identification. A marker-controlled watershed 
segmentation was used to capture and segment the images. 
The system achieves 86.7% accuracy for identification. The 
accuracy can be improved by adding more features as well as 
the dataset used for the experiments. SVM suffer from 
different limitations, such as the complexity of its structure, 
and the slowness of training and testing. On the other hand, 
SVM is considered robust and has high potentials for 
generalization. 

B. Artificial Neural Network (ANN) 

The proposed system of leaf pattern recognition in [39] 
exhibits that using ANN as a classifier is reliable. There was a 
study presents 98.6% of accuracy for recognition which can be 
increased when more dataset used [39]. In [40], using ANN as 
a classifier to recognize and identify the medicinal plant 
leaves can improve the results. The ANN classifier was used 
to train the extracted colour, shape, and texture of leaf images. 
The results show that the system presents an accuracy of 
94.4% using 63 leaf images. The accuracy of the extracted leaf 
venation improved in [41] by about 10% when selecting the 
ANN as classifier combined with thresholding. The results 
show that the accuracy improved to 97.3% by combining 
ANN with thresholding. ANN can recognize the relationships 
between dependent/independent variable, and support 
simplistic statistical testing. As for the limitations, ANN 
requires a high computational load and a high tendency of data 
overfitting. 

C. Convolutional Neural Network (CNN) 

In [42], CNN is used to establish a cotton growth 
recognition algorithm. Confusion matrix and recognition 
efficiency exploited for the optimization process where a CNN 
model is established, and its precision was proved by 
modifying training /test sets based on the concept of the k-fold 
test. The results show that this method is suitable for the 
recognition task and can achieve good results in the term of 
high precision, low cost, and real-time. The method proposed 
in [43] presents an automated system for medicinal plant 
classification using CNN. A 3-layer CNN is employed to 
extract high-level features for classification. The method is 
supported by a data augmentation technique for higher 
efficiency. The experimental results show that the recognition 
accuracy rate of the method is around 71.3%. 

To solve the disease similarity problem, an efficient 
method is proposed in [44]. Two types of diseases happening 
in the same leaf and the influence of external light lead to this 
problem. In the beginning, they gained a cucumber leaf 
disease dataset, then they build a classification model by using 
the EfficientNet method for the above four types. Finally, they 
used CNN-based EfficientNet-B4 to demonstrate a two-

classification model of cucumber similar diseases. The 
obtained results prove that their proposed method has a 
considerable effect on the similar diseases of cucumber 
classification of accuracy around 96%. In [10], the authors 
used CNNs to extract the rice leaf disease image features. 
Later, for classification and prediction of the specific disease 
SVM method is applied. In their work, the cross-validation 
method was the optimal parameter of SVM. The results show 
that the average accuracy of the proposed recognition model 
was 96.8% based on utilizing deep learning and SVM 
techniques. The experiment is applied over a dataset prepared 
by the authors as per the details stated in Table I. 

In [45], a deep convolutional neural network used to build 
an automatic classification and recognition framework of 
various paddy crop stress as biotic/ abiotic using the field 
images. The dataset used includes 12 different stress 
categories of healthy/normal with 30,000 field images of five 
different paddy crop varieties. The results show that the 
proposed model can achieve an average accuracy of 92.89%. 
In image recognition tasks, CNNs are used as feature 
extractors and classifiers to introduce the better performance. 
In CNN's, Multiple features are extracted simultaneously as 
well as they are robust to noise. These advantages made CNN 
an interesting classifier in many types of research. In [46], the 
authors aimed to identify leaf diseases based on the traditional 
CNN by integrating of inception structure and a pooling layer. 
In this model, the number of parameters reduced and the 
identification accuracy improved by up to 91.7%. Similarly, 
the model in [47] used CNN classifier for maize leaf disease 
detection. This method can classify diseases according to three 
types. For plant disease classification and recognition, CNN is 
proven to be an effective manner. The method in [48] 
integrates deep learning with CNN for classification. The 
results show that even reducing the number of parameters, 
would not affect the recognition accuracy. 

CNN considered a faster recognition process as it extracts 
and recognizes the features concurrently. CNN is accurate for 
plant classification due to the numerous sets of data trained by 
users before it is considered to be capable enough for 
application. CNN shows that the accuracy of leaf 
classification achieved up to 94% [49]. The integration of 
deep learning knowledge with CNN provided an efficient 
model for feature extraction to recognize and identify vein 
samples from the presented image [50]. 

D. K-Nearest Neighbors (KNNs) 

In the recognition and classification methods, the accuracy 
of identification increased when the number of images for 
testing is increased. The study in [51] shows that Principal 
Component Analysis (PCA) algorithm and Cosine k-Nearest 
Neighbors (KNN) classifier is improved compared to SVM 
and Patternnet neural network. KNN classifier provides 83.5% 
of accuracy [19]. Such low accuracy is relatively weak to be 
agreeable even the process of feature extraction is quick and 
simple. KNN classifier is not capable to handle samples 
distortion and could cause inaccuracy in the classification 
process. A method proposed for this classifier with a specific 
colour histogram increases the accuracy up to 87.3% [19]. 
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TABLE I. PREVIOUS LEAF CLASSIFICATION METHODS 

Ref. 
Published 

year 
Dataset Classifier 

Extracted 

Features 
Average Accuracy Rates 

[28] 2019 

Flavia dataset 

Swedish dataset 

ICL dataset 

Foliage dataset 

LBP 
Color 

Texture 

Flavia = 98.94% 

Swedish = 99.46% 

ICL = 83.71% 

Foliage = 92.92% 

[29] 2020 7988 images Mask R-CNN Color 89.03% 

[31] 2019 650 images Deep Neural Network 
Color 

Texture 
90.57%  

[32] 0202 

Flavia dataset 

Swedish dataset 

MEW2012 dataset 

MTD + LBP-HF 
Texture 

Shape 

Flavia = 99.10% 

Swedish = 98.40% 

MEW2012 = 95.60% 

[33] 2018 
Leafsnap dataset 

Flavia dataset 
GPA Shape 

Leafsnap = 84.40% 

Flavia = 98.40% 

[34] 2020 6000 images MSCM Shape 72.40% 

[35] 2017 Flavia dataset SVM Shape 97.70% 

[36] 2018 Flavia dataset SVM Shape 90.90% 

[38] 2015 300 images SVM Shape 86.70% 

[37] 2017 
ImageCLEF 2011 dataset 

ImageCLEF 2012 dataset 
SVM + Neural Network 

Texture 

Shape 

ImageCLEF 2011 = 86.20% 

ImageCLEF 2012 = 64.10% 

[10] 2020 8911 images SVM + CNN 
Shape 

Color 
96.80% 

[45] 2020 6000 images CNN Shape 92.89% 

[30] 2020 2462 images CNN 

Color 

Texture 

Shape 

92.29% 

[44] 2020 2816 images  CNN 

Color 

Texture 

Shape 

96.00% 

[42] 2020 1443 images CNN Texture 93.27% 

[46] 2019 6108 images CNN 
Color 

Texture 
91.70% 

[47] 2019 54306 images CNN Texture 92.85% 

[48] 2019 
ImageNet dataset 

PlantVillage dataset 
CNN Color 97.14% 

[49] 2017 Flavia dataset CNN Shape 99.70% 

[43] 2020 3570 images CNN 
Shape 

Vein 
71.30% 

[39] 2006 180 images ANN 
Shape 

Vein 
94.40% 

[40] 2013 63 images ANN 

Shape 

Color 

Texture 

94.40% 

[41] 2007 2940 images ANN 
Color 

Vein 
97.33% 

[51] 2019 

ImageCLEF 2012 dataset 

Leafsnap dataset 

Flavia dataset 

KNNs Texture 

ImageCLEF 2012 = 88.80% 

Leafsnap = 74.50% 

Flavia = 98.70% 

[52] 2016 Flavia dataset KNNs Shape 94.37% 

[53] 2010 1200 images PNN Shape 91.41% 

[54] 2008 900 images PNN 
Shape 

Texture 
93.70% 

[55] 2014 
Flavia dataset 

Swedish dataset 
PNN Shape 

Flavia = 82.01% 

Swedish = 80.01% 

[56] 2012 2448 images PNN 
Texture 

Color 
74.51%.  

[57] 2007 1800 images PNN 

Texture 

Color 

Shape 

90.00% 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

97 | P a g e  

www.ijacsa.thesai.org 

The authors in [52] produced an improvement in leaf 
classification based on utilizing KNN classifier with edge and 
shape features. Flavia dataset exploited to provide 32 plant 
species to be tested. The results show that the presented 
method improves the average classification accuracy to 
94.4%. 

E. Probabilistic Neural Network (PNN) 

In the recognition and classification methods, PNN is 
utilized as a classifier due to many advantages, including high 
resistance of distortion, flexibility to modify data, and the 
specimen can be classified into multiple outputs. In this 
section, we study the efficiency of PNN in classifying leaves. 

The work in [53] presents an algorithm for plant species 
classification of leaf image based on PNN. The points of the 
leaf’s shape are extracted from the background and a binary 
image is produced accordingly. After that, the leaf is aligned 
horizontally with its base point on the left of the image. 
Several morphological features, such as eccentricity, area, 
perimeter, major axis, minor axis, equivalent diameter, convex 
area and extent, are extracted. The network was trained with 
1200 simple leaves from 30 different plant species with an 
accuracy rate of 91.41%. The authors in [54] address the issue 
of low recognition rate in plant identification since the objects 
broad and the classification features are not synthetic. To 
resolve this issue, PNN is presented for a rapid recognition 
method that is applied over thirty kinds of broad-leaved trees. 
The shape and texture features of broad-leaved trees combine, 
composing a synthetic feature vector of broad leaves to realize 
the computer automatic classification towards broad-leaved 
plants. The use of PNN has achieved an average recognition 
rate of 93.70%. 

An alternative PNN-based leaf classification method is 
proposed in [55]. Upon converting the RGB image to its 
binary image representation, the binary image is passed to a 
canny operator to recognize the edges of the image. Sampling 
is then used to compute the centroid distance of these points 
and the distance of sampling points from the axis of the least 
inertia line. A probabilistic neural network has been used as a 
classifier. The results show that the average accuracy rates of 
the method on Flavia and Swedish datasets are 82.1% and 
80.1%, respectively. In [56], the researchers present a mobile 
application for identifying Indonesian medicinal plants. The 
application uses both Fuzzy Local Binary Pattern (FLBP) and 
Fuzzy Color Histogram (FCH) methods for extracting leaf 
image texture and colour, respectively. For fusion of FLBP 
and FCH, the Product Decision Rules (PDR) method is 
applied. As for the classifier, PNN is utilized to classify 
medicinal plant species. The accuracy of this work is claimed 
to be around 74.51%. PNN appear to be an effective classifier 
for the automated leaf recognition method proposed in [57]. 
The method relies on the use of image and data processing 
techniques, and applied over 1800 leaf images. The method 
managed to extract 12 leaf features organized into 5 basic 
variables which compromise the PNN input vector. The PNN 
is trained by 1800 leaves to classify 32 kinds of plants. The 
accuracy is found to be reasonable around 90%. However, 

aside from the advantages of PNN mentioned above, PNN is 
considered as a complicated network layout, and it requires 
long time on training. In addition, PNN has a tendency for 
overfitting with too many traits. Table I summarizes the key 
facts and finding of our analysis. 

IV. DISCUSSION AND ANALYSIS 

In the early presented plants leaves species recognition 
systems, several issues related to providing better 
classification results are addressed. Our analysis of existing 
classification methods focuses on different issues, including 
the commonly used features and classifiers and their impact 
on classification accuracy, what datasets are used for testing, 
and research trends on leaf classification methods. 

Researchers have used several features in their methods, 
including (colour (C), shape (S), texture (T) and vein (V)). We 
have also found some researches combine multiple features to 

enhance the accuracy ratio. Most of the researches (≈ 41% of 

existing methods) focus on shapes features in their 
classification methods. Analysis of the accuracy ratio of these 
methods shows that combining multiple features in the 
classification method helps in enhancing the accuracy rations 
of leaves classifications. Our analysis also reveals that there is 
a lack of studies on methods that use vein as a feature of 

classification, as only ≈ 6% of existing studies tickle such 

feature in their methods. However, considering the vein 
features shows promising results when combined with shape, 
colour or texture features. Fig. 2(a) shows the percentage of 
studies discuss each type of features, while Fig. 2(b) reflects 
the accuracy ratios achieved by these features according to the 
existing classification methods. 

As for classifiers, various techniques are found in the state 
of the art. We found that there is a greater focus on CNN-
based classifiers. Several methods show enhanced 
performance when combining CNN with other classifiers, 
such as SVM and LBP. Most of the accuracy ratio shows that 
CNN-based methods outperform other classifiers. On the other 
hand, there is a growing interest in ANN classifiers as it shows 
high accuracy ratios. In the three existing studies on ANN 
classifiers, results show that the accuracy ratio ranges between 
94.4 and 97.3. Such high accuracy should give ANN classifier 
more interest for researchers in developing new classification 
methods. Fig. 3 presents the accuracy ratio achieved by 
different classifiers. 

 

Fig. 2. (Left) Appearance Ratio of Features in Existing Methods, (Right) 

Accuracy Ratio of different Features. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

98 | P a g e  

www.ijacsa.thesai.org 

In term of testing environments, our analysis shows that 
the majority of researchers (≈ 48%) has developed their 
datasets for their testing. Using well-known standard datasets 
such as Flavia and Swedish appeared in less than 30% of the 
studies. In this regard, researchers should focus on updating 
and considering standard datasets to enhance the scientific 
judgments on proposed classification methods. Fig. 4 shows 
the utilization of different datasets for testing leaves 
classification methods. 

As for the classification method, we noticed that the 
current researches are oriented toward three main areas. These 
areas are CNN, SVM and PNN. We found that CNN occupies 
≈ 31% of existing classification methods, while each of PNN 
and SVM found in ≈ 16% of methods. Fig. 5 illustrates the 
frequencies of different classification methods used in the 
state of arts. 

 

Fig. 3. Accuracy Ratios Achieved by different Classifiers. 

 

Fig. 4. Datasets used for Testing Leaves Classification Methods. 

 

Fig. 5. Classification Methods used for Leaves Classification and 

Recognition. 

V. CONCLUSION 

In this research, we have made an effort to study and 
analyze the latest researches in the field of leaves 
classification and recognition. We have provided helpful 
insight on the process of leaves classification using different 
features of leaves. These features are discussed and analyzed 
thoroughly, and their efficiency in enhancing the recognition 
and classification process is presented. In addition, various 
classifiers and classification methods are studies. Our unique 
analysis has discussed and analyzed different factors that 
might affect the accuracy of the classification process. These 
factors include features, classifiers, and testing datasets. We 
found that combining multiple features have a positive impact 
on the classification process. However, greater efforts should 
be made by researchers to examine and investigate the best 
combination of features. For instance, none of the researches 
has combined the vein feature with the colour, shape and 
texture in one method. We found that CNN classifiers groups 
the attention of researchers, while SVM classifiers are found 
more attractive in recent researches. As SVM classifiers look 
interesting in recent years, further investigations are needed to 
study the relation between accuracy and the best leaves’ 
features that should be used in SVM-based classification 
methods. As for the testing datasets, we found that more 
efforts should be made on unifying these datasets for integrity 
purposes. The majority of researchers have tested their 
methods based on some user-defined datasets, which makes 
the comparisons between proposed methods inaccurate. 
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Abstract—In this paper, a procedure is described for tracking 

moving object trajectories from image sequences acquired from a 

microfluidic culture platform. Since particles move along the 

axons, curve structures need to be detected first from the input 

image sequence. A kymograph analysis technique is applied to 

detect axon structures from the consolidated image of the input 

sequence. Horizontally and vertically oriented axons are then 

detected by applying the process twice to the original and the 90-

degree rotated image. Multiple kymographs are generated along 

the detected axons by projecting image intensity variation 

through the time-axis. The trajectory detection process is then 

applied to each kymograph image. To obtain the particle motion 

information from the entire image sequence, an integration 

process is applied to each horizontal and vertical kymograph 

data set. The proposed technique has been applied to image 

sequences in the present application area. It is demonstrated that 

practical results can be obtained using time-lapse image sequence 

data. 

Keywords—Axonal transports; kymograph; trajectory 

detection; image sequence analysis; motion parameter extraction 

I. INTRODUCTION 

Time-lapse video of cellular motion in microfluidic culture 
platform consists of microscopic images acquired at fixed time 
intervals [1],[2],[3]. In fluorescence microscopic images, it is 
important to trace cellular motions appearing as a collection of 
irregular movements of small particles. While most organelles 
occupy stationary positions through time, some particles 
exhibit motion. The purpose of the analysis of mitochondrial 
transports is to identify motion trajectories and to detect the 
amounts of motions and speeds of particles. Tracking 
mitochondria in neural time-lapse video is a basic processing 
step in diverse biological research [4],[5]. 

For tracing various intracellular objects in cell imaging, 
multi-target tracking methods [6],[7] have been exploited 
previously. However, in the present application domain, 
tracking-based methods have not been successful for tracing 
mitochondria for several reasons. First, while all objects are 
moving in most other cell image sequences, there are many 
stationary objects in our neural image sequences. Over half of 
the particles are stationary, and some target objects move at 
low speeds. Frequent merging and splitting of stationary and 
moving particles, and sudden starting and stopping of moving 
targets make it hard to trace individual objects. Second, in the 
typical input image, the size of a moving target is very small. A 
target occupies only a few pixels in images. In addition, most 
particles appear as small dots with similar shapes and 

brightness. Thus, it is hard to identify individual particle based 
on shape and brightness information only. 

An important characteristic of moving targets is that they 
are moving only through axons. Thus, once axons are traced 
first in images, the motion of the target object can be traced by 
locating curvilinear trajectories. While input video is a 
collection of images, a kymograph is constructed by combining 
temporal variation of image intensities on a selected axon. A 
kymograph is a time-space plot illustrating the intensity 
changes along an axon as a function of time. It is much easier 
to trace the curve on a 2D kymograph than finding and tracking 
small dots on 3D image sequences. Thus, many previous 
research works on mitochondria tracking have utilized 
kymographs for analysis. Techniques using image correlation 
[8] and Hough transform [9] were proposed for the analysis of 
axonal transports. 

An automated kymograph analysis was proposed for 
tracking secretory granules [10]. As kymograph analysis 
obtains wider acceptance, automated analysis techniques have 
been proposed recently [11],[12],[13],[14]. However, since the 
performance of automated techniques usually depends on the 
characteristics of input images, the application of these 
automated techniques to other application domains have been 
somewhat limited. Recently neural net-based machine learning 
techniques have been applied to biomedical application 
domains as well [15],[16],[17],[18]. U-Net architecture has 
been successful in this application area [15]. An internet-based 
kymograph analysis tool [19] has been proposed using U-Net 
architecture. 

In this paper, an integrated procedure is described for 
tracking moving objects trajectories from image sequences 
acquired from a microfluidic culture platform. The proposed 
approach is based on a kymograph analysis. Since the particles 
move along the axons in this application area, axon structures 
need to be detected first from the input image sequence. This 
process has been typically performed using curve trace 
techniques [20],[10]. In our approach, we apply kymograph 
analysis technique to detect axon structures. Kymograph is an 
image on 2D time-space domain. While the input is a 2D 
image defined on (𝑥, 𝑦)  plane, by regarding the vertical 
direction as the time axis, vertically oriented axons can be 
detected by a kymograph analysis process.   Similarly, 
horizontally oriented axons can be detected by applying the 
kymograph analyzer after rotating the image by 90 degree. 
Once axons are detected from input image sequences, multiple 
kymographs are generated along the detected axons. 
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Using multiple kymographs generated from the image 
sequence, a trajectory detection process is applied to 
kymograph data set. Finally, an integration process is applied 
to each horizontal and vertical kymograph data set to obtain the 
particle motion information from the image sequence. We have 
applied the proposed technique to image sequences in our 
application area. Experimental results will be presented using 
time-lapse image sequence data. 

II. KYMOGRAPH ANALYSIS 

In biomedical image applications, tracking particles on 
complex trajectories has been one of the basic processing tasks 
[4],[6],[7]. In practical applications, low image quality usually 
makes it impractical to track and analyze particle movements 
directly in images. While some methodologies have been 
proposed to detect particle movements directly on images, 
applications to other domains have been limited. 

In time-lapse image sequences obtained from microfluidic 
culture platforms, particle motions usually arise on axons only, 
which remain as stationary curves in images. It is often 
unnecessary to track particles on 3D space. A kymograph is a 
2D image depicting the temporal variations of image intensities 
along an axon curve. Since it is much easier to trace motions of 
target objects in kymographs than in video frames, kymographs 
have been utilized as intermediate target images for object 
tracking. A number of methods have been proposed for 
enabling kymograph analysis, and some methods have 
provided software packages for public access [12],[13],[14]. 
Most of previous methods have somewhat limited applicability, 
depending on the application domains and program usability. 

As deep learning techniques have become successful in 
image recognition and segmentation areas, machine learning 
approaches have been adopted to biomedical applications. 
Currently, U-Net architecture has been the most successful for 
biomedical image analysis [15]. A U-Net based architecture, 
KymoButler [19] has been proposed for kymograph analysis. 
This architecture has a public-accessible implementation, 
providing the analysis results from a kymograph image 
supplied through internet. 

III. METHODS 

A. Kymograph Detection 

In microfluidic image sequences, object particles appear as 
scattered dots on each image frame. Experimental microfluidic 
image sequences consist of 100 images, taken at fixed time 
intervals. The purpose of the analysis is to identify moving 
trajectories and detect lengths and speeds of such motions. 

Fig. 1 illustrates the analysis procedure and the intermediate 
sample images on each step. Fig. 1-A depicts the first image of 
a 100-frame image sequence. At each image, small dark dots 
are object particles, and the analysis is performed to locate 
trajectories of moving particles. It can be seen that axon 
structures are not revealed on the first image. Since a moving 
particle occupies different positions at different frames, when 
the image sequence is summed through time, trajectories of 
moving particles tend to become continuous curves. A 
kymograph is constructed by projecting the image sequence to 
either (𝑥, 𝑡)  or (𝑦, 𝑡)  plane. In order to derive axons, a 
consolidated image is composed using the entire image 
sequence, by taking the minimum value in all image frames at 
each pixel. Here, since moving mitochondria appear on 
different locations, axons tend to become apparent. Fig. 1-B 
shows the consolidated image for Fig. 1-A, and it can be seen 
that each motion trajectory appears as a continuous curve. 

Since there are many moving particles on each image 
sequence, a kymograph is generated separately for each axon 
curve. From the consolidated image in Fig. 1, it can be seen 
that several continuous axons have become apparent. After an 
axon detection algorithm is applied to the consolidated image, 
eleven continuous axons are detected, as shown in Fig. 1-C as 
the red or blue curves. A kymograph analysis tool [19] has 
been applied for the axon detection. Like other kymograph 
analysis tools, this tool tries to detect a continuous curve along 
the vertical (time) axis. We apply the tool twice, once to the 

original image, and once to the 90° rotated image. In Fig. 1-C, 
the red and the blue curves represent the axons detected by the 
two trials applied to the original and the rotated images. 

In general, there may be many moving particles on each 
axon. In order to detect all moving particles on the image 
sequence, each axon needs to be examined separately. 

Fig. 1-D and E are the two kymographs generated along the 
axons marked by small red and blue triangles on Fig. 1-C. Each 
kymograph in Fig. 1-D was generated by composing image 
intensities along the specified axon. Each horizontal scanline 
on the kymograph depicts the image intensity on the axon at 
each time step. Since the orientations of the red and the blue 
triangle axons are near horizontal or vertical, Fig. 1-D and E 
have been obtained by projecting the image sequence to the 
horizontal and vertical directions. On kymograph, a vertical, 
near-straight line represents the image of a stationary particle, 
and a slanted curve shows a trajectory of a moving particle. To 
detect the direction and the speed of moving particle, it is 
necessary to track slanted curves. 

 

Fig. 1. Image Processing Sequence with the Intermediate Results for an Experimental Neural Image Sequence. The Green and the Red Curves at the Rightmost 

Column Images denote the Stationary and the Moving Trajectories, respectively. 
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Two figures in Fig. 1-E show the trajectories obtained from 
images in Fig. 1-D, detected by the kymograph analysis. After 
applying the kymograph analysis, each trajectory is classified 
into stationary and moving curves, as described in Section III-
C. 

B. Analysis Procedure 

The analysis procedure is depicted in Fig. 2. After the 
consolidated image is constructed from the image sequence, 
continuous axons are detected using the kymograph analysis 
process. Axons are then classified into horizontal and vertical 
groups to decide the direction of the kymograph projection. 
Depending on the axon orientation, kymograph projection is 
performed either on (𝑥, 𝑡)  or (𝑦, 𝑡)  plane. The number of 
detected kymographs varies on each axon image. Each 
kymograph is then analyzed separately, and consolidated 
trajectories are composed by combining trajectories from all 
kymographs. 

A kymograph image is analyzed using a kymograph 
analysis tool [19], which can be accessed by supplying each 
kymograph image through the internet. The result of the 

analysis is given by a set of points (𝑠𝑘,𝑖 , 𝑡𝑘,𝑖), 𝑖 = 1, … , 𝑁𝑘 , 𝑘 =
1, … , 𝐾, where K and 𝑁𝑘 denote the number of trajectories and 
the number of points on the k-th trajectory, respectively. 

C. Detection of Moving Trajectories 

As can be seen in Fig. 1-E, detected trajectories consist of 
stationary and moving curves. Since the purpose of the 
kymograph analysis is to extract motion information of moving 
particles, stationary trajectories are not examined and they need 
to be removed in a preliminary stage. First, the motion 
deviation of a trajectory is defined as the difference between 
the maximum and the minimum horizontal positions, i.e. ∆𝑥 or 
∆𝑦. The local speed at each location can be approximated as 

𝑣 ≈
∆𝑠

∆𝑡
, where ∆𝑠 denote the difference of positions between 

neighboring points. Both the motion deviation and the local 
speed can be computed easily using the trajectory values. 

Using the motion deviation and the local speed, the 
differences of moving and stationary trajectories can be defined 
as follows. 

 Stationary trajectories have small motion deviations:  
|∆𝑥| < 𝜏𝐷  or |∆𝑦| < 𝜏𝐷 , where 𝜏𝐷  is a small value 
(such as 5 pixels) 

 The local speed of a point on stationary trajectories is 
small: |𝑣| < 𝜏𝑉, where 𝜏𝑉 is a small speed value. 

D. Integration of Multiple Trajectories 

Each kymograph depicts particle motions on a single axon. 
To find the motion trajectories on the entire image sequence, 
the results from all kymographs need to be integrated. For 
instance, there have been 11 axons on Fig. 1-C. Since there are 
kymographs projected into horizontal and vertical directions, 
the trajectory integration is performed twice through the 
horizontal and the vertical directions. The integration of the 
detected trajectories along two orientations is performed as 
follows. 

 Perform trajectory analysis for each kymograph. 

 Integrate trajectories from kymographs along the 
horizontal and the vertical directions separately. 

From the integrated trajectory information, it is 
straightforward to derive the motion information including the 
number of moving particles at each time, the speed of each 
particle, the variation of speeds, etc. 

IV. EXPERIMENTAL RESULTS 

In this research, experiments have been performed using a 
set of real image sequences, acquired from a microfluidic 
culture platform using a confocal microscopy. Each 
experimental video consists of one-hundred 256x256 images, 
acquired at fixed time intervals. The purpose of the analysis is 
to detect the trajectories of moving particles. From the 
trajectories, motion parameters can be computed including the 
number of moving particles, the length of motion, the widths of 
motions, and so on. 

Each video was analyzed through the procedure depicted in 
Fig. 2. A consolidated image was composed from the video to 
reveal the mitochondria trajectories. Since axons have 
structures similar to kymographs, we have applied the 
kymograph analysis software available through the internet, to 
detect axon structures. An example of detected axon structures 
is illustrated in Fig. 1-C. Since several axons are usually 
present in a single consolidated image, it is necessary to 
generate a separate kymograph for each axon. Moving 
trajectories are detected from each kymograph. The whole 
motion information is obtained by combining the motion 
information obtained from the kymograph analysis applied to 
each separate axon. 

 

Fig. 2. Proposed Kymograph Analysis Procedure. 
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A. Accuracy Evaluation of the Trajectory Detection 

In order to measure the accuracy of the kymograph analysis 
technique in this application area, a set of test images were 
analyzed manually, and ground truth trajectory data were 
prepared. The performance of the trajectory detection was 
quantified using the ground truth particle position data 
prepared manually by tracing the trajectory lines on each 
kymograph. The detected particle locations were compared 
with the ground truth positions. A detected point was classified 
as a true positive match, if there is a corresponding point on the 
ground data. Since a small amount of deviation may arise in 
point location, a point on the same time position located within 

3-pixel horizontal distance was classified as a matched 

correspondence. A detected point with no ground 
correspondence is classified as a false match. 

Ground truth data were prepared for four representative 
kymographs obtained from four different image sequences. 
Since the complexity of the input image sequences tend to be 
similar on different image sequences, similar levels of the 
analysis performance have been observed on other sequence 
images.  

Ground truth and detected trajectories are shown in Fig. 3. 
Since only motion information is utilized in this research, only 
moving trajectories are denoted in the ground truth images.  
expressed as time-position pair. Notice that each trajectory 
curve looks like a collection of discrete points rather than a 
continuous curve, since the trajectory consists of a separate 
point representing each time-position location. The detected 
points can be seen at the bottom row of Fig. 3. 

The accuracy of the trajectory detection is measured using 
two parameters, Recall and Precision, defined as follows. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑛 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 𝑝𝑜𝑖𝑛𝑡𝑠
                (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑛 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 𝑝𝑜𝑖𝑛𝑡𝑠
               (2) 

Recall and Precision for the test kymographs are shown on 
Table I. Since Recall is approximately above 85%, it can be 
seen that most moving particles are detected correctly. 

The results of the kymograph analysis are a sequence of 
time-position data pair. In Fig. 3, the stationary and the moving 
trajectories are denoted using different colors. This 
classification was carried out using the motion detection rules 
described in Section III-C, that motion trajectories have narrow 
widths in stationary curves. It can be seen that Precision is 
lower than Recall. The reason for this phenomenon can be 
observed by comparing ground truths and detection results in 
Fig. 3, where it can be seen that some segments are mixtures of 
stationary and moving parts, while only moving parts are 
marked in the ground truth data. Since the purpose of the 
analysis is to detect the moving parts, the value of Recall is 
more important than that of Precision. 

B. Integration of the Detected Kymograph Trajectories 

To find the motion trajectories from the entire image 
sequence, the results from all kymographs detected from 
multiple axons are integrated. There have been 11 axons on 
Fig. 1-C. Fig. 4 and 5 depict the detected trajectories from the 
horizontally (red) and the vertically oriented (blue) axons in 
Fig. 1-C. Here, moving and stationary trajectories are denoted 
using the red and the green colors, respectively. It can be seen 
that moving trajectories have been detected correctly. From the 
detected trajectories, motion parameters including the amount 
of movement and the speed can be computed. 

TABLE I. DETECTION RATES 

Kymograph Kymo 1 Kymo 2 Kymo 3 Kymo 4 

# Detected points on 
ground truth (A) 

378 283 445 129 

# Ground truth points 
(B) 

405 331 447 142 

# Detected points (C) 481 389 593 222 

Recall (A/B) 0.933 0.855 0.996 0.908 

Precision (A/C) 0.786 0.728 0.750 0.581 

 

Fig. 3. Comparison of the Detected Trajectories and Ground Truth Data. The Vertical Axis of each Image Denotes the Time Axis. 
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Fig. 4. Results for the Horizontally Oriented Kymographs Generated from the Axons in Fig. 1. 

 

Fig. 5. Results for the Vertically Oriented Kymographs Generated from the 

Axons in Fig. 1. 

V. CONCLUSION 

An integrated procedure has been described for tracking 
moving object trajectories from image sequences acquired 
from a microfluidic culture platform. The proposed approach is 
based on the kymograph analysis. Since particles move along 
the axons in this application, the axon structures need to be 
detected first from the input image sequence. We apply a 
kymograph analysis technique to detect axon structures from 
the consolidated image of the input image sequence. While the 
input is a 2D planar image, by regarding the vertical direction 
as the time axis, vertically oriented axons can be detected by a 
kymograph analysis process.   Similarly, horizontally oriented 
axons can be detected by applying the kymograph analyzer 
after rotating the image by 90 degree. Once axons are found 
from input image sequences, multiple kymographs are 
generated along the detected axons. 

A trajectory detection process is then applied to each 
kymograph data set. To obtain the particle motion information 
from the entire image sequence, the integration process is 
applied to each horizontal and vertical kymograph data set. The 
proposed technique is applied to image sequences in our 
application area. It has been demonstrated that practical results 
can be obtained using time-lapse image sequence data, where 
the detection accuracy is comparable to other kymographic 
analysis. 
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Abstract—Novelty Detection is a task of recognition of 

abnormal data points within a given system. Recently, this task 

has been performed using Deep Learning Autoencoders, but they 

face several drawbacks which include the problem of identity 

mapping, adversarial perturbations and optimization algorithms. 

In this paper, we have proposed a novel approach LPRNet, a 

Denoising Autoencoder which uses algorithms such as Least 

Trimmed Square, Projected Gradient Descent and Robust 

Principal Component Analysis, to solve the above-mentioned 

problems.  LRPNet is then trained and tested on NSL-KDD 

dataset, and experiments have been performed using Accuracy as 

performance metric for comparing the existing models with the 

proposed model. The results show that LRPNet has the 

maximum accuracy of 95.9% and performed better than all the 

previous state-of-the-art algorithms. 

Keywords—Novelty detection; deep learning; autoencoders; 

unsupervised learning 

I. INTRODUCTION 

Novelty detection is classification of points whose 
characteristics are different from that of normal data [1]. 
These points which are not like the normal data are called 
anomalies. The process of anomaly detection is also known as 
outlier detection or out of distribution detection. Automatic 
anomaly detection is a task that is of high demand in the areas 
of fraud detection, network intrusion detection and several 
other fields. 

Earlier the task of anomaly detection was a binary 
classification problem, where they used to train machine 
learning algorithms on the normal data as one class, and all the 
other data was treated as other class. Data which was 
categorized in this other class was taken as an anomaly point. 
Classic machine learning algorithms such as Support Vector 
Machines, Isolation Forest (also known as iForest), and many 
more algorithms have been used for the task of binary 
classification. Novelty detection approaches can be classified 
into 3 types, Density based classification algorithms, distance-
based classification algorithms (also referred as clustering 
algorithms), and deep learning algorithms. The drawback of 
classical anomaly detection models was that they were 
inconsiderate about the temporal nature of data, that is, they 
classified points based on its value and not on the value of 
previous data fed to it. Due to this their results were not up-to 
the mark. 

In recent years, there has been many advances in deep 
learning which has led to models which have performed 
significantly well in anomaly detection as compared to 

classical anomaly detection models. Algorithms and models 
which have shown significant results [2][3] are: 

 Deep learning models: Autoencoders, Recurrent Neural 
Networks (RNNs) along with Long Short-Term 
Memory (LSTM) 

 Dimensionality reduction techniques such as Self-
Organized Maps (SOM), Randomized Principal 
Component Analysis (RPCA) 

 State space models 

This paper discusses the drawbacks of existing deep 
learning models used for anomaly detection. Also, this work 
proposes a methodology which overcomes some of those 
drawbacks. Deep neural networks follow two learning 
approaches: supervised or unsupervised. The problem with 
supervised learning, is that they require enough anomaly data 
along with the normal data, which is very hard to find, as 
anomalies do not happen every now and then. So due to this, 
the model is not trained well and does not give promising 
results. Therefore, most of the models follow an unsupervised 
approach. 

Few drawbacks faced by existing methods [5] are: 

 Problem of identity mapping 

 Adversarial perturbations 

 Optimization algorithms 

 Appropriate data. 

In this paper, we propose a denoising autoencoder model 
following an active learning approach, which incorporates 
projected gradient descent to overcome the drawback of 
adversarial perturbations and optimization. Robust estimation 
using Least Trimmed Squares (LTS) is used to prevent the 
model from adverse effects of outliers on the reconstruction 
error. After going through a lot of existing literature we found 
out that 2D-CNN architecture of autoencoder is well suited for 
this problem, as it has enough layers and uses nonlinear 
activation functions, which solves our problem of identity 
mapping. 

The paper is organized as follows. Section II comprises a 
brief working information about the different Autoencoders. 
In Section III we have provided the issues involved with the 
currently used Autoencoder methodologies. Section IV 
comprises the brief description of relevant papers on Novelty 
Detection. In Section V a description of the dataset being used 
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is given. Section VI mentions the model development for 
LRPNet and Section VII comprises proposed methodology. 
Experiments and results have been given in Section VIII. 
Finally, in Section IX we conclude the paper along with future 
scope. 

II. BACKGROUND THEORY 

In this section we will see about autoencoders and have a 
brief description of different types of autoencoders. 

A. Concept of Autoencoders 

In Convolutional Neural Network (CNN), after a 
convolution layer, the size of input decreases. This decreased 
output is the features which are useful for solving the problem 
at hand. But it should be noted that the model learns those 
features in an unsupervised manner. After the loss of 
information, we want that information left at hand should be 
the one crucial for problem solving. From this idea emerged 
the concept of Autoencoders. Autoencoders is a feed-forward 
type of artificial neural network, which uses the concept of 
compression, that is, first the original data is reduced to data 
of low dimensional space. This job is done by one half of the 
network called as encoder. The other half does the exact 
opposite job, it tries to reconstruct the input from this latent 
space representation, generated by encoder. This part is known 
as a decoder. 

Some of the important properties of Autoencoders are: 

 Data-specific: Autoencoders are good at finding coding 
of only those kinds of data for which it is trained on, 
i.e., we cannot use autoencoders to compress a 
geospatial image which is trained on NSL-KDD 
dataset. 

 Lossy: The output of autoencoders may not be exactly 
the same as the input provided to it. This property is 
also good for some reasons that it is not just 
performing identity mapping. Therefore, a 
reconstruction error is calculated to check how much 
different is the output from the input. 

 Unsupervised: Autoencoders follow an unsupervised 
learning method, as we do not provide them with the 
labels, we just provide it with raw data. 

Autoencoders are used for many purposes except for just 
dimensionality reduction, there are many applications where 
autoencoders were used for classification and generative 
purposes too. In Fig. 1, the working of an autoencoder is 
shown. 

 

Fig. 1. Working of Autoencoders. 

Encoder and decoder part of autoencoders are generally 
fully connected artificial neural networks and exact mirror 
images of each other. 

B. Briefs of different Types of Autoencoders 

Different varieties of autoencoders are used for novelty 
detection based on the type of input and application. They are 
as follows: 

 Denoising Autoencoder: In these autoencoders, noise 
(using anomaly data or making some of our inputs as 
0) is purposely introduced to prevent the model from 
simply copying the input to output without learning 
important features about the data. 

 Sparse Autoencoder: Sparsity constraint is known to be 
a method which leads to good feature extraction. It is 
done by introducing an extra term to the cost function, 
which forces the optimization algorithm to reduce the 
weights of some neurons to almost zero. Due to these 
reduction in weights, neurons represent their output as 
a summation of very small values, which ensures the 
latent space representation to showcase important 
features (usually the number of neurons in the hidden 
layer are greater than the number of neurons in the 
input layer). 

 Variational Autoencoder: These are also known as 
probabilistic autoencoders since their output is 
sometimes determined by chance even after the 
training phase is over. They are also known as 
generative autoencoders, this is because they have 
capability to generate new outputs that seem to have 
been taken from training dataset. They are preferred 
over the Restricted Boltzmann Machine (RBM) as they 
are easier to train and do faster computation. 

Apart from these, there are many other autoencoders such 
as WTA autoencoders and adversarial autoencoders (but these 
are not much used in real life application). Amongst all, 
Denoising autoencoders are the most preferred for novelty 
detection. 

III. ISSUES INVOLVED IN NOVELTY DETECTION 

There are many challenges related to the input data when 
given to artificial neural networks (ANN) for training and 
testing. A combination of numeric and continuous data in the 
dataset needs to be separated (as a neural network only works 
with numeric data). Even after separating the different types of 
data, it is still not ready to give it as an input to the ANN. 
Some pre-processing steps such as data normalization must be 
performed so that later when the optimization algorithm 
changes the weights of the links, it does not change it in a way 
so that less importance is given to an important feature. 

Another important task is to select an appropriate 
autoencoder. As described in Section II, there are various 
autoencoders that are used for the job of novelty detection. For 
novelty detection of cyber-attacks, many autoencoder 
algorithms such as denoising autoencoder, adversarial 
autoencoder, convolutional autoencoder and conventional 
autoencoders have been used. There have been many research 
papers that review the existing autoencoder architecture based 
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on the cyber-attack novelty detection, but for different datasets 
different kinds of autoencoder works fine and others do not. 

Issue that arises after deciding on an appropriate 
autoencoder and doing all the preprocessing steps for the input 
data is, what will be the architecture of this artificial feed-
forward neural network. In architecture of neural network 
there are many factors involved such as: 

 Number of layers for compression (or reconstruction) 
and respective number of nodes: The number of nodes 
for the hidden layers should be chosen carefully; it 
should be in a proper decreasing order (increasing 
order for decoder), example 128:64:16. We cannot 
have too few layers as it would make our model 
underfitting and neither should we have too many as it 
will make it overfitting. In accordance with the input 
size, we have used 3 layers for compression (and 3 
layers for decompression from the latent space). We 
have used a brute force method for deciding the 
number of layers and the number of neurons to be in 
each layer (shown in Fig. 6). Also, while designing the 
model we aimed to keep the model as simple as 
possible, so that it has less computational cost and 
provides a good accuracy at the same time. 

 Different activation functions (or same) for the hidden 
layers: We can have different activation functions for 
different layers, but we should keep in mind that the 
result of these activation functions does not lead us to 
identity mapping, which is one the most discussed 
problem of autoencoders. To overcome this problem, 
in this work, we have used the non-linear activation 
function Rectified Linear Unit (ReLU), which makes 
sure there is no instance of identity mapping. 

 Optimization algorithm: There are many optimization 
algorithms that work well, such as Projected Gradient 
Descent, Adam optimization algorithm, RMSProp, 
Gradient Descent with momentum and many more. In 
this work, we have used the Projected Gradient 
Descent algorithm for the optimization purpose and to 
prevent adversarial perturbations. Adversarial 
perturbations are the situation where the autoencoder 
usually ignores the important data or features that it 
should learn during compression, and learns the 
common characteristics that are usually also shared 
between the normal data and the anomaly data. This 
mainly leads to the low reconstruction error for normal 
as well as anomaly data. 

 We have used Least Trimmed Squares for the task of 
Robust Estimation. As Denoising Autoencoders only 
take the normal data as input, we have to separate out 
the Outliers from the dataset. In our dataset, when the 
data points are plotted on a two-dimensional graph, 
there are some normal data points that are far away 
from others, and those are removed from the training 
dataset using LTS. 

 Regularization method (to prevent from overfitting): 
Artificial neural networks often tend to overfit on the 
training set, to prevent from that as well as for faster 

convergence we use the concept of regularization. 
Algorithms such as dropout, L1 and L2 regularization, 
batch norm regularization and many more can be used 
for regularization. Sometimes one single method is not 
enough to implement regularization. Therefore, a 
combination of two methods can also be used. If 
dropout is not performing well for regularization, we 
can add batch normalization layers in between the 
network, and it often tends to solve the problem. In this 
work, we have used this above-mentioned method for 
regularization. 

 Value of the hyperparameter learning rate is crucial so 
that the model doesn’t have jumps that make it go 
away from the minimum error point. In this work, we 
have used 0.01 as the value of learning rate. 

 To prevent the model from overfitting, we have used 
early stopping, which will stop the training phase as 
soon as the accuracy reaches 95%. 

IV. LITERATURE SURVEY 

The problem of novelty detection can be solved using 
three approaches, as described earlier, that is, density-based 
approach, distance or clustering based approach and the deep 
learning-based approach. Density-based approach includes 
algorithms like GMM, etc. for classifying the anomaly data 
from the normal data. They use the concept of density of 
normal data, and make a Gaussian distribution out of it, data 
which lied in the maximum variance region was classified as 
anomaly data. OC-SVM, OC-KNN are algorithms which use 
distance-based approaches for novelty detection. The calculate 
the distance between A review of all the existing approaches 
have been given in. In all the experiments, the deep learning 
approach has performed significantly better than the other two 
approaches. 

Novelty detection is an important task for learning systems 
in which a subset of the dataset does not fit well on the trained 
model [1]. Paper concluded that if this data is not in 
accordance with the data which was used to train the model, 
then its performance will be affected. In the review, it was 
mentioned that it is better if we train the model without giving 
any anomaly data as input and use a statistical approach for 
classifying the anomaly data. Review of some most used 
novelty detection techniques was conducted by Dubravko 
Miljković et al. [2] also concluded the same. After detailing 
about some important algorithms from each of the 4 
approaches (classification-based approach, nearest neighbor-
based approach, clustering based approach, statistical based 
approach) taken for novelty detection, it was concluded that 
factors such as labelled or n-labeled data, continuous or 
symbolic features (type of data), and many other factors 
related to data helps us to decide which will be the most 
appropriate algorithm for our novelty detection. 

A survey of existing outlier techniques, where all different 
approaches including statistical models (further classified), 
neural network algorithms, machine learning algorithms and 
hybrid systems were taken for comparison and conclusion was 
that models should always be selected based on the dataset. 
The distribution of dataset, attribute types, and other factors 
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decide the speed and the accuracy of the model.[3]. It also 
mentioned that based on whether the data is labelled or not, 
we decide whether to go for distance-based approach, density-
based approach, or novelty approach. 

A comparison of different unsupervised anomaly-based 
approaches used for novelty detection in spatio-temporal data 
was conducted [4]. They proposed an algorithm that showed 
better results when the data used for training is scarce as well 
as having more than 5% of anomaly data. They proposed a 
hybrid autoencoder based approach which uses convolutional 
encoder (CAE) along with convolutional Long Short-Term 
Memory. After testing this model proved to be far better than 
all the considered methods including iForest, LSTM 
autoencoder and Convolutional autoencoder. 

There are many different possible architectures of 
autoencoders which can be used for novelty detection. [5] 
compared some of the best architectures based on 
computational complexity and accuracy. After experimenting 
with architectures and other algorithms such as 1D-CNN,2D-
CNN, MSCRED, OC-SVM, they concluded that for solving 
real-time problems, 2D-CNN is the best architecture (showed 
100% accuracy in both tests and took minimum time for 
computation). 

Emanuele Principi and Damiano Rossetti et. al [6] 
evaluated different autoencoder algorithms such as Multi-
Layered Perceptron (MLP) autoencoder, Convolutional Neural 
Network Autoencoder and LSTM for detection of failure of 
the motor of an electric car. AUC (area under the curve) was 
the performance metrics, and these methods were trained on 
1178 signals (1170 non defective signals and 8 defective 
signals that were considered as anomaly) and tested on 22 
signals (8 normal signals and 14 anomaly signals). 
Experiments showed that MLP Autoencoder was the best and 
showed 99.11% accuracy. 

Zhiwei Zhnag and Lei Sun [7] proposed an algorithm 
which uses the concept of along Progressive Knowledge 
Distillation with Generative Adversarial Networks (GANs), 
where two different GAN models were combined using the 
distillation loss. They compared this novel approach with OC-
SVM (One Class- Support Vector Machine), Kernel Density 
Estimation (KDE) and Variational Autoencoder (VAE). 
Accuracy achieved by the proposed algorithm was 97.8% 
whereas VAE, KDE and OC-SVM were 96.96%, 81.43% and 
95.13% respectively. 

Tangqing Li et al. [8] came up with an approach using the 
concept of re-evaluation of examples after every epoch of 
training phase has been completed in an autoencoder. They 
tested this approach on datasets such as MNIST, KDDCUP, 
and many more, and compared their approach with many 
baseline models such as OC-SVM and Deep autoencoding 
Gaussian mixture model (DAGMM). Except for MNIST 
dataset, where OC-SVM performed better than the proposed 
algorithm (OC-SVM had an accuracy of 90.2%, Proposed 
algorithm had an accuracy of 84.2%), for rest all datasets, the 
proposed algorithm had a better accuracy when compared to 
all the baseline models. 

Stainslav Pidhorskyi and Ranya Almohsen et al. [9] used 
an adversarial autoencoder with a probabilistic approach for 
solving the novelty detection problem. They first pre-
processed the data by “linearizing the parameterized 
manifold”, which helps to understand deeply about the normal 
data (inliers) and then feed it to an adversarial autoencoder. 
Performance metrics used during experimentations were Area 
under ROC curve, F1-measure, Area under precision-recall 
curve and the FPR at 95% TPR (it is the chance that a normal 
data will be misclassified as anomaly data). The experiment 
was conducted on MNIST, CIFAR-10, Coil-100 datasets and 
showed results which were comparable to that of state-of-art 
algorithms. 

The author in [10] explains why autoencoders are a better 
option for novelty detection than GANs (Generative 
Adversarial Networks). They stated that GANs during training 
can face a problem known as mode-collapse, that is, it may 
map more than 1 input image to a single output image. A full 
mode collapse situation is rarely encountered, but partial mode 
collapse can be frequent. Not only mode collapse, GANs are 
very sensitive to the choice of hyperparameters, non-
convergence problems, and many more are the reasons that 
they are not preferred for novelty detection. Learning of non-
semantic features was stated as a problem of autoencoder, that 
is, it may learn features that share common characteristics 
between normal and anomaly data, which leads to 
classification of anomaly data as normal data. 

Jorge Meira et al. [11] did a comparative study on the 
unsupervised anomaly detection techniques used for cyber-
attacks. They tested and checked the performance of 
algorithms such as Autoencoders, Isolation Forest (iForest), 
One Class-K-means and One Class- Nearest Neighbor on 
datasets ISCX and NSL-KDD.  F1-score, Recall and Accuracy 
were taken into consideration for comparing the performances 
of the algorithms. It was noticed that Autoencoder when 
applied with pre-processing steps such as Z-score and Equal 
Frequency (EF) showed the best results for both the datasets. 

Vishal M. Patel and Pramuditha Perera et al. [12] uses the 
concept of membership loss function in addition to the mostly 
used cross entropy error during the training phase of their 
neural network. For training they also used the knowledge 
gathered from data apart from what we have in our training 
dataset to make it learn generic feature filters. When tested 
and compared performance with VGG16 model on 
Caltech256 dataset, their proposed model showed superior 
performance. Accuracy of the proposed model was 93.9% 
whereas that of VGG16 model was 90.8%. 

Autoencoder have shown to perform better when 
combined with other clustering techniques [13][14]. In [13], 
autoencoders were combined with. It was experimented on 
UCSD dataset along with algorithms such as ConvLSTM-AE, 
Conv2D-AE, Conv-3D AE, and many more. The results 
clearly showed the supremacy of the proposed algorithms over 
the others. AUC of the proposed algorithm was 96.5%, 
whereas the maximum other autoencoders reached was 91.2%. 
The author [14] used autoencoders with density-based 
clustering. The latent space encoding and the reconstruction 
error is sent to a density-based cluster. Points which exceed a 
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certain error threshold limit are categorized as anomalies. 
Taking AUC as performance metrics, the model was tested on 
a range of 20 datasets along with OC-SVM, PCA Based 
methods and combinations of these methods with density-
based clustering. Out of 20 data sets, the proposed method 
performed better than all in 9 datasets and had the highest 
average AUC score of 78.29%. 

Erik Marchi et al. [15] used Denoising autoencoders with 
bidirectional LSTM (BLSTM) for acoustic novelty detection. 
Experiments were conducted on PASCAL CHime speech 
separation and recognition challenge dataset along with 
algorithms such as LSTM-CAE (LSTM Convolutional 
Autoencoder), BLSTM-CAE, Gaussian Mixture Models 
(GMM) and Hidden Markov Models (HMM). The 
performances were compared on the basis of precision, recall 
and F1-measure. BLSTM-DAE (proposed algorithm) 
performed the best amongst all, having a precision of 94.7%, 
recall of 92.0% and F1-measure of 93.4%. 

Yoshinao Ishii and Masaki Takanashi et al. [16] 
introduced the concept of robust estimation, which not only 
reduced the computational cost, but also guarantees robustness 
as its thresholds/restricts the capability of reconstruction of the 
autoencoder. Group of 15 datasets was used for comparing the 
performance of the proposed method with normal 
autoencoder, OC-SVM, iForest and Local outlier factor 
(LOF). Out of 15, in 7 datasets the AUC score of proposed 
algorithms was the highest. Proposed algorithm has the 
highest average AUC score of 85.15. 

Chong Zhou and Randy C. Paffenroth et al. [17] stated that 
Denoising autoencoders are better to use than Maximum 
correntropy autoencoders, as denoising autoencoders purely 
trains on the noise free data, due to which its hidden layers are 
not corrupted (unlike Maximum correntropy autoencoder). 
They use the concept of RPCA which divides the dataset into 
two parts (noise free and noise data). Now this noise free data 
is used for the training of denoising autoencoders. During 
training they also used L1 and L2 regularization techniques as 
anomaly regularization penalties. The result showed that “the 
optimal F1-score achieved by iForest was approximately 73% 
worse than the score achieved by RDA. (Robust Deep 
Autoencoder)” 

Zhaomin Chen and Chai Kiat Yeo et al. [18] evaluated 
Convolutional Autoencoder, Conventional Autoencoders and 
Dimensionality based reduction methods on NSL-KDD 
dataset. It stated that autoencoders are better as, along with 
performing dimensionality reduction, they also learn the non-
linear relationship between the features of the training dataset. 
The performance metrics was AUC score. For network traffic 
type UDP, conventional autoencoder performed best, and for 
rest 3, convolutional autoencoder performed best (not much 
difference with AUC score of conventional autoencoder). 

V. DATA COLLECTION 

Kaggle is an open-source website, which is used by many 
machine learning learners and experts for different datasets 
and participating in various competitions. We are using the 
NSL-KDD dataset [19] which was provided in the Kaggle 
Dataset repository for the purpose of novelty detection. NSL-

KDD dataset has 2 CSV files, one is used for training 
purposes and the other for testing purposes. NSL-KDD is a 
dataset that has 42 features which are shown in Fig. 2. 

 

Fig. 2. Features in the Dataset. 

Training file is composed of 125973 tuples and the testing 
file is composed of 22544 tuples. Out of these 148517, 78588 
tuples have their label value as ‘normal’, and the rest all are 
anomaly packets as shown in Table I. There are a total of 36 
other label values that are being treated as anomaly packets. 

Our focus is to reject or drop any packet which has even a 
slight chance of being a malicious packet. Therefore, we are 
categorizing all 37 labels (types of packets) into broadly two 
categories; normal and malicious. The traffic proportions of 
these packets in our dataset are given in Fig. 3. 

TABLE I. FREQUENCY OF EACH LABEL WITHIN THE DATASET 

normal             78588 

neptune            47868 

satan               4331 

ipsweep             4078 

portsweep           3302 

smurf               3186 

nmap                1699 

back                1183 

warezclient          997 

teardrop             996 

guess_passwd         464 

mscan                310 

warezmaster          299 

pod                  236 

apache2              228 

processtable         211 

snmpguess             99 

mailbomb              94 

saint                 93 

buffer_overflow       47 

snmpgetattack         43 

httptunnel            41 

land                  20 

multihop              16 

rootkit               14 

loadmodule            13 

imap                  13 

ftp_write             10 

ps                     9 

sendmail               8 

phf                    5 

perl                   4 

xlock                  4 

xterm                  3 

named                  2 

spy                    2 

xsnoop                 1 
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Fig. 3. Traffic Proportions of Dataset. 

VI. THEORETICAL BACKGROUND ON MODEL 

DEVELOPMENT 

In this work, we have used Denoising Autoencoder, Z-
score normalization and RPCA. In this section we have 
provided a brief explanation about these algorithms. 

1) Denoising autoencoders: An autoencoder is a special 

type of deep neural network which is used for the purpose of 

dimensionality reduction. dimensionality reduction is a 

process of features selection as well as extraction from a n-

featured dataset. Autoencoders are symmetrical in nature, and 

are basically composed of three components: Encoder, latent 

space encoding and decoder. The number of layers and the 

nodes within each layer in encoder and decoder are the same. 

Denoising autoencoder is an autoencoder which purposely 
takes input which has some noise in it, or by making the input 
corrupt and then do the reconstruction or denoising part. One 
of the parameters that denoising autoencoder takes is the 
amount of noise that we want to introduce in the input. The 
most optimal value used for this parameter is 0.2 provided we 
have sufficient data. If data is limited then we can also go for 
higher values. Various applications of denoising autoencoder 
are feature imputation, anomaly detection, feature extraction 
and category embedding. 

2) Z-score normalization: Z-score is also known as 

Standard score and it is a technique used to know how far the 

data point is from the mean of the attribute. More specifically 

it measures the standard deviation of the data point from the 

mean of the attribute. It is given by Eq. 1 

𝑧𝑖 =
𝑥𝑖−�̅�

𝑠
               (1) 

where xi is the value of a data point, x bar is the calculated 

mean of the attribute and s is the standard deviation of the 

attribute. So, one of the prerequisites to use the z-score is to 

calculate the mean and standard deviation of the attribute first. 

Z-score is used to standardize our dataset to a common range 

of values so that the autoencoder does not give more 

importance to a feature which has a high range of values as 

compared to others. It is one of the most used pre-processing 

steps for numerical data. 

3) Robust principal component analysis: Robust Principal 

Component analysis is an extension to the most used 

dimensionality reduction technique Principal Component 

Analysis (PCA). RPCA is used when we are handling 

corrupted data or noise data. RPCA returns a low-ranking 

matrix Lo from a corrupted matrix composed of Lo+So. So here 

is a sparse matrix. This decomposition into low-rank matrix 

and sparse matrix can be achieved by using any of the 

following techniques: Quantized Principal Component Pursuit 

method (PCP), Local PCP or Stable PCP. Working of RPCA 

is shown in Fig. 4. 

 

Fig. 4. Working of RPCA [20]. 

RPCA is used in anomaly detection, face detection, video 
surveillance and many more applications. 

4) Projected gradient descent: It can be considered as a 

stricter version of Gradient Descent algorithm. In the Gradient 

Descent algorithm, we use Equation 2 for changing the value 

of weights and bias of a Neural Network 

𝑚𝑖𝑛 𝑓(𝛳) ϴ(new) = 𝛳(𝑜𝑙𝑑)  −  𝛼𝛥𝐽(𝛳)            (2) 

Where, α is the learning rate, ΔJ(ϴ) is the error (difference 

between the predicted outcome and the actual outcome) and ϴ 

is the weight of neurons. 

We can see that the error is being minimized by moving in 
a negative gradient direction. In Projected Gradient descent 
there is a constraint in this equation. It minimizes the error by 
moving in a negative gradient direction and then project that 
value onto a valid meaningful set, say C. By doing this we 
make the algorithm more general [21][22]. 

VII. PROPOSED METHODOLOGY 

The steps in the proposed method are explained in this 
section. 

Step 1: Load the dataset D and convert it into a binary 
dataset, one class being ‘normal’ and combining all other 
classes into ‘malicious’ class. 

Step 2: Split the dataset into numerical and categorical 
column lists based on the datatype (do not include labels in the 
categorical columns). 

Step 3: Remove column ‘num_outbound_cmds’ from the 
numerical column list. 

Step 4: Encode the labels using Label Encoder. (1- normal 
and 0-malicious). 

Step 5: Normalize the values in all the numerical columns 
using z-normalization. 

Step 6: Form 2 datasets Dnormal and Dattack based on the 
label values. Use LTS for transferring some data points from 
Dnormal to Dattac that are far away from other normal data 
points in a 2-D graph representation. 
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Step 7: Convert the categorical data into numeric type 
using get dummies function of Pandas library (does one hot 
encoding) and combine them with the numerical data. 

Step 8: After appending these numerical data in Dnormal 
and Dattack. Split Dnormal into two: Training (67%) and 
Testing (33%). Finally, we have the following three datasets: 
Dnormal-test, Dnormal-train, and Dattackt. 

Step 9: Make a copy of all the datasets created in the 
previous step and process all using Robust Principal 
Component Analysis. This results in the following three 
datasets: Dnormal-test-RPCA, Dnormal-train-RPCA and 
Dattack-RPCA. 

Step 10: Create 2 instances of the Proposed Model named 
as Model 1 and Model 2. Train Model 2 (LRPNet) on the 
Dnormal-train-RPCA and validate the model on Dnormal-test-
RPCA. 

Train Model 1, on Dnormal-train and validate the model 
on Dnormal-test. 

Step 11: Test Model 2 on dataset Dattack-RPCA and 
Model 1 on dataset Dattack using different threshold values 
and compare them on their reconstruction error score. 

The various steps of the proposed methodology are shown 
in Fig. 5. 

 

Fig. 5. Proposed Methodology. 

VIII. RESULT AND DISCUSSION 

We have used Python and Google Collaboratory for 
experimentation of our model on the NS- KDD dataset. The 
architecture of the autoencoder used is shown in Fig. 6. Early 
stopping is used to prevent the model from overfitting. 

The results obtained by training and testing the model 
(Model 1) on the dataset without applying RPCA is shown in 
Fig. 7 and 8. 

 

Fig. 6. Architecture of the Autoencoder. 

 

Fig. 7. Loss V/S Epochs Graph of Model 1. 

 

Fig. 8. Accuracy V/S Epochs Graph of Model 1. 

The results of training the model (Model 2) on the dataset 
after applying RPCA is shown in Fig. 9 and 10. 

 

Fig. 9. Loss V/S Epochs Graph of Model 2. 
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Fig. 10. Accuracy V/S Epochs Graph of Model 2. 

We compared the accuracy of the models when RPCA is 
applied and when it is not applied. For Model 2 when RPCA 
was applied the reconstruction error for the normal data was 
high, around 33% and the reconstruction error of malicious 
packets was around 56%. In this case deciding a threshold 
value is very difficult because it has to be selected using a 
brute force method and selecting the one which corresponds to 
the maximum accuracy, but the prediction accuracies are very 
high. In Model 1, where RPCA was not applied before 
training the model, the reconstruction error for normal data 
was around 14% and for malicious packets was 55%, in this 
case the difference is quite large, and we can choose an 
appropriate value accordingly. 

For different values of threshold, we got different levels of 
accuracies for both models which are formulated in Tables II 
and III. 

TABLE II. ACCURACY RESULTS FOR DIFFERENT THRESHOLD VALUES 

FOR MODEL 2 (LPRNET) 

Threshold value Accuracy (%) 

0.33 95.9% 

0.35 91.4% 

0.37 86.19% 

0.39 79.2% 

0.41 69.9% 

0.43 46% 

TABLE III. ACCURACY RESULTS FOR DIFFERENT THRESHOLD VALUES 

FOR MODEL 1 

Threshold value Accuracy (%) 

0.12 95.8% 

0.14 94% 

0.16 90.91% 

0.18 87.27% 

0.20 85.76% 

TABLE IV. COMPARISON OF MAXIMUM ACCURACY ACHIEVED BY 

EXISTING METHODS: COMPRESSION AUTOENCODER WITH BLSTM (BLSTM-
CAE), COMPRESSION AUTOENCODER WITH LSTM (LSTM-CAE), DENOISING 

AUTOENCODER WITH BLSTM (BLSTM-DAE) AND DENOISING AUTOENCODER 

WITH LSTM (LSTEM-DAE) 

Model  Accuracy (%) 

LSTM-CAE 91.5% 

BLSTM-CAE 92.7% 

LSTM-DAE 93.4% 

BLSTM-DAE 93.6% 

LPRNet 95.9% 

It could be noted from Tables II and III that the accuracy 
scores are better for both the models. Though RPCA has 
shown great results in other fields such as face recognition and 
video surveillance, in this work RPCA is not useful to a great 
extent as it is an overhead and the difference in accuracy is 
also not very high. Another disadvantage that we encountered 
was, with slight change in the value of threshold, the accuracy 
of the model depreciated at a very fast rate. Unlike Model 2, 
Model 1 (RPCA not applied) has a good accuracy over a range 
of threshold values. In Table IV comparative results with the 
existing architectures have been formulated and the proposed 
methodology shows the best results amongst all. The 
denoising autoencoder architecture proposed is efficient as it 
takes less than a minute in training and has shown great results 
provided the applicant choses proper threshold value for 
classifying between normal and malicious packets. 

IX. CONCLUSION 

This paper surveys different types of autoencoders that are 
used for novelty detection and states the issues that are 
involved while using autoencoders. The survey depicts that 
denoising autoencoders is the best approach for novelty 
detection and can have high performance if combined with 
techniques such as RPCA, clustering based methods and other 
tools. It also reveals that a proper architecture such as 2D-
CNN should be used. Moreover, it could also be concluded 
that conventional autoencoders are not efficient for novelty 
detection until used with LSTM. Convolutional and LSTM 
Autoencoders have better performance but also have a 
drawback of high computational cost, and in real-time novelty 
detection, time is an important factor of consideration, 
therefore they are not preferred over denoising autoencoders. 
In this work, we experimented with the proposed denoising 
autoencoder model on the NSL-KDD dataset after applying 
proper pre-processing for novelty detection purposes. The 
results showed that the proposed denoising autoencoder 
achieved a maximum accuracy of 95.9%. The training is also 
not time consuming, and the accuracy achieved also shows 
high accuracy scores. 
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Abstract—Knowledge Bases are information resources that 
convert factual knowledge to machine-readable formats to allow 
users to extract their desired data from multiple sources. The 
objective of knowledge base population frameworks is to extend 
KBs with semantic information to solve fundamental artificial 
intelligence problems such as understanding human knowledge. 
Information extraction entails the discovery of critical knowledge 
facts from unstructured text, which is important in the 
population of knowledge bases. The objective of this paper is to 
explore the concept of information extraction as a technique for 
accelerating the performance of knowledge bases with minimal 
annotation efforts for real-world applications such as content 
recommendation during a web search. This entails performing 
slot filling operations for data collection from large KBs and 
applying probabilistic estimations to determine the accuracy of 
the new information. The results are then used to explore the 
feasibility of applying knowledge bases to real-world tasks such 
as user-centric information access by encoding entities with deep 
semantic knowledge. 

Keywords—Semantic information extraction; knowledge base; 
slot filling; content recommendation 

I. INTRODUCTION 
Knowledge Base (KB) refers to a specially designed 

resource for gathering and processing knowledge in logical 
statement formats that define the relationship between 
graphical entities. Knowledge Bases utilize a relational 
knowledge representation framework implemented on 
artificial intelligence, logic, and semantic networks [1]. Facts 
representation through KBs follows the guidelines by 
Resource Description Framework (RDF) in the definition of 
variable relationships among entities, predicates, and values 
forming triples such that entities represent people or objects, 
predicates define entity relationship, and values represent 
other entities, types, attributes, and values [2]. Triples 
represent existing facts as illustrated in Table I. 

Triples in a knowledge base can be aggregated into a graph 
composed of directed edges representing relationships and 
nodes representing values and entities. Edge directions reflect 
the subject entities in specific triples in the condition of two 
entities. This implies that edges bridge subject entity to object 
entity. Different edge types are used to represent various 

relations through structures known as Knowledge graphs, 
which enhance the visualization and comprehension of KG 
structures. [3] 

DBpedia is an example of a Knowledge Database, which 
has been developed by research communities to provide an 
effective framework for knowledge representation as shown in 
Fig. 1 [4] [5]. 

Technology companies such as Google, Microsoft, 
Facebook, and Yahoo construct and manage in-house 
Knowledge Bases to perform functions such as answering 
questions and data querying. The most common knowledge 
bases operated by technology companies include the 
Microsoft Graph Satori, Facebook Entity Graph, and Yahoo 
Knowledge graph illustrated in Table II alongside their 
relation types, number of entities, and the volume of facts [6]. 

TABLE I. INSTANCES OF TRIPLES IN KNOWLEDGE BASE 

Entity Predicate Value 

Donald Trump Age 75 

Donald Trump Profession Politician, Actor 

Donald Trump Starred in Apprentice TV show 

Apprentice Genre Reality Competition 

Apprentice Release Date January 2004 

TABLE II. FEATURES AND ATTRIBUTES OF POPULAR SCHEMATIC 
KNOWLEDGE BASES 

Knowledge Base Entities Relation Types Facts 

Google Knowledge 
Graph 570 million 35,000 18 billion 

Yahoo  Knowledge 
Graph 3.4 million 800 1.391 billion 

Freebase 40 million 35,000 637 million 

DBpedia 4.6 million 1,367 539 million 

YAGO2 9.8 million 114 447 million 

Wikidata 18 million 1,632 66 million 
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Fig. 1. The Structure of DBpedia Knowledge Base. 

Knowledge bases differ from traditional databases in their 
approach to information management since they are focused 
on “tables” and “records”, which make them efficient when 
the discovery of new information is not a priority [7]. 
Knowledge bases are particularly important in domains where 
the flexibility to link multiple types of information is required. 
Some of the unique advantages of knowledge bases over 
traditional data warehouses include: 

• Entity-centric: All data is stored based on entity 
relevance. 

• Schema-less: There are no prior requirements for a 
schema in the knowledge structure. 

• Metadata Rich: This contains self-describing metadata 
streams, which can be easily scaled and integrated 
across multiple domains. 

A. Applications of Knowledge Bases 
Knowledge Bases allow for the semantic structuring of 

computer-readable information, which is a valuable 
requirement in the construction of intelligent systems [8]. 
Knowledge bases are a source of power to various big data 
applications in multiple scientific and commercial domains 
such as the integration into Google search engine, which 
stores approximately 0.57 billion entities and 18 billion facts 
[9]. The Google Knowledge Graph plays an important role in 
the identification and disambiguation of textual entities to 
generate enriched search results by semantic structuring of 
summaries while providing links to related content during 
explanatory search [10]. Companies typically rely on 
knowledge bases in gathering information about various 
entities and their relationships for optimal reuse efficiency in a 

domain. Knowledge bases are typically used in querying and 
displaying entity information, recognizing and extracting 
context, linking entities to data sources and content, 
discovering and suggesting related information, semantic 
parsing, and answering questions in technology platforms such 
as social media and AI-driven virtual assistants. 

The role of knowledge bases in utilizing semantic 
information generated from knowledge graphs to enrich 
search results is an important milestone towards the 
transformation of text-based search engines such as Google 
into semantically-aware question answering platforms. The 
concept of knowledge graphs has been prominently 
demonstrated in Watson; a question-answering platform 
developed by IBM. Watson used a combination of information 
sources including Freebase, DBpedia, and YAGO to win the 
game of Jeopardy against a team of human experts [11]. 
Structured knowledge repositories are integrated into digital 
assistants such as Amazon Echo, MS Cortana, and Siri by 
Apple. Knowledge bases such as Freebase store general data 
generated by its community members from multiple sources 
including wiki contributions. Knowledge bases have been 
applied in the Internet Movie Database (IMDb), which is an 
online storage platform for information related to video 
games, television programs, and films including character 
biographies, reviews, crew information, and plot summaries 
[12]. 

B. The Concept of Information Extraction 
Information Extraction (IE) refers to a process through 

which structured data is generated from semi-structured or 
unstructured machine-readable formats [13].  The traditional 
information extraction systems are used for the efficient 
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extraction of data from isolated documents using advanced 
information retrieval methods for data scattered in multiple 
documents. The systems are capable of identifying the 
documents containing relevant information and extracting 
specific facts concerning entities that are conflicting, 
complementary, or redundant [14]. 

The first step of data gathering in IE systems is 
consolidating the known information regarding a specific 
query entity then searching multiple sources for related 
information. For instance, if a query ‘Donald Trump’ is made 
on an IE system, the objective of slot-filling components is to 
consolidate information on Donald Trump’s place and date of 
birth, occupation, marital status, education, and any other pre-
defined attribute through a process known as ‘filling’ then 
adding other related information as recommendations [15]. 
This process is known as relation extraction since it entails 
classifying related entities to a relation of interest. For 
instance, if the system reads a statement ‘Donald Trump was 
born in New York City, the relation born in is extracted to 
generate search results as (Donald Trump, New York). 
Information extraction systems are designed to automatically 
filter information from a pool of sources to fill the missing 
knowledge base attributes through slot filling before the 
entities are liked based on their relations. 

This research aims at developing a model for improving 
knowledge basis by extracting information by answering the 
following research questions; 

1) What techniques can be used to construct knowledge 
bases? 

2) How can the accuracy of information extracted from 
knowledge bases be extracted? 

3) In what ways can the efficiency of knowledge bases be 
improved to perform other tasks such as content 
recommendation? 

This research paper is organized in sections including a 
review of published literature on the use of knowledge graphs 
in spoken language understanding, confidence estimation of 
extracting information systems and the effectiveness of 
information extraction techniques in improving natural 
language processing to enrich annotations as well as its role in 
content recommendation by user profiling in Section II, 
Section III  focuses on the implementation of information 
extraction techniques and models for improving knowledge 
bases based on the spoken language understanding (SLU) 
framework, Section IV explores a high-performance content 
recommendation model for efficient information extraction 
from knowledge bases. Section V of this research paper 
discusses conclusions based on the experimental results and 
Finally, Section VI provides recommendations for future 
studies. 

II. LITERATURE REVIEW 

A. The Population of Knowledge Graphs in Spoken Language 
Understanding (SLU) 
The role of SLU techniques in knowledge bases is to 

perform slot filling tasks and user intent determination, 
especially in call routing systems, which are integrated with 

utterance classification capabilities whereby a speech 
utterance Si is categorized into one of M semantic categories, 
�̂�𝑟 ∈ 𝐶 = �𝐶1…,𝐶𝑀� given that r represents the utterance index 
[16]. Researchers have recently developed an advanced slot 
filling method that involves framing tasks in the form of 
sequence classification problems to identify the phrase 
boundaries and labels in a semantic template through deep 
learning [17] [18]. Slot filling tasks in SLU are defined in the 
Knowledge Base Population (KBP) whose objective is 
consolidating information from a large multisource corpus for 
specific attributes of a query entity. Knowledge graphs are 
powerful and valuable tools for simplifying research tasks 
such as computing entity weights to allow the allocation of 
probabilistic weights in the process of enriching semantic 
knowledge when detecting SLU relations [19] [20] proposed 
advanced techniques for processing search queries through 
semantic parsing in multi-turn dialog systems based on 
unsupervised natural language processing models. 

B. Confidence Estimation in IE Systems 
According to [21]  confidence estimation refers to a 

machine learning technique that is used to estimate the 
confidence scores of a specific output in applications such as 
machine translation and semi-supervised extraction of 
relations. The confidence scores of output from speech 
recognition machines can be computed using a maximum 
entropy model as described by White and Markov models for 
singleton tokens. 

Another research paper [22] proposed an efficient 
confidence estimation approach for IE outputs based on 
machine learning models. This approach worked by 
computing confidence scores for both multi-field records and 
extracted fields based on the linear-chain Conditional Random 
Field (CRF) framework. 

However, the machine learning approach is simpler 
compared to the slot filling technique, which performs 
complex tasks such as sophisticated inference and co-
reference resolution across multiple documents [23].  
Inaccurate values extracted in the slot filling operations for 
KBPs in multiple systems are filtered using techniques such as 
weighted voting, unsupervised multidimensional truth-finding, 
heuristic rules, and supervised learning [24]. 

C. Rich Annotations 
Natural Language Processing (NLP) operations such as 

extracting information can be improved by leveraging user 
reviews to customize a system to perform personalized 
searches [25]. Since user reviews may not be readily available, 
labels created by human annotators, which apply to a range of 
supervised learning methods can be used to customize the 
information retrieval system as proposed by [26]. In this case, 
the traditional machine learning paradigm may be 
incorporated with a privileged knowledge model to enable the 
system to accommodate more annotator labels. Recent studies 
observe an issue with the underutilization of human annotators 
due to the inclusion of rich annotations into various 
classification problems [27] [28]. 

The approach to learning new information through error 
corrections is conceptualized from the Transformation-based 
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Error-Driven learning that has been applied to a range of 
natural language processing operations such as word sense 
disambiguation, part-of-speech tagging, and semantic role 
labeling [29]. Rules of transformation in these error-correction 
techniques are learned automatically based on iteration 
contexts in each sentence. 

D. Content Recommendation by user Profiling 
The effectiveness of information extraction techniques for 

improving Knowledge [30] Bases may be improved through 
user profiling using factorizing machines and recommendation 
systems. Research studies suggest that the primary objective 
of user profiling in IE systems is to align user interests with 
the recommended items for example in online shopping 
platforms such as Amazon, the content recommendation in 
Netflix, or web search customization for enhanced user 
experience in Google [31]. 

The functional mechanism of recommendation systems in 
data extraction may be through content-based 
recommendation or collaborative filtering, which utilizes 
matrix factorization and nearest neighborhood techniques to 
compute user collaboration scores [32]. 

However, content-based recommendation algorithms work 
by extracting the unique and dominant attributes that explicitly 
link users to items, especially in systems with multiple cold 
start items [33]. 

According to [34] and [35] researchers have proposed 
improved approaches for content recommendation by user 
profiling based on activity ranking, hypergraph learning, latent 
factor models, probabilistic models, and spatial-temporal 
model. 

A study by [36] observes that developers are now more 
focused on embedding recommendation and user profiling 
systems with hierarchical knowledge repositories for the 
creation of personalized entity recommendations based on 
knowledge and user activity log obtained from freebase. 

A content-based recommendation model proposed by [37] 
implements a spreading activation algorithm on the DBpedia 
categorization structure to extract [38]information on user 
preferences and interests. This technique was later applied to 
music entity recommendation by Linked Data Semantic 
Distance (LDSD) with DBpedia by [39] and to movie 
recommendation by [40]. The recommendation systems are 
capable of modeling user preferences by exacting information 
from multiple sources such as implicit and explicit profiles. 
Deep semantic knowledge provides a framework for 
extracting rich contextual knowledge of user queries by 
analyzing the data networks to identify entities in which the 
users are interested. 

The information extraction framework proposed in this 
paper is consistent with a study [35] which focused on 
modeling user preferences for customized content 
recommendation in large knowledge bases primarily relying 
on data from the Yahoo Knowledge Graph. 

III. METHODOLOGY 
This section focuses on the implementation of information 

extraction techniques and models for improving knowledge 
bases based on the SLU framework. Where various 
knowledge extraction approaches are utilized to identify 
entities and extract relationships to provide better insights on 
their application to information extraction based on slot filling 
and relation detection as the major components of language 
understanding. 

A. Extracting Information from Personal Knowledge Graphs 
Rapid technological growth over the past few years has 

caused a drastic increase in the use of smartphones with 
advanced capabilities in machine learning, speech recognition, 
virtual assistants, and voice messaging. Spoken Language 
Understanding (SLU) features in these information gadgets 
may be used to extract information from knowledge bases 
through queries, which may be informational, transactional, or 
navigational depending on the type of operation being 
performed. Extracting personal information from Knowledge 
Bases created by smartphone users may require semantic 
knowledge graphs due to the high likelihood of data variations 
[41]. 

This paper uses schema, a Freebase semantic knowledge 
graph containing 18 different relations concerning the entity 
people, person, which may be found in a dataset of spoken 
utterances. For every relation, a complete set of entities 
extracted from the Freebase knowledge graph are leveraged in 
querying the specific entity pairs on the internet using the 
Bing search engine.  The SLU semantic space in this work is 
aligned to Freebase as a back-end semantic knowledge 
repository to extract knowledge graph relations in the user 
utterances as illustrated in Fig. 2. 

The user utterances are then classified into binary classes, 
which may be positive or negative depending on their 
depiction of personal facts. Once the utterances are formulated 
as a binary classification problem, the Support Vector 
Machines (SVM) framework is applied to extract refined 
factual relations. The SVMlight package is used to classify the 
utterances implements binary, linear kernels through a one-vs-
rest technique [42]. Identifying the entities and their relations 
in the utterances, a custom personal knowledge graph for that 
user is populated with the new information, and the process 
repeats if the user makes further utterances. 

 
Fig. 2. An Example of a Personal Knowledge Graph. 
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The training dataset for the framework used in this work is 
created by searching the internet for related entity pairs in a 
knowledge graph using the model proposed by [43].  
Assuming a web search returns AS as the set containing entity 
pair a and b, SAS, a subset of AS having 

SAS = {s : s ∈ AS ∧ (s, a) ∧ (a, b)} where ∧ (m, n)is 
true when n is a substring of string m. The sentences are then 
post-processed for the augmentation of relation tags from the 
knowledge base because some instances may contain multiple 
relations. For example, if two relations; place of birth (New 
York, USA) and date of birth (October 17, 1983) about “Brad 
Hudson” is extracted, post-processing would produce the 
following instances complete with tags instead of tag-less 
instances: Brad Hudson was born on <date_of_birth>October 
17, 1983, </date_of_birth> in <place_of_birth>New York, 
USA<\place_of_birth>. 

B. Classifying the Personal Assertions 
In this experiment, 10 million utterances are extracted 

from Microsoft KBs and query logs. Factual relations are then 
mined by extracting personal assertions containing factual 
relations through the following in the following pattern; 'I am 
a *, I have a * I live * I was born * I work*'. A random subset 
of the extracted is selected and annotated whether it satisfies 
the requirements; it is a personal assertion, invokes relations, 
and entities can be extracted from the invoked relations. The 
final dataset contains 12,989 personal assertions out of which 
only 1,811 utterances contain one or more pre-defined 
relations. A 10-fold cross-validation technique is then used to 

create 10 random subsamples whereby 9 subsamples are set 
aside for training and 1 subsample is retained as a validation 
set. Cross-validation operations are performed only once on 
each subsample. From the 236,724 collected samples, 234, 
650 are classified accurately (99.12%) and 2,074 are classified 
inaccurately. This implies that SVM is an efficient classifier 
for personal assertions. 

C. Detecting Relations 
The performance of relation detection functionality is 

determined by testing the models trained using the annotated 
datasets extracted in the previous section in two scenarios; 
supervised baseline and unsupervised baseline. A precision 
model P@N was used in the evaluation given that N 
represents positive relations in a given set. From the 
supervised baseline where 2-fold cross-validation is utilized 
and the model trained on randomly assigned utterances to two 
data sets, 84.32% P@N upper bound precision is obtained 
while the unsupervised technique attains 42.85% P@N upper 
bound precision. 

D. Slot Filling 
The supervised technique was used to perform the slot 

filling operation due to the variations in semantic annotation 
mechanisms of the sampled set. The slot F-Measure model 
was applied to the CoNLL processing script, which attained 
68.34% performance efficiency. The model achieves higher 
performance efficiency when applied to minimal annotations 
and nontrivial tasks as illustrated in Table III. 

TABLE III. PERFORMANCE EFFICIENCY RESULTS FOR SLOT FILLING AND RELATION DETECTION IN DATA EXTRACTION 

Relation Type Count 

Relation Detection Slot Filling 

Unsupervised Supervised Supervised 

Precision@Count 
(%) 

Precision@Count 
(%) 

Precision 
(%) 

Recall 
(%) 

F-Measure 
(%) 

place_of_birth 8 0.00 0.00 0.00 0.00 0.00 

religion 8 0.00 50.00 0.00 0.00 0.00 

ethnicity 17 0.00 70.59 100.00 17.65 30.00 

employment_history 40 7.50 52.50 50.00 12.50 20.00 

nationality 47 0.00 63.83 75.00 82.98 78.79 

profission 61 0.00 54.10 50.00 1.64 3.72 

gender 63 6.35 82.54 90.91 47.62 62.50 

date_of_birth 73 46.58 75.34 56.25 36.99 44.63 

places_lived 121 2.48 68.59 69.91 65.29 67.52 

sibling_s 248 86.29 90.32 85.92 71.08 77.80 

children 260 23.08 87.31 80.92 47.31 59.71 

parents 401 19.95 86.78 83.97 65.17 73.39 

spouse_s 464 82.11 94.39 86.81 68.10 76.33 

Total 1811 42.85 84.32 82.01 58.58 68.34 
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IV. CONTENT RECOMMENDATION BY USER PROFILING 
The evolution of the Web has positioned the internet as a 

crucial player in providing users with access to information 
from multiple sources. Information overload is one of the 
greatest challenges of the web hence the need for content 
recommendation to match user interests. Despite the 
monumental milestones in the design of recommendation 
systems, there are significant challenges in availing users of 
high-quality information. This section explores a high-
performance content recommendation model for efficient 
information extraction from knowledge bases. The core 
objective of user modeling in this framework is to understand 
their current preferences and predict future interests in 
contextual applications such as sports databases.  The data 
used in this experiment is obtained from Yahoo News 
Streams, which contain information such as the sequence of 
websites that a user has visited as expressed in the (1) for a 
typical user u; 
Lu = ⟨wu, wu, . . . , wu, . . . , wu ⟩            (1) 

Such that wu represents the websites visited by user u at 
time t. 

Unstructured information containing attributes such as the 
user location, language, identity, demographics, timestamps, 
and click/skip labels. Additionally, the Wikipedia Knowledge 
Graph was used as a knowledge source for enriching feature 
space by monitoring evolving sources and wrapping different 
sources. 

A. Modeling user Profiles 
A high-level Pipeline algorithm is utilized to model user 

interests and predict preferences and FastEL software is used 
for linking entities. A separate entity augmentation algorithm 
is used to extract entities from user logs then link them to the 
entities in the Wiki KB. The following code is executed to 
perform this operation; 

Input: A sample user opened document D stored in a 
Global KG G, which contains relation triples defined by 
𝜎 =  𝐸𝑎,𝜌,𝐸𝑏  such that 𝜌  represents a relation predicate for n 
iterations m maximum augmented entities. 

1: Generate initial entities Ε = {e}  from D  
2: repeat 
3:        Augment entities using facts from G 
4:            Re-score interest weights of augmented entities 
5: until converged or reach n iterations 
6: return top m augmented entities from the list 

Named entities can be extracted from the visited web 
pages and linked to related Wiki entities based on the user 
logs. However, the entities may not provide adequate 
information on user interests hence cannot accurately predict 
future preferences hence the need to leverage the Yahoo 
Knowledge Graph to augment the entities into relational facts 
with a higher degree of accuracy. Once the entities are 
augmented and retrieved, a decayed interest weight is then 
assigned to indicate the lowest probability that user interests 
lie in a particular category. 

B. The Framework for Profiling users 
According to [44] the user profiling model used for 

content recommendation in search engines utilizes 
Factorization Machines (FM) to perform latent factoring and 
matrix factorization in recommender systems. A latent space 
for every user is constructed to allow for the differentiation of 
user preferences in the process of learning from the 
unstructured dataset. A factorization-machine-based latent 
factor framework is used to decompose every user profile 
shared and personalized latent factors. The process of 
mapping profiles into latent factors is standardized for every 
user hence making it possible to enrich the information for 
those with minimal interaction data. 

C. Experiment 
The experiments are based on a sample of 32.09 billion 

user logs collected from Yahoo News Stream over one month. 
The user profiles are evaluated for quality by splitting the 
dataset into training and testing groups based on event 
timestamps. Data sets from the first three weeks (23.68 billion 
events) are used for training while data from the fourth week 
(8.42 billion events) is used for model testing. For the training 
dataset, each user profile is ranked and performance evaluated 
based on ground truth labels, which may be positive or 
negative. 

Inner product values are used between item features and 
user profiles to generate the ranking scores of each user-item 
pair. The items are then ranked as positive if they have a 
higher ranking otherwise negative based on metrics such as 
the Area under the Curve (AUC), Mean Reciprocal Rank 
(MRR), and Mean Average Precision (MAP) as defined in the 
(2), (3) and (4); 

𝑀𝐴𝑃 = 1/𝑚�
∑ 𝑃(𝑘)
𝑛𝑖
𝑘=1
𝑛𝑖

𝑚

𝑖=1

             (2) 

𝑀𝑅𝑅 = 1/𝑚� 1
𝑟𝑖
1

𝑚

𝑖=1
             (3) 

𝑀𝐴𝑃 = 1/𝑚�
(∑ 𝑟𝑖

𝑗)𝑗 −𝑃𝑖(𝑃𝑖+1)/2

𝑃𝑖∗𝑁𝑖

𝑚

𝑖=1

           (4) 

Given that P(k) represents precision at k, n i: user-related 
links, ujr1: ranking of the links that were clicked first by user 
ui, Pi: the clicked links, and Ni: non-clicked links in the 
profile for user ui . 

When the number of iterations is adjusted to 1, it achieves 
about 193% relative and 10% absolute performance 
improvement in mean average precision; 191% relative and 
17% absolute performance improvement in mean reciprocal 
rank, which is significantly high compared to the baseline 
system, which obtained 12% relative and 7% absolute 
performance improvement. Mean average precision computes 
the average precision scores for listed items while the mean 
reciprocal rank calculates the inverse position of the initially 
ranked relevant items. Therefore, both MRR and MAP 
compute ranking scores for listed items. The area under the 
curve describes the ratio of false positives and true positives 
when the threshold parameter is varied suggesting that when 
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entity ranking and coverage are applied to content 
recommendation through entity augmentation, it extracts 
additional related entities enriching the feature space 
significantly according to [45]. 

V. DISCUSSION AND CONCLUSION 
Technological evolution has led to the rapid adoption of 

online news platforms as a source of information from a wide 
range of sources across the globe. Due to the high volume of 
documents on millions of websites, users face many 
challenges finding their articles of interest or any other precise 
information. Knowledge Bases such as Wikipedia are rich 
information resources for users seeking knowledge in various 
fields including culture, technology, science, and history. This 
study sought to improve the efficiency of knowledge bases by 
analyzing the statistical frameworks for building user-centric 
KBs and extracting personal facts from user utterances 
through personal assertion classification. 

The study also sought to understand how the accuracy of 
information extracted from knowledge bases can be validated 
using a maximum entropy framework. Consequently, a 
framework for rich annotation-guided learning was developed 
as an approach for improving the efficiency of knowledge 
basis through information extraction [13]. The annotation 
framework was designed with a capability for feature 
enrichment, which allows for the analysis of relative efficacy 
and scalability of slot filling operations in KBP settings.  A 
review of previously published studies demonstrates that a 
slight increase in the annotation period improves KB 
performance significantly. The study also sought to investigate 
how knowledge bases can be improved to advance tasks such 
as content recommendation based on the users’ online activity. 
The experimental findings for these improvement operations 
in knowledge bases suggest that refining information 
extraction techniques is an efficient approach to improving the 
performance of knowledge bases. 

VI. FUTURE WORK 
While researchers have made significant progress towards 

the understanding of knowledge base architectures, various 
gaps need to be filled, especially on the categories of 
knowledge possessed by human beings. Current literature does 
not provide detailed representations of facts based on common 
sense and procedural knowledge.  Knowledge representation 
through reasoning and learning remains an important aspect of 
future studies on the integration of machine learning and 
artificial intelligence capabilities to information extraction 
from knowledge bases. Other relevant fields for future 
research include the population of personal knowledge graphs, 
confidence estimation for knowledge bases, and guided 
learning for rich annotations. 
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Abstract—This research proposes a novel method for melody 

difficulty classification performed using frequent pattern and 

inter-notes distance analysis. The Apriori algorithm was used to 

measure the frequency of the notes in the note sequence, in which 

the melody length is also included in the calculation. In addition, 

the inter-notes distance analysis was also used to measure the 

difficulty level of composition based on the distance between 

successive notes. The classification was performed for traditional 

Javanese compositions known as Gamelan music. Symbolic 

representation, in which the Gamelan compositions music sheets 

were collected as the dataset, was chosen by asking experts to 

divide the compositions based on their difficulty level into basic, 

intermediate and advanced classes. Then, the proposed method 

was implemented to measure the difficulty value of each 

composition. The difference in the interpretation of the difficulty 

level between the experts and the difficulty value of the 

composition is solved by calculating the mean value to obtain the 

range of difficulty values in each class. Evaluation was performed 

using confusion matrix to measure the accuracy, precision and 

recall value, and the results reaching 82%, 82.1% and 82%, 

respectively. 

Keywords—Multi-class classification; frequent analysis; 

Apriori; Symbolic music; Gamelan 

I. INTRODUCTION 

This research aims to develop a classifier to discriminate 
the difficulty level of melody or composition. The topics 
discussed in this research are closely related to the topic of 
adaptive learning, including learning to play a musical 
instrument which becomes the motivation in formulating 
problems from the difficulty level of composition. Therefore, a 
brief explanation including the research of adaptive learning 
literature is deliberately described in this article to emphasize 
the urgency of the need for a difficulty level classification 
system in the development of adaptive learning to play musical 
instruments. 

Adaptive learning systems can dynamically adjust learning 
content based on user abilities and preferences [1]. Adaptive 
learning systems are developed from simple to complex with a 
set of rules and self-learning algorithms [2] so that they can 
provide immediate feedback so that users can stay focused and 
easily make corrections independently [3]. The difficulty level 
of the problems that must be solved becomes a challenge in the 
development of an adaptive learning system. The automatic 
adjustment of the difficulty level is part of the intelligent 
tutorial systems that can identify the user's characteristics so 
that the system can determine the suitable task based on the 

user's abilities [4]. The automatic adjustment of the difficulty 
level examples can be found in the works by [5]. 

Intelligent electronic learning utilizes an adaptive learning 
approach. However, adaptive learning approaches are rarely 
found in musical electronic learning, such as in melody 
learning. Electronic learning to play musical instruments 
involves melodies, thus classification of melodies 
(compositions) based on the level of difficulty is still rare as 
well. Meanwhile, the difficulty level of composition based on 
the melodic pattern has a positive impact on adaptive learning 
to play musical instruments [6]. Developing an intelligent 
musical electronic learning should involve adaptive learning 
approach. By classifying the difficulty level of composition, 
the system can determine or provide recommendations 
containing the composition to be learned based on the user's 
ability. 

Against these facts, a novel approach to develop a classifier 
that is able to measure the difficulty level of composition was 
proposed in this research. The classifier was developed using a 
set of rules defined based on frequent pattern and inter-notes 
distance analysis. Although melody has a sequence or time 
series data type, the characteristics of the problems 
encountered are considered suitable to be solved using frequent 
mining algorithms rather than sequence mining algorithms. In 
addition, the inter-notes distance value between successive 
notes is also used as a parameter in measuring the difficulty 
level of composition. This makes the analysis of the difficulty 
level of composition is unique. The forward and backward 
notes have the same pattern in the inter-notes distance value. 

Participation in the preservation of cultural heritage is the 
motivation in carrying out this research. Thus, the melody 
difficulty classification system developed in this research is 
implemented to traditional Javanese compositions known as 
Gamelan music. However, the results achieved in this research 
can also be an inspiration to develop a learning system for 
playing musical instruments of other types of music. 

II. RELATED WORK 

In electronic learning, an adaptive learning approach is 
needed to achieve an efficient, effective learning experience 
and support customization settings for users. Tasks or difficulty 
classification is part of the adaptive learning that supports the 
system in determining the suitable task by considering the 
user’s ability. In general, the system will measure the user's 
answer by assigning an accuracy weight to be used as a basis 
for determining the level of task that is match the user's 

*Corresponding Author  
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performance. Therefore, questions or tasks to be solved by the 
user must be classified based on to the difficulty level. In 
adaptive learning to play musical instruments, classification 
can be used as a solution in weighting the difficulty level of 
composition. 

Smart devices and artificial intelligence approach are 
needed to develop a smart learning environment that supports 
adaptive learning [7]. However, not all electronic learning 
systems that uses smart devices to run implementing an 
adaptive learning approach. Moreover, in learning to play 
musical instruments, the systems generally are limited to the 
transformation of musical instruments into digital media as in 
the work of mobile-based gamelan electronic learning media 
[8], mobile-based hybrid digital-physical harp instrument [9], 
3D virtual traditional Chinese instrument called yangqin [10], 
virtual traditional Brazilian maracatu [11]. 

A learning system for playing traditional Javanese musical 
instruments developed by [12] provides a collection of 
compositions and tempo preferences that are divided into slow 
to fast ranges based on the time interval between notes 
switching. However, the collection is not classified according 
to the difficulty level of composition, and the choice of tempo 
is determined by the user. In other words, the system has not 
yet adopted the ability to automatically and dynamically 
identify user abilities to recommend the suitable composition 
and tempo. 

A task content analysis team was formed to sort the tasks 
according to their difficulty level [13], while in the similar 
case; the difficulty level was designed by developing a 
curriculum [14]. Both of them used English as their learning 
content, in which the database of questions of various difficulty 
levels is easier to find than the composition database with 
groupings based on the complexity of melodic patterns. 
Meanwhile, analysis of the difficulty level manually performed 
has a weakness when dealing with a lot of data or adding data 
to a task.  An adaptive learning system to play a musical 
instrument can be found in the work by [6], in which the 
system automatically selects the difficulty level of 
compositions based on the user's true-false count tracking. 
Unfortunately, the classification method for the difficulty level 
of composition is not explained. 

The Apriori algorithm is a popular algorithm in association 
relationship analysis or frequent pattern analysis which is also 
known as market basket analysis. The Apriori algorithm was 
modified by counting only the sequential transactions that are 
frequent so that transaction (a, b) is not the same as transaction 
(b, a). Furthermore, in sequence data mining, many Apriori-
like or Apriori-based algorithms have been proposed by 
researchers, such as mining Web access sequence [15], or 
modifying the association rules by adding time constraint [16]. 
Meanwhile, in the melodic pattern, Apriori-based algorithms 
have been developed by [17] to generate music, and the Apriori 
based on Function in a Sequence (AFiS) algorithm proposed by 
[18] counted only the sequential transactions that are frequent 
with additional procedures in the form of measuring musical 
elements based on their position in the sequence as functions to 
identify frequent sequence patterns. 

The Apriori algorithm has been used in various 
classification problems, such as classification of patient care 
needs by [19], classification in risk prediction to define disaster 
rules based on models developed using the Neural Networks 
method [20], admission planning classification and job 
prediction in education midwives. This combines the Apriori 
algorithm with the Decision Tree Algorithm [21]. Besides 
being used without being combined with other algorithms in 
finding solutions, the Apriori algorithm is usually used to map 
and analyze data which is then used as a constraint for other 
algorithms in making decisions, or to define rules based on 
data obtained from training results using other algorithms. 
Selection of Apriori algorithm as the main and single algorithm 
in classification problems is rarely found, especially in time-
series data problems. However, this algorithm has the 
advantage of managing small datasets to construct good 
classification rules. In this research, the Apriori algorithm is 
proven to be an alternative in solving classification problems 
on time-series data. 

III. METHODOLOGY 

This research aims to measure the difficulty level of 
composition in order to classified compositions into basic, 
intermediate and advanced classes. Traditional Javanese 
compositions were chosen as objects of research with the aim 
of participating in the preservation of intangible cultural 
heritage through the implementation of artificial intelligence. 

Gamelan music consists of two musical scales, which are 
pelog and slendro. Each of the musical scale has a different 
tone frequency. The pelog musical scale consists of seven 
notes of (1, 2, 3, 4, 5, 6, 7). Meanwhile the slendro musical 
scale consists of five notes of (1, 2, 3, 5, 6). There are dotted 
notes on both musical scales which represent moments of 
silence. Gamelan music uses a mode musical system called 
pathet. The system determines the characteristics of the 
composition based on the dominant notes including the 
arrangement of the order of the notes. The Gamelan 
composition is divided into various types, such as lancaran, 
ladrang, ketawang and others. Fig. 1 shows an example of a 
composition entitled Kembang Pete which is a type of lancaran 
composition with the lima musical mode and played on the 
pelog musical scale. 

Parameters of the difficulty level of composition were 
determined by consulting with experts. Three experts were 
asked to define the parameters to be used in classifying 
compositions into basic, intermediate and advanced classes. 
Then, experts were asked to divide 50 compositions in the 
dataset into these three classes. Experts proposed the melody 
length and inter-notes distance to be used as parameters to 
determine the difficulty level of composition. The length of the 
melody is the number of beats in the composition. The greater 
number of beats increases the difficulty level in learning to 
play the instrument. Meanwhile, inter-notes distance is the 
distance between successive notes is the range between note 
values. For example, two successive notes of (1, 7) have a 
higher difficulty to play than (1, 3) because the distance of the 
first successive notes is 6 units and the distance of the second is 
2 units. 
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Fig. 1. A Gamelan Music Composition Example. 

The distance between two successive notes is the same, 
although the order is reversed. For example, (1, 7) and (7, 1) 
have the same distance of six units. So, the difficulty level of 
composition can be classified can be carried out using frequent 
pattern analysis rather than sequence analysis, including the 
addition of inter-notes distance analysis that appear in the note 
sequence. Moreover, the frequent pattern analysis was 
conducted using the Apriori algorithm, in which the melody 
length was also included in the calculation. The results of the 
frequent pattern analysis are then accumulated by the inter-
notes distance value to classify compositions into basic, 
intermediate and advanced clasess. 

The methodology used in this research consists of five 
stages, which are: data preparation, data representation, 
implementation of the Apriori algorithm, and classification 
where inter-notes distance analysis is performed. 

A. Data Preparation 

The dataset which consists of 50 Gamelan compositions in 
form of symbolic data were collected from a collection of 
music sheets. The music sheet data were then converted into 
text format. For example, the composition data shown in Fig. 1 
is converted to (6, 5, 3, 2, 1, 2, 3, 5, 6, 5, 3, 2, 1, 2, 3, 5, 6, 5, 6, 
1, 6, 5, 3, 2, 5, 6, 5, 4, 2, 1, 6, 5). 

Some compositions contain dotted notes in their sequence, 
and the dotted notes were converted to 0 in order to support 
computational processing as in [22]. For example, as shown in 
Fig. 2, the composition entitled Balabak which is a type of 
ladrang composition with the lima musical mode and played on 
the pelog musical scale contains dotted notes. The composition 
is converted into a text format to (3, 2, 3, 1, 3, 2, 3, 5, 3, 2, 3, 1, 
3, 2, 3, 5, 0, 0, 7, 6, 5, 4, 2, 1, 3, 2, 3, 1, 3, 2, 3, 5). 

 

Fig. 2. A Composition Containing Dotted Notes Example. 

B. Data Representation 

The dataset in this research uses symbolic format data from 
50 compositions of ladrang style played in the pelog musical 
scale and the lima musical mode (the data set is included in the 
Appendix section, Table VIII). The music sheet data were 
represented by mapping the note sequence as the basis for 
determining transactions in frequent pattern analysis using the 
Apriori algorithm. Further, the results of the analysis were 
accumulated using inter-notes distance analysis. Frequent 

pattern analysis was performed per composition. Thus, each 
composition represents a set of transactions, and the note 
sequence is mapped as transactions within the composition, 
while notes of the musical scale are the transaction items. The 
note sequence mapping for the transactions was performed 
using the sliding window technique with the implementation 
on the k-itemset being performed using the following 
pseudocode: 

D  = a set of transaction containing note sequence data. 

L = the length of D. 

K  = a K-itemset which is an itemset containing K 

successive notes. 

T =  transaction in D which represents a set of 

notes contained in the musical scale system. 

for (z = 0; z < L; z++) { 

 for (n = 0; n < K; n++) { 

  T [z] [n] = D [z + n]; 

 } 

} 

The pseudocode above results in the last itemset having one 
less element length than the previous itemsets. In other words, 
all itemsets will have the same element length except the last 
itemset. Given a composition containing the note sequence of 
(3, 2, 3, 1, 3, 2, 3, 5, 3, 2, 3, 1, 3, 2, 3, 5, 0, 0, 7, 6, 5, 4, 2, 1, 3, 
2, 3, 1, 3, 2, 3, 5) and the value of K is set to 2, then T will 
contain ((3, 2), (2, 3), (3, 1), (1, 3), (3, 2), …, (3, 2), (2, 3), (5)). 

The melody has a repeating pattern; therefore, the last 
element in the last itemset will contain the first note by adding 
the following pseudocode: 

n = L – K; 

p = n + K; 

while (n < p) { 

 for (z = p – K; z < n; z++) { 

  T [n] [K – (n – z)] = D [z - (p – K)] 

 } 

 n++ 

} 

Continuing the previous example, then T will contain ((3, 
2), (2, 3), (3, 1), (1, 3), (3, 2), …, (3, 2), (2, 3), (5, 3)), so all 
itemsets have the same length. 

The inter-notes distance analysis was performed by 
subtracting the value of the higher note from the lower note, or 
subtracting the value of two same notes. For simplicity, the 
term unit is used as a measure of the value of the note and 
distance. There are seven notes and one dotted note denoted by 
the number 0 as a collection of items, which are (0, 1, 2, 3, 4, 5, 
6, 7). Thus, the distance is measured with a scale from 0 to 7 
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units. Table I shows the measurement of the distance between 
successive notes. 

TABLE I. TWO SUCCESSIVE NOTES DISTANCE MEASUREMENT 

 0 1 2 3 4 5 6 7 

0 0 1 2 3 4 5 6 7 

1 1 0 1 2 3 4 5 6 

2 2 1 0 1 2 3 4 5 

3 3 2 1 0 1 2 3 4 

4 4 3 2 1 0 1 2 3 

5 5 4 3 2 1 0 1 2 

6 6 5 4 3 2 1 0 1 

7 7 6 5 4 3 2 1 0 

Based on the description above, for example, given a K-
itemset where K = 2 and let a transaction contains two 
successive notes of (3, 2), then the distance value will be 1 
unit, and a transaction which contains two successive notes of 
(2, 3) also has the distance value of 1 unit. Meanwhile, a 
transaction of 2-itemset which contains two successive same 
notes, such as {0, 0}, or {4, 4}, has the distance value of 0 unit. 
The distance between successive notes is calculated by 
subtracting the elements of the first note by the elements of the 
second note. If any of the results are less than 0 or negative 
value, the result will be multiplied by -1 to make it a positive 
value. For example, two successive notes of (2, 5) will result in 
-3 from subtracting 2 – 5, and -3 will be multiplied by -1 to 
make a positive value of 3. For K-itemset where K is greater 
than 2, the distance between three or more successive notes is 
calculated by adding up all the distances between 2 successive 
notes on all elements in the itemset. The following is a 
pseudocode to calculate the inter-notes distance value where R 
represents the distance value between two successive notes, 
and S represents the total distance value of the itemset 
containing more than two successive notes. 

n=0 

while (n < L) { 

 for (z = 0; z < K – 1; z++) { 

  R [n] [z] = T [n] [z] – T [n] [z + 1]; 

  if (R [n] [z] < 0) { 

   R [n] [z] *= -1; 

  } 

  S [n] += R [n] [z]; 

 } 

 n++; 

} 

Based on the formulas above, using an example of the note 
sequences of (3, 2, 3, 1, 3, 2, 3, 5, 3, 2, 3, 1, 3, 2, 3, 5, 0, 0, 7, 6, 
5, 4, 2, 1, 3, 2, 3, 1, 3, 2, 3, 5), the data mapping into K-itemset 
of transactions, for example, where K = 2 and K = 3, and its 
distance value is as follows: 

2-itemset  

T = ((3, 2), (2, 3), (3, 1), (1, 3), (3, 2), …, (3, 2), (2, 3), (3, 

5), (5, 3)). 

S = ((1), (1), (2), (2), (1), …, (1), (1), (2), (2)) 

3-itemset  

T = ((3, 2, 3), (2, 3, 1), (3, 1, 3), (1, 3, 2), (3, 2, 3), …, (3, 

2, 3), (2, 3, 5), (3, 5, 3), (5, 3, 2)). 

R = ((1, 1), (1, 2), (2, 2), (2, 1), (1, 1), …, (1, 1), (1, 2), (2, 

2), (2, 1)) 

S = ((2), (3), (4), (3), (2), …, (2), (3), (4), (3)) 

C. Apriori Algorithm Implementation 

The Apriori algorithm implementation was performed by 
mapping each composition as a separate set of transactions, 
and each transaction contains the same number of beats. In 
addition, the characteristics of the melody data structure, the 
classification problems encountered, and the data mapping 
carried out make the frequent itemset being applied to the 2-
itemset pattern. Data mapping was performed based on two 
successive notes by applying the sliding window technique so 
as to produce patterns of {beat1, beat2}, {beat2, beat3}, 
{beat3, beat4}, ..., {last beat, beat1}. Thus, the data mapping 
can already represent the relationship between successive notes 
at each beat in the composition. 

The following is an example of the Apriori algorithm 
implementation on a composition that is used as a dummy. Let 
D is the set of note sequence of the composition entitled 
Ladrang Balabak-Laras Pelog Pathet Slendro, where each 
transaction T in D contains items I which are elements of the 
set of notes in the pelog musical scale, and the transaction is 
mapped into two successive notes. Thus, with I, M, N, D, and 
T representing the set of items, the notes sequence, the number 
of beats in M, the set of transaction T containing note sequence 
data after data mapping, and the length of D, respectively, then: 

I  = (0, 1, 2, 3, 4, 5, 6, 7) 

M = (3, 2, 3, 1, 3, 2, 3, 5, 3, 2, 3, 1, 3, 2, 3, 5, 0, 0, 7, 6, 5, 

4, 2, 1, 3, 2, 3, 1, 3, 2, 3, 5) 

N = 32 

D = ((3, 2), (3, 1), (3, 2), (3, 5), (3, 2), (3, 1), (3, 2), (3, 5), 

(0, 0), (7, 6), (5, 4), (2, 1), (3, 2), (3, 1), (3, 2), (3, 5)) 

L = 16 

The next data mapping uses a sliding window technique 
which doubles the number of beats and the length of the 
elements in D, as follows: 

I  = (0, 1, 2, 3, 4, 5, 6, 7) 

M = (3, 2, 2, 3, 3, 1, 1, 3, 3, 2, …, 5, 3) 

N = 64 

D = ((3, 2), (2, 3), (3, 1), (1, 3), (3, 2), …, (3, 2), (2, 3), (3, 

5), (5, 3)). 

L = 32 
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TABLE II. TRANSACTION T DATA IN D 

ID 0 1 2 3 4 5 6 7 

1 0 0 1 1 0 0 0 0 

2 0 0 1 1 0 0 0 0 

3 0 1 0 1 0 0 0 0 

4 0 1 0 1 0 0 0 0 

5 0 0 1 1 0 0 0 0 

6 0 0 1 1 0 0 0 0 

7 0 0 0 1 0 1 0 0 

… … … … … … … … … 

31 0 0 0 1 0 1 0 0 

32 0 0 0 1 0 1 0 0 

Table II shows each transaction record in tabular data 
format with a sequential two-notes mapping in each 
transaction. 

The next step is to calculate the frequent 2-itemset, 
including calculating the difficulty weight. The weight of 
itemset is measured based on the multiplication of the support 
value in each itemset with the distance between the notes in 
each itemset. The compositions in the dataset have varied 
melody lengths, and the longest is the composition with D 
containing 320 itemset, while the shortest containing 32 
itemset. 

The weight of itemset W result for each transaction in D is 
calculated by multiplying the support by the value of the 
distance between notes S, and dividing by the length of I (the 
set of items), which is W = (support x S) / the length of I, 
where I is the set of items containing eight notes. Next, the 
weight values in each transaction are summed to get the 
difficulty value. Table III shows the results of calculating the 
difficulty value of the composition, which is 0.2109. 

The procedure performed in the example above was applied 
to all compositions in the dataset. Table IV shows an example 
of the results of calculating the difficulty value for the 
composition in the dataset. 

TABLE III. 2-ITEMSET SUPPORT COUNT, TRANSACTION WEIGHT, AND THE 

DIFFICULTY VALUE OF THE COMPOSITION 

Items Count Support Dist. Weight 

{0, 0} 1 0.0312 0 0.0000 

{2, 1} 1 0.0312 1 0.0039 

{3, 1} 7 0.2187 2 0.0547 

{3, 2} 12 0.375 1 0.0469 

{4, 2} 1 0.0312 2 0.0078 

{5, 0} 1 0.0312 5 0.0195 

{5, 3} 5 0.1562 2 0.0391 

{5, 4} 1 0.0312 1 0.0039 

{6, 5} 1 0.0312 1 0.0039 

{7, 0} 1 0.0312 7 0.0273 

{7, 6} 1 0.0312 1 0.0039 

Difficulty 0.2109 

TABLE IV. THE DIFFICULTY VALUE OF COMPOSITIONS RESULTS 

EXAMPLES 

ID Length Difficulty 

1 80 0.2687 

2 128 0.2695 

3 32 0.2109 

4 32 0.2109 

5 96 0.2839 

6 64 0.2734 

7 64 0.3047 

8 192 0.2331 

9 128 0.2637 

10 96 0.2682 

D. Classification 

Classification was performed using rules to discriminate 
compositions into three classes, which are basic, intermediate, 
and advanced. The difficulty level rules are defined by 
referring to the lowest value in the middle and advanced 
classes, the composition included in the basic class must be a 
composition that has a lower value than the lowest value found 
in the intermediate class, and the composition included in the 
intermediate class must be a composition that has a value 
between the lowest value found in the intermediate class to the 
lowest value found in the advanced class, while the 
composition included in the advanced class must be a 
composition that has a value greater than or equal to the lowest 
value found in that class. The following is the determination of 
the difficulty level rules: 

IF  value ˂ minimum value in the intermediate class 

THEN  basic class 

IF minimum value in the intermediate class ≥ value ˂ 

minimum value in the advanced class 

THEN  intermediate class 

IF value ≥ minimum value in the advanced class 

THEN advanced class 

Classification was performed by implementing the rules of 
the difficulty level based on the 50 compositions which have 
been divided into three classes by experts. Classification 
carried out by experts resulted in the division of 19, 17, and 14 
compositions into basic, intermediate and advanced classes, 
respectively. Table V shows the results of the classification of 
compositions by experts and the value (difficulty level) of each 
composition. The data are displayed by sorting them based on 
the composition ID in ascending order. 

There are different interpretations in the classification of 
the level of difficulty between the experts and the value of the 
level of difficulty. For example, the composition with ID 11 
which is based on the assessment of the expert belongs to the 
basic class, has a difficulty value of 0.2969 that greater than the 
lowest difficulty value in the middle class, which is 0.2331 for 
composition ID 8. Moreover, all compositions in the 
intermediate class have a difficulty value greater than the 
lowest difficulty value in the advanced class. In this case, the 
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minimum and maximum values in each class need to be 
rearrangement. However, the rearrangement has an impact on 
the distribution of compositions by class. In other words, there 
will be a difference classification results between experts and 
the classifier. 

The results of the classification by experts were used as a 
basis in determining the rules of the range of values for the 
level of difficulty for each class. Differences in the 
interpretation of the classification results by experts with the 
difficulty level value of each composition are resolved by 
finding the mean difficulty value in each class and inter-
classes. Further, the mean difficulty values inter-classes are 
used as parameters to determine the value range of the 
difficulty level in each class. The following is data of the 
difficulty value of each composition based on its class 
collected from Table V sorted based on the value in ascending 
order. It is important to underline that the distribution of 
compositions into each class is determined by experts. 

Basic = 0.1953, 0.1953, 0.1953, 0.2031, 0.2031, 0.2070, …, 

0.3516) 

Intermediate =  (0.2331, 0.2484, 0.2500, 0.2559, 

0.2578, …, 0.2734) 

Advanced = 0.2406, 0.2578, 0.2695, 0.2760, 

0.2773, …, 0.3984) 

Next is calculating the mean value in each class. Mean 
difficulty value of the basic class is 0.2365, and the 
intermediate is 0.2614, while the advanced class is 0.2930. 
Finally, the minimum difficulty value in the intermediate class 
was determined based on the difficulty mean value calculation 
from the basic class mean value and the intermediate class 
mean value, which is (0.2365 + 0.2614) / 2 = 0.2489. 
Meanwhile, the minimum value of the difficulty level for the 
advanced class was determined based on the mean value 
calculation from the intermediate class mean value and the 
advanced class mean value, which is (0.2614 + 0. 2930) / 2 = 
0.2772. 

IF  0 ˂ difficulty value ˂ 0.2489 

THEN  basic class 

IF 0.2489 ≤ difficulty value ˂ 0.2772 

THEN  intermediate class 

IF 0.2772 ≤ difficulty value ≤ 1 

THEN advanced class 

TABLE V. CLASSIFICATION RESULTS BY EXPERTS AND THE DIFFICULTY VALUES 

Basic Intermediate Advanced 

ID Length Value ID Length Value ID Length Value 

3 32 0.2109 1 80 0.2687 2 128 0.2695 

4 32 0.2109 6 64 0.2734 5 96 0.2839 

11 32 0.2969 8 192 0.2331 7 64 0.3047 

14 64 0.1953 9 128 0.2637 13 96 0.2760 

19 64 0.1953 10 96 0.2682 15 64 0.2813 

20 64 0.2500 12 64 0.2578 24 160 0.3984 

21 64 0.2422 16 64 0.2734 27 64 0.3281 

22 96 0.2474 17 128 0.2559 30 96 0.2995 

23 32 0.3516 18 64 0.2617 36 128 0.2773 

26 64 0.2070 25 64 0.2734 38 320 0.2406 

29 96 0.2083 28 128 0.2578 40 64 0.2969 

32 64 0.2305 31 64 0.2656 41 128 0.2578 

33 64 0.2383 35 64 0.2617 45 64 0.2813 

34 32 0.3125 37 160 0.2484 46 96 0.3073 

39 64 0.2500 42 64 0.2695 

   

43 64 0.2031 44 96 0.2500 

47 96 0.2031 50 96 0.2604 

48 128 0.2441 
   

49 96 0.1953 

Mean 0.2365 Mean 0.2614 Mean 0.2930 
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IV. RESULTS AND DISCUSSION 

The difficulty level rules above were evaluated by 
comparing the content of the three classes set by experts and 
the classifier. Compositions ID 11, 23 and 34 which are 
classified by the expert into the basic class are shifted out of 
the class. The compositions have difficulty value of 0.2969, 
0.3516, and 0.3125, respectively, so they are shifted to the 
advanced class. Still in the basic class, both composition ID 20 
and 39 have a difficulty value of 0.25, and they are shifted to 
the intermediate class. Meanwhile, in the advanced class, 
compositions ID 13 and 41 that have difficulty value of 0.2760 
and 0.2578, respectively, are shifted to the intermediate class, 
while composition ID 38 that has the difficulty value of 0.2406 
is shifted to the basic class. 

The intermediate class showed positive results where there 
was only one classification difference between the experts and 
the classifier. Composition of ID 8 which is classified by 
experts into the intermediate class has a difficulty level value 
of 0.2331 that is in the basic class. Compositions classified by 
experts into basic classes have a number of beats less than or 
equal to128, while composition ID 8 is 192 beats long. 
Although the difficulty value of the composition indicates that 
it is in the basic class, the number of beats seems to be 
considered more by experts. This condition also applies to 
class shifts between basic and advanced classes. 

Class shifts were found in several other cases so that the 
number of compositions in the basic, intermediate and 
advanced classes originally determined by the expert was 19, 
17, and 14, changed to a total of 16, 21, 32 by the classifier, 
where changes also occur in some of its contents. Table VI 
shows the comparative results of the classification by experts 
and the classifier with B, I, A, E, and C, representing basic 
class, intermediate class, advanced class, experts, and the 
classifier, respectively. 

Evaluation was carried out to measure the performance of 
the classifier by comparing the results of its classification to the 

classification by experts. The classifier performance was 
measured using a confusion matrix, as shown in Table VII. The 
results of the confusion matrix show that 14 of the 19 
compositions classified by experts into basic classes can be 
identified by the classifier. Meanwhile, in the intermediate and 
advanced classes, 16 of the 17 compositions and 11 of the 14 
compositions, respectively, can be identified by the classifier. 

It is interesting to find out that three compositions of the 
basic class, which are compositions ID 11, 23 and 34, are 
shifted to the advanced class by the classifier. The three 
compositions have a length of 32 beats, and a melody with a 
length of 32 beats is the shortest composition in the dataset. 
The length of the melody seems to have a significant role 
compared to the inter-notes distance value. Another evidence 
can be seen in composition ID 39 which has a melody length of 
320 beats. This composition is classified by experts into the 
advanced class. Meanwhile, it is shifted by the classifier to the 
basic class based on the difficulty value. The fact that all 
compositions classified by experts into the intermediate class 
have a melody length greater than 32 beats is another evidence. 

Overall, the frequent and inter-notes distance analysis 
proposed in this research show good results in performing 
multi-class classifications for the difficulty level of 
composition based on the melodic pattern. The confusion 
matrix results were then calculated to measure accuracy, 
precision, and recall of the classifier performance. The 
performance of the classifier in the basic, intermediate and 
advanced classes achieved an accuracy of 87.5%, 80%, a 
precision of 73.7%, 94.1%, and 78.6%, and a recall of 87.5%, 
80%, and 78.6%. Meanwhile, in total, the classifier's 
performance reached an accuracy, precision and recall value of 
82%, 82.1%, and 82%. 

The rule of difficulty classification is built on the frequency 
of notes and analysis of the distance between notes that is 
definitely found in all types of music, the difficulty 
classification model proposed in this study has a high potential 
to be applied to various types of music. 

TABLE VI. CLASSIFICATION RESULTS BY THE CLASSIFIER 

ID E C ID E C ID E C ID E C ID E C 

1 I I 11 B A 21 B B 31 I I 41 A I 

2 A I 12 I I 22 B B 32 B B 42 I I 

3 B B 13 A I 23 B A 33 B B 43 B B 

4 B B 14 B B 24 A A 34 B A 44 I I 

5 A A 15 A A 25 I I 35 I I 45 A A 

6 I I 16 I I 26 B B 36 A A 46 A A 

7 A A 17 I I 27 A A 37 I I 47 B B 

8 I B 18 I I 28 I I 38 A B 48 B B 

9 I I 19 B B 29 B B 39 B I 49 B B 

10 I I 20 B I 30 A A 40 A A 50 I I 
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TABLE VII. CONFUSION MATRIX RESULTS 

  

Classifier 

B I A 

E
x

p
e
r
ts

 

B 15 1 3 

I 1 16 0 

A 2 1 11 

V. CONCLUSION AND FUTURE WORK 

This research proposes a method for melodic patterns 
difficulty classification into basic, intermediate and advanced 
classes. The limited number of datasets is considered 
unsuitable for computing using a machine learning approach. 
Hence, instead of using a machine learning approach, 
classification was performed using a set of rules defined based 
on frequent pattern and inter-notes distance analysis. In 
successive notes, the forward notes and backward notes have 
the same pattern in the value of the distance between the notes. 
Thus, although the melody has a sequence or time series data 
type, the characteristics of the problem in the difficulty 
classification of melodic patterns are more suitable solved 
using frequent pattern analysis than sequence pattern. As a 
result, the proposed method is able to build a classifier to 
discriminate the difficulty level of composition with a good 
accuracy. 

The future projection after completing this research is to 
implement it into adaptive learning to play musical 
instruments, and studies related to the classification of 
difficulty levels in composition are not yet popular even though 
this topic has relevance in adaptive learning. Fig. 3 shows a 
workflow diagram of future work where this research position 
is in the dashed-line box. 

 

Fig. 3. Research Positions in Future Work. 
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APPENDIX 

Dataset 

TABLE VIII. COMPOSITIONS OF LADRANG STYLE OF THE PELOG MUSICAL SCALE AND THE LIMA MUSICAL MODE 

No Title Note Sequence 

1 Ladrang Arum Asih 
0, 1, 0, 1, 2, 1, 2, 3, 0, 5, 1, 2, 3, 1, 2, 3, 0, 5, 1, 2, 3, 1, 2, 3, 1, 1, 0, 5, 6, 1, 2, 1, 0, 1, 0, 1, 2, 1, 2, 3, 0, 5, 1, 2, 3, 1, 2, 3, 0, 5, 1, 2, 3, 
1, 2, 3, 5, 5, 0, 6, 1, 6, 5, 4, 0, 4, 0, 4, 2, 4, 5, 6, 1, 6, 5, 4, 2, 4, 5, 4 

2 
Ladrang Babar 
Layar 

6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 3, 2, 5, 3, 2, 5, 3, 2, 5, 3, 2, 5, 2, 3, 5, 6, 5, 3, 6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 3, 2, 5, 3, 2, 5, 3, 

2, 5, 3, 2, 5, 2, 3, 5, 6, 5, 4, 0, 4, 0, 4, 0, 4, 0, 1, 0, 1, 0, 1, 0, 1, 0, 5, 0, 1, 0, 5, 0, 1, 0, 5, 0, 4, 4, 6, 4, 5, 6, 1, 6, 5, 4, 6, 4, 5, 6, 1, 6, 5, 

4, 6, 4, 5, 6, 1, 6, 5, 4, 6, 4, 5, 6, 1, 2, 3, 2, 1, 6, 5, 6, 3 

3 Ladrang Balabak 3, 2, 3, 1, 3, 2, 3, 5, 3, 2, 3, 1, 3, 2, 3, 5, 0, 0, 7, 6, 5, 4, 2, 1, 3, 2, 3, 1, 3, 2, 3, 5 

4 Ladrang Banten 3, 2, 3, 1, 3, 2, 3, 5, 6, 3, 6, 5, 3, 2, 3, 5, 6, 3, 6, 5, 3, 2, 3, 5, 6, 3, 6, 5, 3, 2, 3, 1 

5 
Ladrang Banyak 

Nglangi 

0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 3, 3, 0, 0, 2, 1, 2, 3, 0, 1, 2, 3, 5, 1, 2, 3, 0, 1, 2, 3, 5, 1, 2, 3, 0, 1, 2, 3, 5, 

1, 2, 3, 1, 1, 0, 0, 6, 5, 4, 5, 0, 2, 2, 0, 6, 5, 4, 5, 0, 2, 2, 0, 6, 5, 4, 5, 0, 2, 5, 4, 0, 2, 5, 4, 0, 2, 5, 4, 2, 1, 6, 5 

6 Ladrang Bayemtur 
0, 3, 5, 6, 3, 5, 3, 2, 0, 3, 5, 6, 3, 5, 3, 2, 0, 3, 3, 0, 3, 6, 3, 5, 3, 6, 3, 5, 3, 1, 3, 2, 0, 4, 4, 4, 2, 1, 2, 6, 0, 4, 4, 4, 2, 1, 2, 6, 0, 3, 3, 0, 3, 

6, 3, 5, 3, 6, 3, 5, 3, 1, 3, 2 

7 Ladrang Bedhati 
0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 0, 0, 5, 6, 5, 3, 2, 1, 6, 5, 6, 1, 2, 3, 2, 1, 0, 6, 5, 6, 1, 2, 3, 1, 0, 6, 5, 6, 1, 2, 3, 1, 0, 6, 5, 6, 3, 
2, 3, 1, 3, 2, 1, 6, 2, 1, 6, 5 

8 
Ladrang Bima 

Kurda 

2, 1, 2, 1, 2, 5, 6, 1, 2, 1, 2, 1, 2, 5, 6, 1, 2, 1, 2, 1, 2, 5, 6, 1, 5, 6, 1, 2, 5, 3, 2, 1, 3, 3, 0, 0, 1, 2, 3, 2, 3, 1, 2, 0, 3, 2, 1, 2, 3, 1, 2, 0, 3, 

2, 1, 2, 0, 1, 6, 0, 5, 6, 2, 1, 5, 5, 0, 0, 1, 6, 5, 3, 2, 3, 5, 0, 1, 6, 5, 1, 2, 3, 5, 0, 1, 6, 5, 3, 0, 2, 1, 0, 5, 6, 2, 1, 2, 1, 2, 1, 2, 5, 6, 1, 2, 1, 

2, 1, 2, 5, 6, 1, 2, 1, 2, 1, 2, 5, 6, 1, 5, 6, 1, 2, 5, 3, 2, 1, 3, 3, 5, 3, 1, 2, 3, 2, 3, 1, 2, 3, 1, 2, 3, 2, 3, 1, 2, 3, 1, 2, 3, 2, 0, 1, 6, 0, 5, 6, 2, 
1, 5, 5, 6, 5, 7, 6, 5, 3, 2, 3, 5, 6, 7, 6, 5, 3, 2, 3, 5, 6, 7, 6, 5, 3, 0, 2, 1, 0, 5, 6, 2, 1 

9 Ladrang Blabak 

0, 6, 5, 4, 2, 4, 6, 5, 1, 1, 0, 0, 2, 3, 2, 1, 5, 6, 1, 5, 6, 1, 2, 1, 3, 2, 1, 2, 0, 1, 2, 6, 0, 6, 5, 4, 2, 4, 6, 5, 7, 7, 0, 0, 7, 7, 6, 5, 2, 3, 5, 2, 3, 

5, 6, 5, 7, 6, 5, 6, 5, 3, 2, 3, 6, 5, 2, 1, 6, 1, 3, 2, 7, 7, 0, 0, 7, 7, 6, 5, 2, 3, 5, 2, 3, 5, 6, 5, 7, 6, 5, 6, 5, 3, 2, 1, 6, 5, 2, 1, 6, 1, 3, 2, 5, 5, 
0, 0, 5, 4, 2, 1, 5, 6, 1, 5, 6, 1, 2, 1, 3, 2, 1, 2, 0, 1, 2, 6 

10 
Ladrang 
Dhandanggulo 

Maskentar 

0, 0, 6, 0, 6, 6, 1, 2, 0, 0, 2, 1, 3, 2, 1, 6, 0, 0, 6, 0, 5, 5, 6, 1, 3, 2, 1, 2, 0, 1, 6, 5, 0, 0, 0, 0, 1, 2, 1, 6, 2, 1, 5, 2, 0, 1, 0, 6, 3, 3, 0, 0, 6, 

5, 3, 2, 0, 3, 2, 1, 6, 5, 3, 5, 2, 2, 0, 1, 3, 2, 1, 6, 2, 3, 2, 1, 6, 5, 3, 5, 2, 2, 0, 0, 5, 6, 5, 4, 6, 5, 2, 3, 2, 1, 2, 1 

11 
Ladrang 
Dhengklung 

1, 6, 1, 2, 1, 6, 3, 5, 4, 2, 4, 5, 4, 2, 4, 1, 4, 2, 4, 5, 4, 2, 4, 1, 5, 6, 1, 2, 1, 6, 4, 5 

12 
Ladrang Dhudha 
Kondhang 

3, 2, 5, 6, 1, 5, 6, 1, 3, 2, 5, 6, 1, 5, 6, 1, 3, 2, 5, 6, 1, 5, 6, 1, 2, 3, 5, 3, 2, 1, 2, 1, 3, 3, 0, 0, 3, 3, 5, 3, 5, 6, 7, 6, 5, 3, 2, 3, 5, 5, 0, 0, 7, 
6, 5, 3, 1, 1, 0, 5, 6, 1, 2, 1 

13 Ladrang Durma 
0, 1, 1, 1, 6, 1, 2, 3, 0, 0, 3, 2, 0, 1, 6, 5, 1, 5, 0, 0, 5, 5, 0, 6, 1, 1, 0, 5, 6, 1, 2, 1, 5, 5, 0, 0, 5, 5, 3, 5, 6, 6, 7, 6, 5, 4, 2, 1, 5, 5, 0, 6, 5, 
3, 1, 2, 3, 2, 1, 6, 5, 6, 1, 2, 0, 0, 2, 3, 5, 5, 3, 5, 6, 6, 5, 4, 2, 1, 6, 5, 1, 5, 0, 0, 5, 5, 0, 6, 1, 1, 0, 5, 6, 1, 2, 1 

14 
Ladrang Eling-

Eling 

6, 5, 3, 2, 1, 2, 3, 5, 6, 5, 3, 2, 1, 2, 3, 5, 1, 1, 0, 0, 1, 2, 3, 5, 3, 2, 3, 1, 3, 2, 6, 5, 6, 5, 2, 1, 3, 2, 6, 5, 6, 5, 2, 1, 3, 2, 6, 5, 2, 1, 2, 1, 3, 

2, 6, 5, 3, 2, 3, 1, 3, 2, 6, 5 
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15 
Ladrang Eling-

Eling Subasiti 

6, 5, 3, 2, 1, 2, 3, 5, 6, 5, 6, 1, 3, 2, 6, 5, 6, 5, 2, 1, 3, 2, 3, 1, 2, 1, 5, 6, 1, 1, 2, 1, 6, 1, 6, 1, 6, 1, 2, 1, 4, 5, 4, 5, 6, 1, 6, 5, 0, 3, 2, 1, 6, 

5, 6, 1, 6, 6, 2, 1, 2, 6, 3, 5 

16 Ladrang Glendheh 
5, 6, 1, 0, 1, 3, 1, 2, 5, 6, 1, 0, 1, 3, 1, 2, 5, 6, 1, 0, 1, 3, 1, 2, 5, 6, 5, 4, 2, 1, 2, 1, 5, 5, 0, 0, 6, 4, 6, 5, 0, 5, 5, 5, 6, 4, 6, 5, 0, 0, 4, 0, 2, 

0, 4, 0, 2, 4, 6, 5, 0, 4, 2, 1 

17 Ladrang Golong 
0, 6, 1, 2, 1, 6, 3, 5, 3, 2, 3, 0, 3, 6, 3, 5, 3, 2, 3, 0, 3, 6, 3, 5, 4, 2, 1, 2, 1, 6, 3, 5, 0, 0, 5, 2, 3, 5, 6, 5, 0, 0, 5, 6, 7, 7, 5, 6, 0, 6, 3, 5, 6, 
7, 5, 6, 7, 5, 3, 2, 5, 6, 5, 3, 6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 6, 3, 6, 5, 3, 2, 3, 1, 6, 1, 2, 3, 5, 3, 6, 5, 3, 5, 3, 2, 3, 2, 3, 5, 6, 3, 5, 6, 7, 6, 7, 5, 

6, 7, 6, 5, 3, 2, 5, 6, 5, 4, 2, 1, 2, 1, 3, 5, 3, 2, 1, 6, 3, 5 

18 Ladrang Gudhasih 
0, 6, 1, 2, 1, 6, 4, 5, 3, 1, 3, 2, 1, 6, 4, 5, 2, 2, 0, 0, 2, 3, 2, 1, 5, 6, 1, 2, 1, 6, 4, 5, 0, 5, 5, 5, 6, 4, 6, 5, 2, 4, 5, 6, 5, 4, 2, 1, 0, 2, 4, 5, 4, 

2, 4, 1, 5, 6, 1, 2, 1, 6, 4, 5 

19 
Ladrang Gunung 

Kembar 

0, 3, 2, 3, 5, 6, 5, 3, 0, 3, 2, 3, 5, 6, 5, 3, 0, 0, 3, 2, 3, 5, 6, 5, 0, 0, 3, 5, 3, 2, 3, 1, 0, 1, 2, 0, 2, 3, 2, 1, 0, 1, 2, 0, 2, 1, 3, 2, 0, 1, 6, 5, 6, 

6, 5, 6, 3, 3, 2, 3, 5, 6, 5, 3 

20 Ladrang Hastama 
2, 1, 2, 4, 5, 4, 2, 1, 2, 1, 2, 4, 5, 4, 2, 1, 3, 2, 1, 2, 0, 1, 6, 5, 1, 5, 0, 6, 1, 0, 2, 1, 5, 5, 0, 0, 5, 5, 4, 5, 6, 6, 5, 6, 4, 5, 6, 5, 6, 5, 4, 2, 1, 

6, 4, 5, 1, 5, 0, 6, 1, 0, 2, 1 

21 Ladrang Jong Layar 
0, 0, 0, 0, 2, 2, 3, 2, 0, 0, 3, 5, 0, 0, 3, 2, 0, 0, 3, 5, 0, 0, 3, 2, 5, 3, 2, 5, 2, 3, 5, 6, 0, 0, 0, 0, 6, 6, 5, 6, 0, 0, 3, 5, 0, 0, 3, 2, 0, 0, 3, 5, 0, 

0, 3, 2, 5, 3, 2, 5, 2, 3, 5, 6 

22 Ladrang Kagok 
0, 1, 1, 1, 5, 6, 2, 1, 0, 1, 1, 1, 5, 6, 1, 2, 0, 0, 2, 4, 5, 0, 6, 5, 6, 6, 5, 4, 2, 1, 2, 1, 5, 5, 0, 0, 5, 5, 3, 5, 0, 0, 5, 6, 7, 6, 5, 6, 0, 6, 5, 3, 2, 
2, 3, 2, 0, 0, 2, 4, 5, 0, 6, 5, 7, 6, 5, 6, 5, 4, 2, 1, 3, 2, 1, 2, 0, 1, 6, 5, 0, 6, 1, 2, 0, 1, 6, 5, 1, 1, 0, 5, 6, 1, 2, 1 

23 Ladrang Kapirekta 0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 3, 5, 3, 5, 6, 1, 6, 5, 7, 6, 2, 4, 2, 1, 6, 5 

24 Ladrang Kodhokan 

0, 6, 0, 3, 0, 5, 0, 2, 0, 6, 0, 3, 0, 5, 0, 2, 0, 6, 0, 3, 0, 5, 0, 2, 0, 6, 0, 5, 0, 3, 0, 2, 0, 1, 3, 2, 5, 6, 1, 2, 0, 1, 3, 2, 5, 6, 1, 2, 0, 1, 3, 2, 5, 
6, 1, 2, 0, 6, 0, 5, 0, 3, 0, 2, 0, 3, 3, 0, 3, 5, 2, 3, 5, 2, 3, 0, 3, 5, 2, 3, 5, 2, 3, 0, 3, 5, 2, 3, 0, 6, 0, 5, 0, 3, 0, 2, 0, 7, 0, 7, 0, 6, 0, 5, 0, 4, 

0, 2, 0, 4, 0, 1, 0, 4, 0, 2, 0, 4, 0, 1, 0, 4, 0, 6, 0, 4, 0, 5, 0, 0, 5, 6, 7, 7, 6, 7, 0, 6, 5, 6, 7, 7, 6, 7, 0, 6, 5, 6, 7, 7, 6, 7, 0, 6, 0, 5, 0, 3, 0, 

2 

25 
Ladrang Kombang 

Mara 

5, 3, 2, 1, 5, 3, 2, 1, 5, 3, 2, 1, 2, 1, 6, 5, 6, 1, 6, 5, 6, 1, 6, 5, 6, 1, 2, 3, 5, 3, 2, 1, 5, 5, 0, 0, 4, 4, 2, 5, 0, 0, 1, 6, 5, 4, 2, 5, 0, 0, 1, 6, 5, 

4, 2, 1, 6, 1, 2, 3, 5, 3, 2, 1 

26 Ladrang Kudhawa 
3, 2, 3, 1, 3, 2, 3, 1, 3, 2, 3, 1, 0, 2, 3, 5, 0, 0, 5, 6, 7, 7, 6, 5, 3, 2, 3, 5, 3, 2, 3, 1, 5, 5, 0, 0, 5, 5, 3, 5, 6, 5, 3, 2, 1, 2, 3, 5, 6, 5, 3, 2, 1, 

6, 3, 5, 3, 2, 3, 5, 3, 2, 3, 1 

27 
Ladrang Kumara 

Maya 

6, 1, 6, 2, 6, 1, 6, 5, 6, 1, 6, 2, 6, 1, 6, 5, 0, 5, 5, 5, 6, 4, 6, 5, 1, 2, 1, 6, 5, 4, 2, 1, 5, 6, 1, 6, 5, 4, 2, 1, 5, 6, 1, 6, 5, 4, 2, 1, 6, 6, 0, 0, 6, 

5, 4, 2, 4, 5, 6, 5, 2, 1, 6, 5 

28 
Ladrang Langen 
Branta 

0, 1, 0, 1, 6, 1, 2, 3, 5, 6, 5, 3, 2, 1, 2, 1, 0, 5, 5, 0, 5, 6, 1, 2, 3, 3, 5, 3, 2, 1, 2, 1, 0, 1, 0, 1, 6, 1, 2, 3, 5, 6, 5, 3, 2, 1, 2, 1, 0, 5, 5, 0, 5, 

6, 1, 2, 3, 5, 3, 2, 1, 6, 3, 5, 6, 5, 6, 0, 6, 5, 2, 1, 3, 5, 3, 2, 1, 6, 3, 5, 0, 4, 4, 2, 4, 5, 2, 1, 3, 5, 3, 2, 1, 6, 3, 5, 6, 5, 6, 0, 6, 5, 2, 1, 3, 5, 

3, 2, 1, 6, 3, 5, 0, 4, 4, 2, 4, 5, 2, 1, 3, 3, 5, 3, 2, 1, 2, 1 

29 
Ladrang 

Larastangis 

0, 1, 1, 1, 2, 3, 2, 1, 0, 1, 1, 1, 2, 3, 2, 1, 0, 2, 1, 0, 2, 1, 6, 5, 0, 0, 5, 6, 1, 2, 3, 2, 0, 0, 0, 0, 2, 2, 3, 2, 0, 0, 2, 3, 2, 1, 2, 1, 0, 2, 1, 0, 2, 

1, 6, 5, 0, 0, 5, 6, 1, 2, 3, 2, 5, 5, 0, 0, 5, 5, 3, 5, 0, 0, 5, 6, 7, 7, 6, 7, 0, 0, 0, 0, 7, 6, 5, 3, 0, 0, 2, 5, 0, 3, 2, 1 

30 Ladrang Lebdajiwa 
0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 1, 1, 0, 0, 5, 6, 1, 2, 1, 3, 1, 2, 0, 1, 6, 5, 0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 0, 0, 0, 0, 6, 

4, 6, 5, 2, 4, 5, 6, 5, 4, 1, 2, 6, 6, 0, 0, 2, 1, 6, 5, 1, 2, 1, 6, 5, 4, 1, 2, 1, 1, 0, 0, 5, 6, 1, 2, 1, 3, 1, 2, 0, 1, 6, 5 

31 
Ladrang Manik 

Maninten 

0, 1, 1, 1, 2, 3, 2, 1, 5, 5, 0, 0, 6, 1, 6, 5, 0, 5, 3, 5, 6, 1, 6, 5, 6, 1, 2, 1, 2, 3, 2, 1, 5, 5, 0, 0, 6, 1, 6, 5, 6, 1, 2, 1, 2, 3, 2, 1, 0, 1, 6, 1, 2, 

3, 2, 1, 6, 6, 5, 4, 2, 1, 2, 1 

32 Ladrang Maya 
0, 1, 1, 1, 5, 6, 2, 1, 2, 1, 2, 3, 5, 3, 2, 1, 3, 2, 1, 2, 0, 1, 6, 5, 1, 5, 0, 6, 1, 0, 2, 1, 5, 5, 0, 0, 5, 5, 6, 5, 7, 6, 5, 6, 5, 4, 2, 1, 5, 5, 0, 6, 4, 

5, 6, 5, 6, 6, 5, 4, 2, 1, 2, 1 

33 
Ladrang Menggak 

Layar 

3, 2, 5, 6, 1, 5, 6, 1, 3, 2, 5, 6, 1, 5, 6, 1, 3, 2, 5, 6, 1, 5, 6, 1, 2, 3, 5, 3, 2, 1, 2, 1, 3, 3, 0, 0, 3, 3, 5, 3, 5, 6, 7, 6, 5, 3, 2, 3, 0, 3, 5, 6, 7, 

6, 5, 3, 5, 6, 5, 3, 2, 1, 2, 1 

34 Ladrang Nusantara 6, 5, 1, 6, 2, 1, 6, 5, 6, 5, 1, 6, 2, 1, 6, 5, 7, 6, 5, 6, 3, 5, 3, 2, 5, 3, 1, 6, 2, 1, 6, 5 

35 Ladrang Obah 
0, 6, 1, 2, 3, 1, 6, 5, 0, 1, 5, 6, 1, 2, 3, 2, 3, 2, 3, 5, 6, 5, 3, 2, 1, 3, 1, 2, 0, 1, 6, 5, 0, 5, 5, 5, 6, 4, 6, 5, 6, 5, 6, 1, 2, 1, 6, 5, 1, 2, 1, 6, 5, 

4, 1, 2, 1, 3, 1, 2, 0, 1, 6, 5 

36 Ladrang Pacarcina 

0, 3, 2, 1, 6, 1, 3, 2, 0, 3, 2, 1, 6, 1, 2, 3, 0, 2, 5, 3, 0, 2, 5, 3, 5, 5, 6, 1, 2, 3, 1, 2, 5, 5, 0, 0, 5, 5, 3, 5, 0, 0, 5, 6, 7, 6, 5, 6, 0, 6, 5, 3, 2, 

3, 6, 5, 7, 6, 5, 4, 2, 1, 2, 1, 0, 0, 0, 0, 1, 1, 2, 1, 3, 5, 3, 2, 0, 1, 6, 5, 0, 0, 2, 3, 5, 6, 7, 6, 3, 5, 6, 5, 3, 2, 1, 2, 6, 1, 6, 2, 6, 1, 6, 5, 6, 1, 

6, 2, 6, 1, 6, 5, 6, 1, 6, 2, 6, 1, 6, 5, 3, 3, 6, 5, 3, 2, 1, 2 
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37 
Ladrang Pasang 
Wetan 

0, 0, 0, 0, 2, 2, 3, 2, 0, 0, 2, 3, 5, 6, 5, 3, 0, 0, 5, 3, 2, 1, 2, 6, 1, 2, 0, 6, 1, 2, 3, 2, 0, 0, 0, 0, 2, 2, 3, 2, 0, 0, 2, 3, 5, 6, 5, 3, 0, 0, 5, 3, 2, 

1, 2, 6, 3, 5, 0, 2, 3, 5, 6, 5, 0, 0, 0, 0, 5, 5, 3, 5, 6, 6, 0, 3, 6, 5, 3, 5, 3, 2, 0, 3, 5, 6, 0, 3, 5, 6, 0, 3, 6, 5, 3, 2, 0, 0, 3, 0, 1, 2, 3, 2, 0, 2, 
1, 6, 5, 6, 1, 6, 0, 0, 1, 6, 0, 0, 1, 6, 7, 7, 0, 0, 5, 6, 7, 6, 0, 2, 2, 0, 2, 3, 1, 2, 0, 0, 2, 3, 5, 6, 5, 3, 0, 0, 5, 3, 2, 1, 2, 6, 1, 2, 0, 6, 1, 2, 3, 

2 

38 Ladrang Playon 

0, 6, 1, 2, 1, 6, 4, 5, 3, 3, 6, 5, 3, 2, 1, 6, 5, 6, 1, 2, 3, 2, 1, 2, 1, 6, 5, 4, 2, 4, 6, 5, 0, 5, 4, 2, 1, 2, 4, 5, 6, 5, 4, 2, 1, 2, 4, 5, 6, 5, 4, 2, 1, 

2, 3, 2, 6, 6, 0, 7, 5, 6, 7, 6, 0, 6, 5, 4, 2, 2, 3, 2, 0, 0, 2, 4, 5, 0, 6, 5, 6, 5, 4, 2, 1, 0, 2, 1, 0, 2, 4, 5, 4, 2, 4, 1, 0, 2, 4, 5, 4, 2, 4, 1, 0, 2, 
4, 5, 4, 2, 4, 1, 0, 2, 4, 5, 4, 2, 4, 1, 5, 5, 0, 0, 4, 5, 6, 5, 6, 5, 4, 2, 1, 2, 3, 2, 6, 6, 0, 7, 6, 5, 4, 5, 6, 5, 4, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 

5, 0, 6, 1, 2, 1, 6, 4, 5, 3, 3, 6, 5, 3, 2, 1, 6, 5, 6, 1, 2, 3, 2, 1, 2, 1, 6, 5, 4, 2, 4, 6, 5, 3, 3, 0, 0, 3, 3, 5, 3, 6, 5, 2, 1, 6, 1, 2, 3, 6, 5, 2, 1, 

0, 5, 6, 1, 0, 4, 1, 2, 4, 5, 6, 5, 6, 5, 4, 2, 1, 6, 5, 6, 3, 5, 3, 2, 3, 2, 1, 6, 5, 6, 1, 2, 3, 2, 1, 2, 1, 6, 5, 4, 2, 4, 6, 5, 6, 5, 4, 2, 1, 1, 2, 1, 1, 
6, 5, 4, 2, 4, 6, 5, 0, 2, 4, 5, 4, 2, 4, 1, 0, 2, 4, 5, 4, 2, 4, 1, 0, 2, 4, 5, 4, 2, 4, 1, 3, 3, 6, 5, 3, 2, 1, 6, 5, 6, 1, 2, 3, 2, 1, 2, 1, 6, 5, 4, 2, 4, 

6, 5 

39 Ladrang Prasaja 
1, 5, 0, 6, 1, 1, 2, 1, 2, 3, 5, 3, 2, 1, 2, 1, 3, 3, 0, 0, 6, 5, 3, 2, 1, 3, 1, 2, 1, 6, 4, 5, 0, 5, 5, 5, 6, 4, 6, 5, 7, 6, 5, 6, 5, 4, 2, 1, 5, 5, 0, 6, 5, 

3, 1, 2, 1, 3, 1, 2, 1, 6, 4, 5 

40 Ladrang Pujiwidada 
0, 6, 2, 1, 3, 2, 6, 5, 1, 6, 1, 5, 1, 6, 1, 2, 3, 6, 3, 5, 3, 1, 3, 2, 3, 1, 3, 2, 1, 6, 4, 5, 0, 5, 5, 5, 6, 4, 6, 5, 1, 2, 1, 6, 5, 4, 1, 2, 3, 6, 3, 5, 3, 

1, 3, 2, 3, 1, 3, 2, 1, 6, 4, 5 

41 
Ladrang Randha 

Ngangsu 

1, 2, 1, 6, 5, 6, 5, 0, 5, 6, 1, 2, 3, 2, 1, 0, 1, 2, 1, 6, 5, 6, 5, 0, 2, 4, 2, 4, 5, 6, 4, 5, 0, 6, 5, 4, 2, 4, 2, 0, 2, 4, 2, 4, 5, 6, 4, 5, 0, 4, 4, 5, 0, 

4, 4, 5, 0, 1, 1, 2, 3, 2, 1, 0, 0, 0, 3, 2, 0, 1, 6, 5, 1, 5, 0, 6, 1, 0, 2, 1, 0, 1, 1, 1, 5, 6, 2, 1, 3, 2, 6, 5, 2, 4, 6, 5, 0, 6, 5, 6, 1, 1, 2, 1, 4, 4, 
6, 5, 2, 4, 6, 5, 6, 6, 0, 0, 5, 6, 1, 6, 5, 2, 4, 5, 1, 1, 2, 1 

42 Ladrang Raraskaton 
2, 1, 2, 6, 2, 1, 6, 5, 2, 1, 2, 6, 2, 1, 6, 5, 2, 1, 2, 6, 2, 1, 6, 5, 2, 3, 5, 3, 3, 2, 1, 2, 2, 3, 0, 0, 6, 5, 3, 2, 6, 5, 3, 5, 3, 2, 1, 2, 3, 2, 1, 6, 2, 

1, 6, 5, 2, 1, 2, 6, 2, 1, 6, 5 

43 Ladrang Rasamulya 
0, 1, 1, 1, 2, 3, 2, 1, 0, 1, 1, 1, 2, 3, 2, 1, 5, 6, 1, 0, 2, 1, 6, 5, 0, 0, 5, 6, 1, 1, 2, 1, 5, 5, 0, 0, 5, 5, 6, 5, 7, 6, 5, 6, 5, 4, 1, 2, 0, 0, 2, 4, 5, 

0, 6, 5, 6, 6, 5, 4, 2, 1, 2, 1 

44 
Ladrang Retna 

Kedhiri 

0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 3, 1, 3, 2, 3, 1, 3, 2, 5, 6, 1, 2, 1, 6, 4, 5, 6, 5, 4, 2, 1, 2, 4, 5, 6, 5, 4, 2, 1, 2, 4, 5, 6, 5, 4, 2, 1, 

2, 3, 2, 6, 6, 0, 7, 6, 5, 4, 5, 7, 6, 5, 6, 5, 4, 2, 1, 0, 2, 4, 5, 4, 2, 4, 1, 0, 2, 4, 5, 4, 2, 4, 1, 5, 6, 1, 2, 1, 6, 4, 5 

45 
Ladrang 

Retnaningsih 

0, 6, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 4, 5, 1, 1, 0, 0, 5, 6, 1, 2, 1, 3, 1, 2, 0, 1, 6, 5, 0, 5, 5, 5, 6, 4, 6, 5, 0, 5, 5, 5, 6, 4, 6, 5, 6, 5, 4, 2, 1, 

1, 2, 1, 5, 6, 1, 2, 0, 1, 6, 5 

46 
Ladrang Santi 

Mulya 

6, 1, 6, 5, 6, 1, 6, 5, 2, 4, 5, 6, 5, 4, 2, 1, 6, 5, 6, 1, 6, 5, 6, 1, 2, 3, 2, 1, 2, 1, 6, 5, 2, 1, 6, 5, 2, 1, 6, 5, 0, 6, 3, 2, 1, 6, 3, 5, 0, 0, 5, 0, 5, 

3, 2, 1, 2, 6, 2, 1, 3, 2, 6, 5, 6, 6, 0, 0, 4, 5, 6, 1, 2, 1, 6, 5, 4, 5, 6, 1, 3, 2, 1, 2, 1, 6, 4, 5, 0, 6, 1, 2, 1, 6, 3, 5 

47 Ladrang Sarilaya 
2, 2, 0, 0, 2, 2, 3, 2, 0, 0, 2, 3, 5, 6, 5, 3, 0, 3, 2, 1, 3, 2, 1, 2, 3, 3, 2, 1, 6, 5, 3, 5, 1, 1, 0, 0, 1, 1, 2, 1, 3, 2, 1, 2, 0, 1, 6, 5, 0, 0, 2, 3, 5, 

6, 5, 6, 3, 5, 6, 5, 3, 2, 1, 2, 6, 6, 0, 0, 6, 6, 5, 6, 0, 0, 7, 6, 5, 3, 2, 3, 0, 3, 2, 1, 3, 2, 1, 2, 3, 3, 2, 1, 6, 5, 3, 5 

48 
Ladrang Sayang 

Gunung 

0, 6, 1, 2, 0, 1, 6, 5, 0, 6, 1, 2, 0, 1, 6, 5, 1, 1, 0, 0, 5, 6, 1, 2, 3, 3, 1, 2, 0, 1, 6, 5, 3, 3, 0, 0, 2, 1, 2, 3, 6, 5, 3, 2, 3, 1, 2, 3, 6, 5, 3, 2, 3, 
1, 2, 3, 1, 1, 3, 2, 0, 1, 6, 5, 3, 3, 0, 0, 2, 1, 2, 3, 6, 5, 3, 2, 3, 1, 2, 3, 1, 2, 3, 5, 0, 3, 2, 1, 3, 2, 1, 2, 0, 1, 6, 5, 1, 2, 1, 6, 5, 4, 2, 1, 3, 2, 

1, 2, 0, 1, 2, 6, 0, 0, 6, 5, 6, 1, 2, 1, 0, 3, 0, 2, 0, 1, 6, 5 

49 Ladrang Sembawa 
0, 1, 1, 1, 2, 3, 2, 1, 0, 1, 1, 1, 2, 3, 5, 3, 0, 3, 5, 6, 7, 6, 5, 3, 5, 3, 2, 3, 2, 1, 2, 1, 5, 5, 0, 0, 5, 5, 3, 5, 0, 0, 5, 6, 7, 6, 5, 6, 0, 6, 5, 3, 6, 

5, 3, 5, 7, 6, 2, 1, 2, 3, 5, 3, 0, 3, 3, 3, 2, 1, 2, 1, 0, 1, 1, 1, 2, 3, 5, 3, 0, 3, 5, 6, 7, 6, 5, 3, 5, 3, 2, 3, 2, 1, 2, 1 

50 
Ladrang Singa-
Singa 

0, 6, 5, 6, 1, 2, 1, 6, 0, 6, 5, 6, 1, 2, 1, 6, 0, 6, 5, 6, 1, 2, 1, 6, 5, 6, 5, 4, 2, 4, 5, 6, 0, 6, 6, 6, 5, 4, 2, 1, 0, 1, 2, 4, 5, 4, 2, 1, 0, 1, 2, 4, 5, 
4, 2, 1, 3, 2, 1, 6, 2, 4, 2, 1, 0, 0, 1, 2, 3, 2, 1, 2, 0, 2, 1, 0, 1, 2, 1, 6, 0, 6, 5, 6, 1, 2, 1, 6, 5, 6, 5, 4, 2, 4, 5, 6 
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Abstract—Detecting cardiovascular problems during their 

early stages is one of the great difficulties facing physicians. 

Cardiovascular diseases contribute to the deaths of around 18 

million patients every year worldwide. That's why heart disease 

is a critical worry that must be addressed. However, it can be 

difficult to detect heart disease because of the multiple factors 

that affect health, such as high blood pressure, increased 

cholesterol, abnormal pulse rate, and many other factors. 

Therefore, the field of artificial intelligence can be instrumental 

in detecting diseases early on and finding an appropriate 

solution. This paper proposes a model for diagnosing the 

probability of an individual having cardiovascular illness by 

employing Machine Learning (ML) models. The experiments 

were executed using seven algorithms, and a public dataset of 

cardiovascular disease was used to train the models. A Chi-

square test was used to identify the most important features to 

predict cardiovascular disease. The experiment results showed 

that Multi-Layer Perceptron gives the highest accuracy of disease 

prediction at 87.23%. 

Keywords—Cardiovascular diseases; artificial intelligence; 

prediction; multi-layer perceptron 

I. INTRODUCTION 

The human heart is the most critical component in the 
body, whose main task is to pump blood to all body parts. The 
heart is at the center of the circulatory system and is a network 
of blood vessels such as arteries, veins, and capillaries [1]. Any 
component in the body is exposed to diseases and injuries, but 
the heart is among the body's major organs. As its damage may 
threaten human life, and its diseases or injuries cannot be easily 
overlooked. 

Heart disease disrupts the heart's regular electrical system 
and pumping functions. Shortness of breath, physical 
weakness, swollen feet, and weariness can indicate heart 
disease [2]. Causes threatening human heart health include 
high cholesterol, smoking, lack of physical activity, and 
increased blood pressure [3]. 

Cardiovascular diseases are a group of disorders brought on 
by cardiac issues. According to the World Health Organization 
[4], the leading reason for death is the cardiovascular disease as 
it causes the death of 18 million patients each year, around 
32% of the deaths around the world. Hence, cardiovascular 
diseases are viewed as a significant health concern. There are 
several types of cardiac illness, the most prevalent are heart. 

Angiography is the method that most doctors use to 
diagnose cardiovascular patients. However, this diagnosing 
process requires analyzing many factors, which is also 

considered an expensive procedure, especially, in developing 
countries that suffer from a scarcity of diagnostic devices, 
doctors, and other resources [5][6]. 

As the number of deaths caused by cardiovascular diseases 
rises every day, the prediction of these diseases has become 
one of the most crucial subjects in the medical field. Prediction 
helps to detect disease in its early stages, thus, reduce the risk 
of sickness, or treat it most effectively. 

Machine learning (ML) techniques in the domain of 
medical diagnosis are continuously expanding. This can be 
attributed mostly to advancements in disease classification and 
recognition, which can provide data that support medical 
specialists in the early discovery and diagnosis of diseases, thus 
maintaining human health and reducing the death rate. The 
classification algorithms are ML learning approaches that are 
often used to identify the probability of disease occurrence [7] 
[8]. Therefore, this paper aims to build a classification model to 
predict cardiovascular disease using real world dataset of 
cardiovascular patients. 

The focus of ML is to develop systems that can make 
predictions based on experience [8].There are three types of 
machine learning techniques. First, the supervised learning, 
where the model is trained using labeled data, and the 
performance of the model is evaluated using test data. 
Supervised learning usually includes classification and 
regression problems. The second type is unsupervised learning, 
in which the data is not labelled and the model tries to discover 
the hidden patterns that may exist in the data. It derives 
conclusions from datasets to characterize hidden knowledge 
after exploring data. A clustering approach is an example of 
unsupervised learning [9]. The third type is reinforcement 
learning, which neither makes use of labelled data, nor the 
findings are related to the data. It is concerned with how 
intelligent agents can take actions in an environment [10]. 

The classification algorithms are ML approaches that are 
often used to identify the probability of disease 
occurrence[7][8]. It is a prominent machine learning technique 
that uses a model inferred from training data to predict the 
class of new samples [11][12]. Also, classification is a 
supervised learning concept that categorizes a set of data into 
classes [12]. This paper aims to build a classification model to 
predict cardiovascular disease using real world dataset of 
cardiovascular patients. 

In this paper, we applied seven different classification 
algorithms to predict cardiovascular disease and determine the 
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best algorithm among them, namely, logistic regression (LR), 
decision tree, random forest (RF), naïve Bayesian (NB), k-
nearest neighbor (KNN), support vector machine (SVM), and 
multi-layer perceptron (MLP). 

The rest of this paper is organized as follows: Section 2 
presents the related works in this filed. Section 3 describes in 
detail the research methodology, datasets, data preprocessing, 
and data analysis. Section 4 presents and discusses the results. 
Section 5 concludes the paper and provides the scope of future 
work. 

II. RELATED WORK 

Researchers have suggested several possible ways to 
predict heart disease using various machine learning 
algorithms. The Cleveland Heart Disease dataset is the most 
common dataset used in heart disease prediction papers that 
are presented in this literature. 

Rani et al. [13] proposed a decision system utilizing 
machine learning for cardio disease prediction based on a 
patient's clinical parameters. Their results indicated that the 
RF model had the best accuracy at 86.60%. Motarwar et al. 
[14] proposed a framework to predict the possibility of heart 
disease using various algorithms. They also found that RF 
achieved the best accuracy at 95.08%. Shah et al. [7] used 
several methods, such as the DT, NB, KNN, and RF 
algorithms. The results showed that the KNN algorithm had 
the greatest accuracy score at 90.7%. 

Vijayashreea et al. [15] suggested a new fitness function for 
particle swarm optimization (PSO) using SVM. They created a 
new function based on identifying optimal weight population 
diversity and tuning for determining optimal weights. The 
SVM classifier's high performance was demonstrated using 
Receiver Operating Characteristic (ROC) analysis. In addition, 
they demonstrated the application of the suggested PSO-SVM–
based feature selection technique for predicting heart disease. 
In addition, the SVM classifier was compared to other well-
known classifier methods, such as NB, RF, and MLP. 

Atallah and Al-Mousa [16] suggested using the complex 
voting ensemble method, and the outcome of the predictions is 
determined by a majority vote among all models. 
Consequently, the model attained 90% accuracy, which 
successfully exceeded the accuracy of each classifier. Besides 
the Cleveland Heart Disease dataset, Rao et al. [17] used the 
Switzerland, Hungarian, and Long Beach datasets. Using 
different algorithms for each dataset, the results showed that 
the highest accuracies were 86.81%, 98.30%, 84.26%, and 
82.20% for Cleveland, Switzerland, Hungarian, and Long 
Beach, respectively. 

Mohan et al. [18] developed a method that aims to improve 
the accuracy of cardiovascular disease prediction by applying 
machine learning techniques to find essential features. Feature 
selection depended on the machine learning techniques used, 
which included NB, generalized linear models, linear 
regression, deep learning, DT, RF, and SVM. The proposed 
hybrid random forest and linear model method was shown to 
be very accurate at predicting heart disease, with an accuracy 
of 88.7%. Another hybrid predictive system was proposed by 
Haq et al. [19] to diagnose heart disease. The authors used 

seven popular machine learning algorithms: LR, KNN, ANN, 
SVM, NB, DT, and RF. As a result, they concluded that LR 
had the best accuracy for predicting heart disease, with an 
accuracy of 89%. Kavitha et al. [20] proposed a heart disease 
prediction model using a hybrid approach. They implemented 
the model using three machine learning algorithms: RF, DT, 
and a hybrid of the two. Results showed a highest accuracy of 
88.7%, achieved by the hybrid model. 

Lakshmanarao et al. [21] suggested heart disease prediction 
using an ensemble classifier model. Two datasets were used in 
their study. First, they applied two feature selection techniques, 
namely Analysis of Variance (ANOVA) for F-value and 
mutual information. Based on these two techniques, they 
determined the best features. Nowshad et al. [22] gathered data 
in Bangladesh's Sylhet district by visiting hospitals and 
healthcare businesses in person to create a good questionnaire 
for heart disease prediction. There are 564 instances and 18 
attributes in their dataset. The SVM produced the best results, 
with an accuracy level of 91%. 

In contrast to previous studies, we used the cardiovascular 
disease dataset. To the best of our knowledge, this is the first 
study using this dataset which includes 70000 patients and 11 
features. Also, we have applied different ML algorithms to 
determine the best for obtaining precise results for predicting 
cardiovascular disease. 

III. RESEARCH METHODOLOGY 

This section presents the methodology followed by 
researchers for the prediction of cardiovascular disease using 
machine learning algorithms. Fig. 1 illustrates our 
methodology process flow. First data are pre-processed, most 
informative features are selected, the resulting data are fed into 
different classification models and finally, performance is 
evaluated. 

A. Dataset 

The Cardiovascular Disease dataset obtained from the 
Kaggle repository [23] was used. The dataset has a sample size 
of 70000 patients and 11 features. Table I displays the feature 
dataset details and an explanation of each feature. 

 

Fig. 1. Methodology Proposed to Predict Cardiovascular Disease. 
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TABLE I. INFORMATION IN THE DATASET 

Description Type Feature name 

Number of days Discrete Age 

Female: 2, Male: 1 Discrete Gender 

In cm, Max = 250, Min = 55 Continuous Height 

In kg, Max = 200, Min = 10 Continuous Weight 

Max = 16020, Min = −150 Discrete Systolic blood pressure 

Max =11000, Min = −70 Discrete Diastolic blood pressure 

1: normal, 2: above normal, 3: 

well above normal 
Discrete Cholesterol 

1: normal, 2: above normal, 3: 
well above normal 

Discrete Glucose 

present: 1, absent: 0 Discrete Smoking 

present: 1, absent: 0 Discrete Alcohol intake 

present: 1, absent: 0 Discrete Physical activity 

present: 1, absent: 0 Discrete Cardiovascular disease 

B. Data Pre-processing 

The Pre-processing of the dataset for a machine learning 
model is necessary for efficiency. We suggest in this study the 
pre-processing techniques of removing anomalies (outliers) 
and applying standard scaler to the dataset for showing the 
models efficiency and obtaining an acceptable and reliable 
accuracy for predicting the disease. After that, we used 68733 
records from the dataset. We also modified some features of 
the dataset to best identify the factors that most influence 
cardiovascular disease as follows: 

 Weight and height were merged into one feature in 
Body Mass Index (BMI): calculates body fat percentage 
based on height and weight. 

 Features of the dataset were transformed while 
maintaining the information to make it more 
comprehensible. In this dataset, age was converted from 
days to years, and the gender feature was converted to 
binary. 

 Values out of range (outliers) were removed in the. 

C. Explanatory Data Analytics 

The explanatory data analytics aims to use statistical and/or 
visual techniques to get insights into data sparsity, correlation, 
distribution, …etc. 

The pie chart in Fig. 2A displays the gender distribution of 
the dataset, male 65.13% and female 34.87%. Fig. 2B shows 
the relationship of the gender feature to disease, indicating that 
the average number of females with cardiovascular disease is 
more than that of males. 

Fig. 3 shows features relationships with the target feature. 
Fig. 3A indicates the cholesterol feature. Cholesterol is a waxy 
substance found in the blood, and high blood cholesterol is one 
of the heart diseases factors [24]. In the dataset, the rates of 
infection range between 1) normal and 3) well above normal; 
30 well above normal has the highest occurrence of disease. 

 

Fig. 2. Gender Feature Distribution of the Dataset. 

 

Fig. 3. Feature Distribution. 

Fig. 3B shows the relationship between glucose and 
cardiovascular disease. High glucose is a known factor in 
cardiovascular disease [24]. The rates of glucose range 
between 1: normal and 3: well above normal in the dataset. 
Cardiovascular disease is most highly represented in 3: well 
above normal. 

Indicated in Fig. 3C is the effect of smoking on the heart, a 
strongly linked known factor that causes cardiovascular 
disease [24]. The dataset indicates that it may have an effect in 
some cases. Finally, in Fig. 3D, it is shown that physical 
activity has a little effect on cardiovascular disease. 

As demonstrated in Fig. 4, data visualization is utilized for 
discrete features to preview the distribution in the data. As 
shown in Fig. 4A, age data is distributed between 35 and 65 
years. For the systolic blood pressure (ap_hi) attribute in 
Fig. 3B, we note a distribution from less than 100 to 200. 
Systolic blood pressure represents the heart's force on artery 
walls each time it beats [25]. We present the diastolic blood 
pressure (ap_lo) attribute in Fig. 4C, distributed between 50 
and 125. Diastolic blood pressure measures the pressure on the 
walls of arteries between heartbeats [26]. 

Between each feature and the target feature(cardio), a 
correlation value was determined as shown in Table II. We 
note that the features that are positively correlated with the 
target feature (cardio) are ap_hi, ap_lo, age, cholesterol, BMI, 
gluc, gender, alco, and smoke; the active feature is the 
negatively correlated feature with the target feature (cardio). 
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Fig. 4. Discrete Feature Distribution. 

TABLE II. FEATURE AND CORRELATION VALUE OF THE DATASET 

Feature code Correlation value 

Ap_hi 0.625865 

Ap_lo 0.541238 

Age 0.268197 

Cholesterol 0.229901 

BMI 0.217294 

Gluc 0.111875 

Gender 0.033391 

Alco 0.018351 

Smoke 0.008398 

Id 0.004876 

Active -0.031358 

D. Feature Selection 

Feature selection is an essential step before data is fed to 
the classification model. It aims to reduce dimensionality by 
selecting the most informative feature that can contribute 
positively to the performance of the models. 

In this study, for feature selection, we applied the filter 
method that uses variable ranking approaches as the primary 
criterion for ordering variables [27]. It is also a popular feature 
selection method in machine learning techniques and has 
achieved success for practical applications [27]. Moreover, we 
selected from the Chi-Squared test method. It uses statistical 
techniques to evaluate the relationship between the features and 
the target variables. In addition, it is used when a feature is 
tested and the target variable in the classification problem [27]. 

E. Machine Learning Models 

For our experiment, we applied seven machine learning 
techniques namely, logistic regression, decision tree, random 
forest, naïve Bayesian, k-nearest neighbors, support vector 
machine, and multi-layer perceptron. 

1) Logistic Regression (LR): a predictive analysis 

technique based on the concept of probability. LR can be 

compared to the Linear Regression model, LR, on the other 

hand, employs a more complicated computation: the sigmoid 

function, commonly known as a logistic function. In the 

context of LR, the cost function's range is from zero to one. 

Linear functions cannot be employed since their values can be 

less than zero or larger than one [22]. 

2) Random Forest (RF): The RF algorithm is a supervised 

classification approach. In RF, a forest is formed by several 

trees, each of which emits a class expectation, with the class 

with the most votes becoming the model's forecast. The bigger 

the number of trees in the RF classifier, the more accurate it is. 

It can be used for a variety of tasks, including classification and 

regression, but it shines when it comes to classification and 

dealing with missing information [28]. 

3) Decision Tree (DT): This is a classification algorithm 

that can be used to classify both category and numerical data. It 

has a type of structure that resembles a tree. DT is a primary 

and commonly used method for dealing with medical data. The 

data in a tree-shaped graph is simple to build and analyze. We 

used the DT classification method since it is one of the best and 

most widely used controlled learning strategies[29]. It is simple 

to build a stable decision tree for a given data collection. 

4) Naïve Bayes (NB): We also use the NB classifier, a 

machine learning approach for identifying and forecasting the 

probability of an occurrence, is also used. Every NB classifier 

presupposes that a features value is different from the values of 

any other features in the class variables [22]. 

5) K-Nearest Neighbour (KNN): That is one of the most 

fundamental regression and classification machine learning 

approaches. The data is employed in KNN calculations, which 

use resemblance measures to characterize new points (e.g., 

distance function). In a nutshell, the KNN computation 

assumes the closeness of the comparable objects. In KNN, 

classification is made by taking into account the majority vote 

of its neighbours. The data point is labelled with the class that 

has most of its neighbours [30]. The selection of k and the 

accuracy may increase as the number of nearest neighbours 

increases. 

6) Support Vector Machine (SVM): That can be used to 

perform regression and classification tasks. To implement 

SVM, we first represent each data item in our model as a 

number of features, with each component's estimation 

corresponding to a specific coordinate. The data is then 

classified by determining hyper-plane, which best separates the 

classes [7]. 

7) Multi-Layer Perceptron (MLP): Recently, it has been 

demonstrated that neural networks, specifically MLP, are 

excellent alternatives to more traditional statistical 

methodologies. It has been demonstrated that MLP may be 

trained to resemble almost any smooth, measurable function 

[31]. Unlike other statistical techniques, MLP makes no 

assumptions about the distribution of data. When given new, 

unknown inputs, it can represent extremely nonlinear functions 

and be trained to generalize appropriately. These characteristics 

make the MLP an appealing option for constructing numerical 

models as well as choosing among statistical approaches [31]. 

F. Evaluation Metrics 

We suggest multiple ways to evaluate the classifiers as 
shown in Table III, to determine the appropriate model to 
predict disease. 
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TABLE III. EVALUATION METRICS 

Definition Equation 

Accuracy: It is an assessment of 

a system ability to make correct 
predictions. 

Accuracy = (
Correct predictions 

Total predictions
 ) × 100 

Sensitivity: It is an assessment 

measures the ability of a system 

to predict positive outcomes 
correctly. 

Sensitivity = (
True positives 

True positives + false negatives
) 

× 100. 

Specificity : It is an assessment 
measures the ability of a system 

to predict negative outcomes 

correctly. 

Specificity = (
True negatives

True negatives + false positives
) 

× 100. 

Precision: It is an assessment 
measures of a system to to the 

relevant results. 

Precision = (
True positives 

True positives + false positives
) × 

100. 

F-measure: Is the sum of the 

results of measuring accuracy 

and sensitivity  

F-measure = 2 × (
Sensitivity × precision

Sensitivity + precision
) 

IV. RESULTS AND DISCUSSION 

For our experiments, data were divided into training and 
testing sets with proportions of 70% and 30%, respectively. 
The classification was performed using the medical biomarkers 
available in the dataset, and class 1 means that the individual 

has a disease, while class 0 means that the person is disease-
free. 

Our first experiment targets the evaluating of the optimal 
number of features that can achieve the best accuracy among 
all models. To find that number, we assessed the accuracy 
obtained with each subset from one to ten combinations of 
features. Applying the Chi-squared method, the selection of 
features will be based on their rank that is determined by their 
scores. Tables IV and V shows all the combination of features 
and their corresponding accuracy by each classifier. As a 
result, with five selected features the highest accuracy was 
obtained by both MLP, LR, SVM, and RF with 87.2%, 85.5% 
86.6%, and 86.0% respectively, whereas with all selected the 
highest accuracy was obtained by MLP with 87.2%. 

TABLE IV. PERFORMANCE OF CLASSIFIERS ON DIFFERENT NUMBERS OF 

FEATURES 

Number of 

features 

selected 

Accuracy obtained by each model (%) 

MLP LR SVM RF KNN NB DT 

5 87.2 85.5 86.6 86 84.6 83.4 85.9 

7 87.1 85.4 86.5 85.6 84.7 83.4 85.4 

9 87.1 85.4 86.5 85.5 84.7 83.4 85.4 

TABLE V. THE NUMBER OF FEATURES WITH CORRESPONDING SCORE 

Number of 

features 
Name of feature Score 

 
Gender 49.914749 

1 Ap_hi 59514.160186 Alco 21.911426 

2 
Ap_hi 59514.160186 

9 

Ap_hi 59514.160186 

Ap_lo 23057.693730 Ap_lo 23057.693730 

3 

Ap_hi 59514.160186 Bmi 4436.047195 

Ap_lo 23057.693730 Age 4289.087958 

Bmi 4436.047195 Cholesterol 1226.927745 

4 

Ap_hi 59514.160186 Gluc 229.196698 

Ap_lo 23057.693730 Gender 49.914749 

Bmi 4436.047195 Alco 21.911426 

Age 4289.087958 Active 13.288970 

5 

 

Ap_hi 59514.160186 

10 

Ap_hi 59514.160186 

Ap_lo 23057.693730 Ap_lo 23057.693730 

Bmi 4436.047195 Bmi 4436.047195 

Age 4289.087958 Age 4289.087958 

Cholesterol 1226.927745 Cholesterol 1226.927745 

6 

Ap_hi 59514.160186 Gluc 229.196698 

Ap_lo 23057.693730 Gender 49.914749 

Bmi 4436.047195 Alco 21.911426 

Age 4289.087958 Active 13.288970 

Cholesterol 1226.927745 Smoke 4.430920 

Gluc 229.196698 

 

7 

Ap_hi 59514.160186 

Ap_lo 23057.693730 

Bmi 4436.047195 

Age 4289.087958 

Cholesterol 1226.927745 

Gluc 229.196698 

Gender 49.914749 

8 

Ap_hi 59514.160186 

Ap_lo 23057.693730 

Bmi 4436.047195 

Age 4289.087958 

Cholesterol 1226.927745 
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The performances of classifiers were evaluated with all 
features successively as shown in Table IV. With all selected 
sets of features, the MLP classifier outperformed all the other 
models achieving the highest accuracy. Additionally, results 
showed that the highest accuracy was achieved using the top 
five features and choosing from six to ten features achieved 
slightly lower accuracy with only a 0.1% difference. Also, 
choosing from one to four features achieved lower accuracy 
with only a 1.0%. The SVM comes after with 86.6% accuracy. 
DT, RF, and LR almost achieve the same accuracy and NB 
achieved the lowest accuracy among all models. 

Afterwards, the top five features were used as input to the 
classifiers and performance was evaluated in terms of 
accuracy. The first test was the LR classifier, which produced 
an accuracy of 85.5%. We performed the second test of the 
dataset for the RF classifier and a third test for the DT 
classifier. These classifiers achieved accuracies of 86% and 
85.9%, respectively, and are approximately equal to the first 
classifier accuracy. 

In addition, we used NB and KNN classifiers and achieved 
accuracies of 83.4% and 84.7%, respectively, which are less 
than the previous classifiers. Furthermore, we performed tests 
for the SVM and MLP classifiers; they achieved the highest 
accuracies of 86.6% and 87.2%, respectively. 

We also measured the performance of classifiers for several 
measurements, to illustrate their robustness and prediction 
capability. Table VI shows a comparison of classifiers based 
on several measurements. In terms of the sensitivity measure, 
the LR classifier had 84.34%. In specificity and precision 
measures, the SVM classifier reached the highest rates of 
95.51% and 96.06%, respectively. Finally, for the F-measure, 
the MLP classifier had 88.13% and the best accuracy was also 
achieved by MLP at 87.23%. 

To further investigate the models that were selected for 
cardiovascular disease prediction, we display a ROC curve as 
shown in Fig. 5. The ROC curve is a metric for each classifier's 
ability. The model performs best for predicting when the area 
value is closer to one. It is clear to note that the ROC curve and 
accuracy result of MLP is the best among the other classifiers 
for predicting cardiovascular disease. 

TABLE VI. EVALUATION PARAMETERS FOR ALL CLASSIFIERS (VALUES 

LISTED IN PERCENTAGES) 

Classifier Accuracy Sensitivity Specificity Precision 
F-

measure 

LR 85.54 84.34 87.18 90.01 87.09 

RF 86.03 82.19 91.28 92.82 87.19 

DT 85.93 81.24 92.34 93.57 86.97 

NB 83.38 76.44 92.89 93.65 84.18 

KNN 84.56 83.66 85.79 88.97 86.24 

SVM 86.63 80.16 95.51 96.06 87.39 

MLP 87.23 82.01 94.37 95.23 88.13 

 

Fig. 5. ROC Curve for all Classifiers. 

V. CONCLUSION AND FUTURE WORK 

This research studies the performance of machine learning 
techniques to predict the probability of cardiovascular disease. 
A dataset of cardiovascular disease for 70000 patients was used 
for our experiment. Models' performance was evaluated in 
terms of their accuracies. we have introduced some steps for 
pre-processing the dataset. In addition, we chose more 
informative features that impact the performance of the 
models. Results show that the MLP model demonstrated the 
highest accuracy in predicting cardiovascular disease. 

For our future work, different feature selection techniques 
can be used to explore the best. More datasets can be used for 
better and more accurate evaluation. Finally, deep learning 
techniques can be applied to the prediction problem. 
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Abstract—Motorcycles are the most significant contributor to 
the vehicle numbers in Indonesia, about 81% of all vehicles in the 
country. In addition, the growth of modified motorcycles has also 
increased in several areas, particularly remote places. Many 
studies have been conducted for detecting vehicles. However, 
most vehicle detection studies were conducted to detect cars or 
four-wheeled vehicles, and only a few studies were done to detect 
motorcycles. Further problems increase if the system is 
implemented in remote areas with limited electricity power 
resources that need low-cost budget specification computation. 
This study detects and calculates the number of motor vehicles 
and modified motorcycles passed on a highway from video data. 
It proposed Machine Learning instead of Deep Learning to suit 
the low computational video in remote areas. Computer vision-
based methods used in the prediction are optical flow and 
Histogram Oriented Gradient (HOG) + Support Vector Machine 
(SVM). Five videos were used in the system testing, taken from 
the roadsides using a static camera with a resolution of 160x112 
pixels at ±135º angle. This research showed that the accuracy of 
motorcycles and modified motorcycles detection and calculation 
systems using the HOG + SVM method is higher than the optical 
flow method. The average accuracy of HOG + SVM for 
motorcycles and modified motorcycles is 89.70% and 95.16%, 
respectively. 

Keywords—Histogram of oriented gradient; optical flow; 
vehicles counting; support vector machine 

I. INTRODUCTION 
The government can observe the density level on the roads 

by utilizing cameras installed on the corners of the road. 
However, the utilization of the monitoring camera is still 
minimal. This technology does not differ from a machine that 
still requires other parties to operate to make it more useful 
[1]. Therefore, we need a system that can automatically detect 
moving vehicles and count vehicles through recorded video 
from monitoring cameras. However, several areas in southern 
Sulawesi where many motorcycle and modified motorcycles 
operate are in the remote area. 

Systems that detect and count vehicles in traffic conditions 
can use active or passive sensors. This research will focus on 
systems with passive sensor technology because these sensors 
utilize computer vision for detection that is cheaper than 
active sensors [2]. Computer vision works by processing 

image data using combinations of image processing 
algorithms, artificial intelligence, pattern recognition, and 
computer graphics to produce information from the image [3]. 

Several algorithms or methods can be used to estimate the 
number and types of vehicles, including Optical Flow, 
Gaussian Mixture Models, Histogram Oriented Gradients 
(HOG), and Viola-Jones. In this study, the optical flow 
method is used in the image segmentation process in 
separating moving objects (vehicles or other moving objects) 
from stationary objects (roads or other fixed objects) by 
producing a motion vector that will be thresholded to 
distinguish objects. This method has been used in various 
fields, such as facial expression recognition [4], disease 
detection [5], virtual reality [6], object recognition [7], people 
counting [8], and gesture recognition [9]. Many previous 
researchers have used the optical flow in the vehicle 
recognition field. One of which is Sun et al. [10], who use it to 
detect and track vehicles in complex traffic conditions with 
shadow and occlusion. This system combines optical flow and 
immune particle filter, which increases tracking reliability to 
work well even in low visibility conditions. 

Furthermore, optical flow is also used in [11] in 
combination with Convolutional Neural Network (CNN). The 
proposed method was evaluated under challenging 
environmental conditions. The experimental results showed 
96.3% mean detection and 96.8% calculation precision. 

In addition to optical flow, the HOG and Support Vector 
Machine (SVM) methods are also used to compare vehicle 
detection and counting system accuracy. These methods use 
the characteristics of the gradient distribution to describe the 
characteristic shape of an object to recognize the object. The 
results from HOG features are converted into feature vectors 
to be processed and trained in the SVM classifier. Finally, in 
the test stage, objects in the frame will be recognized by 
comparing the level of similarity of the gradient distribution 
trained to the gradient distribution in the test image. The 
combination of HOG and SVM methods has been used for 
various object detection. In [12], the HOG method extracted 
wood species and SVM to classify wood species. In [13], the 
researcher built an automatic mango detector system by 
combining SVM classifiers trained using HOG features and 
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image segmentation. Furthermore, HOG and SVM were also 
used in [14] to detect and classify airborne fungal spores. 

Many studies have been conducted in vehicle detection 
[15],[16]. Some systems are even built to work under 
challenging conditions, such as dusty weather [17]. However, 
most vehicle detection studies were conducted on vehicles, 
and only a few studies were conducted to detect modified 
motorcycles. In addition, the growth of modified motorcycles 
or motorized tricycles is now increasingly out of control in 
some areas in Indonesia [18]. In this study, a comparative 
analysis of several computer vision algorithms for detecting 
motorcycles and modified motorcycles will be carried out. 
This study aims to accurately count the motorcycles and 
modified motorcycles and find the algorithm’s influence on 
accuracy and processing time. 

The structure of this paper is as. In Section 2, the 
background theory is described. The methodology is explained 
in Section 3. The result is discussed in Section 4. Finally, 
Section 5 concludes the paper and discusses future work. 

II. BACKGROUND THEORY 

A. Traffic Monitoring System 
Traffic monitoring systems involve data collection for 

describing the characteristics of vehicles and their movements 
on the highway. Most vehicle counting and detection in traffic 
systems use sensor technology based on radar, microwave, 
tubes, and loop detectors. Sensors that reflect signals are 
called active sensors. The active sensor calculates the distance 
between the source and the target by measuring the time 
duration between emission and detection of the reflected 
signal. 

On the other hand, sensors that do not reflect signals also 
can be used in vehicle detection on the highway. This type of 
sensor is called a passive sensor, an optical sensor that tends to 
be cheaper because it utilizes cameras and computer vision. 
This camera-based sensor can extract information more 
comprehensively, such as vehicle motion, shape, and color. 
The camera can track passing vehicles and their movement 
through complex and long-straight roads with precise 
positioning. A camera-based sensor can be successful if it can 
be operated in real-time [3]. 

B. Optical Flow 
Optical flow is a visible movement caused by changes in 

brightness between two images. Optical flow occurs due to the 
relative movement between the observed object and the 
observer that can be seen in Fig. 1. The movement captured by 
optical flow is a movement in a two-dimensional plane [19]. 

The basic concept of optical flow is to see changes in the 
brightness of a point in two images. The brightness of a point 
will be compared with the surrounding area in the following 
image or frame. From the comparison results, the system can 
track an object using the brightness of the point that shows the 
position of the point in the following image or at a different 
time. 

 
Fig. 1. Optical Flow [19]. 

Optical flow in computer vision is often used to mark and 
measure the movement of objects. By observing the intensity 
or brightness of two sequential images, information on the 
movement pattern of brightness in the image for each pixel 
can be obtained. If the pixel intensity value is located on x, y 
at time t, its value would be the same as the pixel located 
(x+δx,y+ δy) at time t+ δt. 

𝐼(𝑥,𝑦, 𝑡) = 𝐼(𝑥 + 𝛿𝑥,𝑦 + 𝛿𝑦, 𝑡 + 𝛿𝑡)           (1) 

By applying the Taylor series to the right-hand side of eq. 
(1), eq. (2) can be obtained: 

𝐼(𝑥 + 𝛿𝑥,𝑦 + 𝛿𝑦, 𝑡 + 𝛿𝑡) = 𝐼(𝑥,𝑦, 𝑡) + 𝛿𝐼
𝛿𝑥
𝛿𝑥 + 𝛿𝐼

𝛿𝑦
𝛿𝑦 +

  𝛿𝐼
𝛿𝑡
𝛿𝑡 + 𝐻.𝑂.𝑇             (2) 

By ignoring the higher-order terms (H.O.T.) after 
simplifying the notation, a simple form of optical flow is 
obtained, where u and v are flow vectors for each pixel, Ix and 
Iy are spatial gradients of brightness intensity, and It is the 
derivative of brightness intensity concerning time. 

𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡 = 0             (3) 

C. Blob Analysis 
Blob analysis is a technique used to express the pixel area 

of an image that becomes the focus of detection. This 
technique is used in optical flow to detect vehicles. The 
determination of the blob area for each object in the 
foreground segmentation process needs to be analyzed 
because the blob value for each object is different that 
influenced by object features such as size, type, and 
techniques in obtaining video data. 

D. Histogram of Oriented Gradient (HOG) 
Histogram of Oriented Gradient (HOG) is used in image 

processing for object detection purposes. This technique 
calculates the gradient value in a specific area of an image. 
Each image has characteristics indicated by a gradient 
distribution. These characteristics are obtained by dividing the 
image into small areas called cells. Each cell is composed of 
the histogram of gradients. Combining these histograms is 
used as a descriptor that represents an object. 

HOG works using the window shift concept by calculating 
the gradient vector obtained for each window. The value and 
direction of the gradient vector in a particular area will display 
the characteristics of the gradient distribution of an image. 
Gradient distribution characteristics will describe the shape of 
an object in the image so that training can be carried out to 
recognize an object. Finally, objects in an image will be 
recognized by comparing the level of similarity of the gradient 
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distribution in the trained images to the gradient distribution in 
the target image. The results of the HOG feature are converted 
into feature vectors to be processed in the Support Vector 
Machine classifier. 

E. Support Vector Machine 
Supervised learning is a learning process where the 

training data has been labeled according to their respective 
class before the training begins. Furthermore, the system only 
checks the similarity of the features between the new 
incoming data and the training data, then labels them 
according to the most similar training data. One of the 
supervised learning methods is Support Vector Machines 
(SVM). The SVM algorithm aims to find a hyperplane that 
can separate classes with the maximum distance (margin/gap) 
between a particular class's borderlines (support vectors) and 
the borderlines of other classes. The basic idea of SVM itself 
is to find a linear decision surface (hyperplane) or barrier that 
separates one class from another with the most significant 
distance/gap/margin [6]. 

F. Tracking 
Searching for moving objects in a sequence of frames is 

known as tracking. Tracking can be done by using object 
feature extraction and detecting moving objects/objects in the 
frame sequence. In computer vision, object tracking is a 
process that aims to follow the movement of an object. 
Furthermore, tracking also can be used for counting the 
detected vehicles. 

III. METHODOLOGY 
The block diagram of this research is depicted in Fig. 2. 

Following the input image, there is a preprocessing consisting 
of two stages. Subsequently, two detection algorithms will be 
reviewed in each model, namely Optical Flow and Histogram 
Oriented Gradients-Support Vector Machine (HOG-SVM). 
The results from the previous process will be used to calculate 
the number of vehicles that have been identified. 

A. Input 
Data acquisition was carried out on Jalan Adhyaksa Baru, 

Makassar, by placing a camera 4 meters above the ground 
using an iron pole, as shown in Fig. 3. The camera was placed 
on an iron pole at an angle of ±135º. This angle was used so 
that the passing vehicle could be seen or caught clearly by the 
camera. Fig. 3 illustrates the camera's position on the iron pole 
when collecting the data. The pole is attached to a power pole 
on the side of the road. Data is collected in the form of video. 
In this research, the data was taken from the rear corner of the 
vehicle where the recorded vehicles moved away from the 
camera. 

This study designed two detection models, i.e., 
motorcycles and modified motorcycles. A Modified 
motorcycle is two-wheeled vehicles that have changed from 
their basic form intended to increase passenger capacity. A 
physical comparison of these two vehicles can be seen in 
Fig. 4. 

 
Fig. 2. Block Diagram of Vehicle Identification. 

 
Fig. 3. Illustration of Data Acquisition Process. 

 
(a)    (b) 

Fig. 4. Sample of Dataset (a) Motorcycle and (b) Modified Motorcycle. 
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B. Preprocessing 
After the input data from the video is obtained, the 

preprocessing stage will be carried out. Preprocessing is a 
stage for preparing the data before further processing to get 
maximum results. This stage will convert RGB frames to 
grayscale as an input for the next stage. 

C. Vehicle Identification 
This stage aims to identify the vehicle by implementing 

two different algorithms, which are optical flow and HOG + 
SVM classification. 

1) Optical Flow method. This algorithm comprises three 
essential steps as follows: 

a) Motion vector detection: This stage will detect 
vehicle movement by calculating the estimated optical flow. 
This process uses input in the form of grayscale frames. A 
yellow box around the moving object will indicate the 
detected motion vector. 

b) Motion vector thresholding: Detected motion vectors 
will be subjected to a thresholding process to produce binary 
format frames, where foreground objects are labeled as one, 
and background objects are labeled as zero. 

c) Objects detection using blob analysis: The 
thresholding process produces blobs of objects that the blob 
algorithm will analyze. The blob area size used in this study is 
500-1000 pixels for motorcycles and 2100-2700 pixels for 
modified motorcycles. 

Fig. 5 shows the steps of the identification process for 
motorcycles and modified motorcycle objects, which consist 
of the motion vector detection process, thresholding, and 
object detection with blob analysis. 

2) HOG+SVM Method. This method starts by extracting 
features from the image that has been obtained in the previous 
process in preparation for the training phase. The HOG+SVM 
method comprises the following stages. 

 
(a) 

 
(b) 

Fig. 5. Detection Process in Optical Flow (a) Motorcycle and (b) Modified 
Motorcycle. 

a) Training process: This stage aims to train the system 
for object classification (motorcycles and modified 
motorcycles) to generate a model used in the testing stage. 
This stage is carried out with several positive and negative 
training and negative data. 

For the Motorcycle Detection Model, positive data consists 
of positive data, namely motorcycle images, and negative 
data, such as images of cars, roads, and pedestrians. At the 
training stage, the Modified Motorcycle Detection Model uses 
positive data in the form of modified motorcycle images and 
negative data in images of cars, roads, and other object 
images. 

For the Motorcycle Detection Model, the training data 
includes 51 positive data and 300 negative data of 
motorcycles, and Modified Motorcycle Detection Model uses 
training data that consist of 100 positive data and 363 negative 
data of modified motorcycles. 

After preparing each model's training data, the feature 
extraction process executes the HOG function. The output is 
the vector of the HOG descriptor, as shown in Fig. 6. 

After the HOG extraction, classification was carried out 
using the SVM algorithm. This method classifies or separates 
motorcycles and modified motorcycles objects from other 
objects in the scenes. The vector obtained in the training 
process will be stored as a model and used for detection in the 
testing process. 

b) Detection: A shift or sliding window is used to detect 
the feature descriptor in this stage. The sliding window will 
iterate 5 pixels per frame with a window size of 62x62 pixels 
for motorcycles detection and 71x71 pixels for modified 
motorcycles detection. HOG extraction is performed in each 
sliding window. The results of the HOG extraction will be 
classified using the SVM classifier generated at the training 
stage. The illustration of the detection process can be seen in 
Fig. 7. 

 
Fig. 6. Illustration of the HOG Algorithm. 

 
Fig. 7. HOG+SVM Method Object Detection Process. 
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D. Vehicle Tracking and Counting 
The vehicle count will be based on the number of tracks 

generated by the tracking algorithm. This system uses the 
Kanade Lucas Tomasi Tracking (KLT) algorithm to count. 
The KLT tracking involves information from the previous 
frame, where the detected vehicle and the previous frame are 
input to this process. The output of this process is the vehicle's 
position in the current frame. The information of the current 
frame will be used as a tracking reference for the next frame. 
The tracking process will continue until the end of the frame. 
The KLT tracking is based on the feature values comparison 
in the frames based on a score of each bounding box. 

E. Output 
The output of this system is videos composed of a 

collection of detected frames with RGB data type. Each frame 
will show the number of detected vehicles in the upper left 
corner of the frame as shown in Fig. 8. 

 
(a) 

 
(b) 

Fig. 8. Output Display System: (a). Motorcycle Detection , (b) Modified 
Motorcycle. 

F. System Performance Analysis 
The confusion matrix is used to measure the detection 

system performance, and the results are shown in Table I. 

The system accuracy for each video is calculated using 
Eq. (4). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑡𝑝 + 𝑡𝑛
𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛

            (4) 

TABLE I. CONFUSION MATRIX OF THE DETECTION RESULTS 

 Predicted Not predicted 

Positive Data True Positive (tp) False Positive (fp) 

Negative Data False Negative (fn) True Negative (tn) 

where: 

● True Positive (tp), the motorcycles or modified 
motorcycles objects detected by the bbox 

● True Negative (tn), not motorcycles object or modified 
motorcycles that is not detected by bbox. 

● False Positive (fp), not motorcycles objects or modified 
motorcycles but detected by bbox. 

● False Negative (fn), motorcycles object or modified 
motorcycles that is not detected by bbox. 

IV. RESULTS AND DISCUSSION 
The average results from both the optical flow and 

HOG+SVM methods are presented in Fig. 9. Five videos are 
used as the test data for detecting and counting the modified 
motorcycles and motorcycles, each of which is 1 minute long. 
The testing stage is carried out using the optical flow and 
HOG+SVM methods. The first test is accuracy analysis using 
the optical flow method. Table II shows the accuracy obtained 
using optical flow. The next test is the accuracy analysis using 
the HOG + SVM method. Based on (4), the measurement of 
system performance in this study focused on the TP value and 
considered the TN, FP, and FN values. The TP value for each 
video is relatively similar, but the FP value obtained tends to 
fluctuate, causing a decrease in accuracy. Table III shows the 
results of accurate measurement for the HOG + SVM method. 

 
Fig. 9. Average Accuracy of the System. 

TABLE II. SYSTEM ACCURACY USING OPTICAL FLOW 

Model Video TP TN FP FN Accuracy 
(%) 

Average 
Accuracy 
(%) 

Motorcycle 

1 20 3 13 0 63.89 

54.92 

2 19 3 11 1 64.71 

3 13 2 16 0 48.39 

4 18 3 20 2 48.84 

5 17 3 21 0 48.78 

Modified 
Motorcycle 

1 2 33 5 0 87.50 

84.46 

2 1 43 3 0 93.62 

3 2 27 2 0 93.55 

4 1 18 11 1 61.29 

5 1 37 6 0 86.36 
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TABLE III. SYSTEM ACCURACY USING HOG-SVM 

Model Video TP TN FP FN Accuracy 
(%) 

Average 
Accuracy 
(%) 

Motorcycle 

1 21 11 1 3 88.89 

89.70 
2 20 10 1 3 88.24 
3 11 17 2 1 90.32 
4 21 17 2 3 88.37 

5 18 20 1 2 92.68 

Modified 
Motorcycle 

1 1 38 0 1 97.50 

95.16 
2 1 44 2 0 95.74 
3 1 28 1 1 93.55 
4 1 28 1 1 93.55 

5 0 42 1 1 95.45 

Optical flow accuracy is 54.92% and 84.46% 
consecutively for motorcycles and modified motorcycles. In 
comparison, HOG+SVM performs 89.70% for motorcycles 
and 95.16% for modified motorcycles. The results show that 
HOG+SVM outperforms Optical flow in terms of accuracy. 

To measure the performance of the system, data from the 
detection results for both motorcycle (in Fig. 10) and modified 
motor (in Fig. 11) are categorized according to the confusion 
matrix variable. 

  
(a)     (b) 

  
(c)    (d) 

Fig. 10. Motorcycle Detection Results has Categorized in Confusion Matrix: 
(a) True Positive, (b) True Negative, (c) False Positive and (d) False Negative. 

  
(a)     (b) 

  
(c)    (d) 

Fig. 11. Modified Motorcycle Detection Results has Categorized in 
Confusion Matrix: (a) True Positive, (b) True Negative, (c) False Positive and 

(d) False Negative. 

 
Fig. 12. Time Process of the Systems. 

Fig. 12 shows the average system time, representing the 
processing time to detect and count the motorcycles and 
modified motorcycles in the video for each method. The 
accuracy measurement for the optical flow method is shown in 
the results of 54.92% accuracy for motorcycles and 84.46% 
for modified motorcycles. On the other hand, the HOG+SVM 
method produced average accuracy of 89.70% for motorcycles 
and 95.16% for modified motorcycles. Based on the results, 
the HOG+SVM method obtained higher accuracy than the 
optical flow method. 

However, the optical flow method took less time to detect, 
which means the optical flow method is faster than 
HOG+SVM due to optical flow detected vehicles based on the 
blob area that had been determined in a frame, while the 
HOG+SVM method detected vehicles by checking the HOG 
feature through a window shift. HOG+SVM checked one 
window at a time on a frame. Thus, the HOG+SVM time 
process is slower than the optical flow. 

V. CONCLUSION 
This research aimed to design motorcycles and modified 

motorcycles classification and automatic counting systems 
through video data. The system test results showed that 
motorcycles and modified motorcycle detection accuracy 
using the HOG+SVM method was higher than the optical flow 
method. The average accuracy of HOG+SVM for motorcycles 
was 89.70%, and modified motorcycles was 95.16%, 
compared to the optical flow method with 54.92% accuracy 
for 84.46% for modified motorcycles. However, the 
computational time required for the optical flow method was 
faster than the HOG+SVM method, which were 222.35s for 
motorcycles and 193.80s for modified motorcycles. 
Meanwhile, HOG+SVM took 2910.51s and 1777.56s for 
motorcycles and modified motorcycles (bentor in Indonesia 
Language), respectively. 

This research can be developed with variations of other 
vehicles in terms of categories and image specifications. Data 
retrieval in this study is taken in the daytime at a specific time 
only; hence further development for night conditions is needed 
before it can be used to support Intelligent Transport System 
technology in the real-world environment. 
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Abstract—The considerable research into medical health 

systems is allowing computing systems to develop with the most 

cutting-edge innovations. These developments are paving the way 

for more efficient medical system implementations, including 

automatic identification of health-related disorders. The most 

important health research is being done to predict cancer, which 

can take several forms and affect many parts of the body. One of 

the most prevalent tumors that is expected to be incurable is 

pancreatic cancer. Pancreatic cancer is one of the most common 

cancers that is projected to be incurable. Previous research has 

found that a panel of three protein biomarkers (LYVE1, REG1A, 

and TFF1) found in urine can help detect respectable PDAC. To 

improve this panel in this study by replacing REG1A with 

REG1B from extracted data sets into CSV format. Finally, will 

analyze four significant biomarkers that are found in urine, 

creatinine, LYVE1, REG1B, and TFF1. Creatinine is a protein 

that is commonly utilized as a kidney function indicator. 

Lymphatic vessel endothelial hyaluronan receptor 1 (YVLE1) is a 

protein that may help tumors spread. REG1B is a protein that has 

been linked to pancreatic regeneration, while TFF1 is trefoil 

factor 1, which has been linked to urinary tract regeneration and 

repair It’s impossible to treat it properly once it's been diagnosed. 

Machine learning and neural networks are now showing promise 

for accurate pancreatic picture segmentation in real time for early 

diagnosis. This research looks at how to analyze pancreatic 

tumors using ensemble approaches in machine learning. According 

to preliminary data, the proposed technique looks to improve the 

classifier's performance for early diagnosis of pancreatic cancer. 

Keywords—Pancreatic; PDAC; LYVE1; REG1A; TFF1; 

CA19_9 

I. INTRODUCTION 

Cancer, according to medical health news analysis, is one 
of the most troublesome diseases that can appear to be 
invincible at times. It's possible that it's a hereditary disease 
because it's caused by abnormalities in genes that control how 
cells in the human body work. These genetic alterations might 
be passed down through generations or caused by a person's 
lifestyle. It is an important organ of the human body, has 
internal and external secretory functions and is disposed to 
various diseases. Surgical right of entry and for which 
prebiopsy is repeatedly impossible [1-5]. Pancreatic cancer is 
the fourth majority common source of cancer death and the 

second most important cause of death from neoplasm’s 
disturbing the digestive coordination. 

However, regular segmentation of the pancreas remainders a 
dispute for the subsequent reasons: 1) low soft tissue contrast 
on CT images. 2) Huge anatomical variations. The pancreas 
shows great anatomical unpredictability in terms of size and 
location in the abdominal cavity of patients [6][7]. the pancreas 
is a deformable yielding tissue. Consequently, the outline and 
manifestation of the pancreas have great differences in 
dissimilar individuals. PDAC (pancreatic ductal 
adenocarcinoma) is a particularly lethal form of pancreatic 
cancer. The five-year survival rate is less than 10% once 
diagnosed. However, if the cancer is caught early enough, 
when tumours are still small and manageable, 5-year survival 
rates can reach 70%. Unfortunately, many cases of pancreatic 
cancer go undetected until the disease has progressed 
throughout the body. As a result, a diagnostic test to detect 
pancreatic cancer patients could be quite beneficial. 
Traditionally, blood has been the primary source of 
biomarkers, however urine is a viable alternative biological 
fluid. It enables non-invasive sample, high-volume collection, 
and repeated measurements with ease. There are currently no 
reliable biomarkers for detecting PDAC earlier. Serum CA19-
9, the only biomarker utilized in clinical practice, is not 
specific or sensitive enough for screening and is primarily 
employed as a prognostic marker and for monitoring treatment 
response. 

Even though to collects invasive samples, he increases 
cancer diagnosis when combined with other urine indicators in 
a study. Previous research has found that a panel of three 
protein biomarkers (LYVE1, REG1A, and TFF1) found in 
urine can help detect significant PDAC. We improved this 
panel in this study by replacing REG1A with REG1B. Finally, 
we will analyze four significant biomarkers that are found in 
urine: creatinine, LYVE1, REG1B, and TFF1. Creatinine is a 
protein that is commonly utilized as a kidney function indicator. 
Lymphatic vessel endothelial hyaluronan receptor 1 (YVLE1) 
is a protein that may help tumors spread. REG1B is a protein 
that has been linked to pancreatic regeneration, while TFF1 is 
trefoil factor 1, which has been linked to urinary tract 
regeneration and repair. 

*Corresponding Author  
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II. LITERATURE SURVEY 

The concept of regular automation algorithms and suggest 
that Support Vector Machine (SVM) is an authoritative 
classification process for classifying data related to the 
calculation of Wisconsin Breast Cancer data with a minor 
proportion of time [8]. Proportion of relative results in 
stipulations of effectiveness and effectiveness of four 
algorithms of differences in data retrieval and automatic 
automation. Initiates a new functioning favor of the medical 
health system with the intention of predicts the outcome of an 
average patient in the examination of electronic medical 
proceedings and the recognized parameters of parameters 
established for proper functioning [9]. The efficient prognostic 
data is normally provided by the application coordination with 
the estimate of data for variable effects, types of effects and the 
threshold parameter to identify the diagnosis of the disease. 
Corresponding the medical proceedings, they use and cover for 
blood cancer, heart failure, diabetes [10]. 

To develop a function based on the red convolution 
neuronal representation to analyze rectal prescribed amount 
sharing and predict rectal toxicity in patients with uterine 
cancer, by means of data as of combined radiotherapy (EBRT) 
and brachytherapy (BT) [11]. They adopted is a somewhere to 
live and transfer strategy to influence patient data. The adaptive 
synthetic model technique is used to increase the dates for 
footage data losses and loss factors. Produce Gradient 
Activation Weight Map (Grad-CAM) classes to generate RSDM 
discriminate regions with the calculate model. The CNN-based 
representation for predicting rectal dose by means of transfer 
therapy for uterine cancer radiotherapy is analyzed by means of 
a conjunction of experimental outcome [12]. 

III. METHODS AND MATERIALS 

Neural Designer was used to tackle this problem. You can 
utilise the trial to follow it step by step. Because the variable to 
be predicted is categorical, this is a classification project (no 
pancreatic disease, benign hepatobiliary disease, or pancreatic 
cancer). The goal is predicting the presence of disease before 
it's diagnosed, and more specifically, differentiating between 
pancreatic cancer versus non-cancerous pancreas condition and 
healthy condition 

A. Data Set 

Barts Pancreas Tissue Bank, University College London, 
University of Liverpool, Spanish National Cancer Research 
Centre, Cambridge University Hospital, and University of 
Belgrade all contributed to the data collection. A total of 590 
urine samples were tested for the biomarker panel, including 
183 control samples, 208 benign hepatobiliary disease samples 
(of which 119 were chronic pancreatitis), and 199 PDAC 
samples. Data source, Variables, Instances, and Missing values 
are the four concepts that make up this system. The information 
used to generate the model is contained in the data file 
pancreatic-cancer.csv. There are 509 rows and 14 columns in 
all. The rows represent the study samples, while the columns 
represent various cancer risk variables. 

This data collection makes use of the following 16 
variables: id of the sample. Each subject is identified by a 
unique string called a cohort. Cohort 1 samples has been used 

previously. Cohort 2 samples have been added, with the 
following sample origin: BPTB: Barts Pancreas Tissue Bank, 
London, UK; ESP: Spanish National Cancer Research Centre, 
Madrid, Spain; LIV: Liverpool University, UK; UCL: 
University College London, UK; BPTB: Barts Pancreas Tissue 
Bank, London, UK; BPTB: Barts Pancreas Tissue Bank, 
London, UK; CA 19–9 monoclonal antibody levels in blood 
plasma, which are frequently elevated in pancreatic cancer 
patients. Only 350 participants were analysed (one goal of the 
study was to compare different CA 19-9 cut points from a 
blood sample to a model built using urine samples), creatinine: 
A urinary biomarker of renal function. LYVE1: Lymphatic 
vessel endothelial hyaluronan receptor 1 is a protein discovered 
in the urine that may have a role in tumour spread. REG1A: 
Urinary levels of a protein connected to pancreatic 
regeneration, REG1B: Urinary levels of a protein linked to 
pancreatic regeneration, REG1B: Urinary levels of a protein 
linked to pancreatic regeneration TFF1: Only 306 patients had 
their urinary Trefoil Factor 1 levels evaluated, which could be 
linked to urinary tract regeneration and repair (one purpose of 
the study was to assess REG1B vs. REG1A). 3 = Pancreatic 
ductal adenocarcinoma; 2 = benign hepatobiliary disease (119 
of which are chronic pancreatitis) i.e., pancreatic cancer, 
benign sample diagnosis: Stage: For those who have been 
diagnosed with a benign, non-cancerous condition, stage: IA, 
IB, IIA, IIIB, III, IV are the stages of pancreatic cancer. There 
are a few input variables that must be marked as unused among 
all of them. Specifically, ‘sample id', which Neural Designer 
does automatically, ‘sample origin', which only specifies the 
origin of the patient samples and should not affect the final 
diagnosis, ‘stage,' which is a variable that only exists for people 
we already know have cancer, 'patient cohort,' which does not 
contribute to the final sample diagnosis, and 'benign sample 
diagnosis,' which is a variable that does not contribute to the 
final sample diagnosis. The variable corresponding to the 
biomarker REG1A is not in all the samples of the study. For 
that reason, we choose to set it as unused too. This decision 
will not mean a deterioration of the model as the biomarker 
REG1B improve the results. Once the data set is configured, 
we can calculate the data distribution of the variables. The 
following figure depicts the number of patients who have 
cancer and those who do not. The minimum frequency is 
31.0169%, which corresponds to no pancreatic disease 
diagnosis. The maximum frequency is 35.2542%, which 
corresponds to benign hepatobiliary disease diagnosis. As we 
can see, all the samples are well distributed between the three 
cases. 

There should be a partition our dataset into four subsets to 
compare the accuracy and AUC (Area Under Curve) calculated 
in this study with those in the paper listed in the references 
section. Control samples vs. PDAC stages I and II: We only 
chose healthy person samples and pancreatic cancer stages I 
and II samples from the raw dataset. Control samples vs. 
PDAC stages III and IV: Only healthy individual samples and 
pancreatic cancer stages III and IV samples were chosen from 
the raw dataset. Benign hepatobiliary disorders vs. PDAC 
stages I and II: We selected individuals with benign tumour 
samples and pancreatitis cancer stages I and II samples from the 
raw dataset. PDAC stages III and IV vs. benign hepatobiliary 
diseases: Only individuals with benign tumour samples and 

https://www.neuraldesigner.com/learning/tutorials/data-set#Distributions
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pancreatic cancer stages I and II are chosen from the raw 
dataset. In all these scenarios, the examples are separated into 
training and testing subsets, with each subset having half of the 
samples. 

B. Stage I & Stage II with Sample Data 

The inputs-target correlations of all the inputs with the 
target are shown in the Fig. 1. This allows us to see how 
different inputs affect the default. 

 

Fig. 1. Diagnosis Correlation Chart for Stage 1 & 2. 

The biomarkers LYVE1 and plasma CA19 9 are the most 
highly associated variables. 

C. Stage III & Stage IV with Sample Data 

Fig. 2 shows inputs-target correlations of all the inputs with 
the biomarkers LYVE1 and TFF1 are the most highly 
associated variables. 

 

Fig. 2. Diagnosis Correlation Chart for Stage 3 & 4. 

D. Implementation 

The above Fig. 3 shows the system Design. IPancreatic 
cancer is one of the most devastating types of cancer, with 
something like a terrible prognosis in the present environment. 
Because of its complex visual appearance and indistinct 
curvature, the pancreas border line is difficult to distinguish 
from its anatomies in CT/MRI scans. Most relevant health 
research is available on cancer prediction, which comes in a 
variety of forms and can affect different sections of the body. 
Pancreatic cancer is one of the most common cancers that is 

projected to be incurable. Once diagnosed, it cannot be treated 
adequately. Machine learning and neural networks are 
providing promising findings for accurate pancreatic picture 
segmentation in real time early detection these days. Pancreatic 
cancer can be classified into five stages. The size and location 
of the tumour, as well as whether the cancer has spread to the 
liver, lungs, or abdominal cavity, will determine your 
diagnosis. It's possible that it's spread to nearby organs, tissues, 
or lymph nodes. Make sure to discuss your case with your 
healthcare practitioner. Understanding your pancreatic cancer 
prognosis might assist you in making an informed treatment 
selection. According to previous studies, a panel of three 
protein biomarkers present in urine (LYVE1, REG1A, and 
TFF1) can assist detect significant PDAC. 

 

Fig. 3. System Design. 

We improved this panel in this study by replacing REG1A 
with REG1B. Finally, we will analyse four significant 
biomarkers that are found in urine: creatinine, LYVE1, 
REG1B, and TFF1. Creatinine is a protein that is commonly 
utilised as a kidney function indicator. Lymphatic vessel 
endothelial hyaluronan receptor 1 (YVLE1) is a protein that 
may help tumours spread. REG1B is a protein that has been 
linked to pancreatic regeneration, while TFF1 is trefoil factor 
1, which has been linked to urinary tract regeneration and repair 
It’s impossible to treat it properly once it's been diagnosed. 
Machine learning and neural networks are now showing 
promise for accurate pancreatic picture segmentation in real 
time for early diagnosis. 

1) Naive bayes: To make it easier to understand, I'll go 

over the theory behind Naive Bayes first, and then use an 

example to clarify the notions. The Bayes Theorem, which 

asserts the following equation, inspired the Naive Bayes 

Classifier. 

𝑃(𝐴|𝐵)  =  
𝑃(𝐵|𝐴)  ∗  𝑃(𝐴)

𝑃(𝐵)
 

Rewrite the equation using X (input variables) and y 
(output variables) to make it easier to understand (output 
variable). In plain English, this equation calculates the 
probability of y given input attributes X. 

𝑃(𝑦|𝑋)  =  
𝑃(𝑋|𝑦)  ∗  𝑃(𝑦)

𝑃(𝑋)
 

We may rewrite P(X|y) as follows because of the naive 
assumption (therefore the name) that variables are independent 
given the class. 

P(X|y) = P(𝑋1|y)* P(𝑋2|y)*………..* P(𝑋𝑛|y) 
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Also, because we're solving for y, P(X) is a constant, so we 
can drop it from the equation and replace it with a 
proportionality. As a result, we arrive to the following equation. 

𝑃(𝑦|𝑋) ∝ 𝑃(𝑋|𝑦) ∗ 𝑃(𝑦) 

Or 

𝑃(𝑦|𝑋) ∝ 𝑃(𝑦) ∗ 𝜋𝑖=1
𝑛 𝑃(𝑥𝑖|𝑦) 

The purpose of Naive Bayes is to choose the classy with the 
highest probability now that we've reached at this equation. 
Argmax is a simple operation that finds the argument that gives 
the target function's maximum value. In this situation, we're 
looking for the highest y value. 

2) Bagging & boosting: When estimating a numerical 

outcome, aggregating, and voting with a plurality when 

predicting a class, BAGGING (Fig. 4) is the process of 

applying Bootstrap sampling on the training dataset, 

aggregating when estimating a numerical outcome, and voting 

with a plurality when predicting a class. Bagging, on the other 

hand, would degrade the performance of stable algorithms 

such as k-nearest neighbours discriminant analysis, and Nave 

bayes, because this algorithm uses initial samples that contain 

about 63 percent of the original data, meaning that each 

sample is missing about 37 percent of the original data. The 

Boosting strategy works by combining numerous simple 

learning algorithms instead of employing a very accurate 

prediction rule. The update approach then combines all these 

weak rules to reduce variations and deviations in the individual 

model rules, leading to a single prediction rule that is 

significantly more accurate than any of the weak rules alone. 

There are two main techniques for effectively applying the 

reinforcement algorithm. 

Test error is the minuscule proportion of errors on a 
recently sampled test set. CT scans can be used to detect if 
cancer is present and has spread, as well as to guide a biopsy, 
and can be used to diagnose pancreatic cancer utilizing a 
variety of imaging modalities. MRIs are used when CT scans 
aren't a possibility or other tests aren't conclusive. An 
endoscope can be used to perform ultrasounds from outside the 
abdomen or through the digestive tract. Why is it so common 
for pancreatic cancer to be found so late? Because the pancreas 
is placed deep within the abdomen, it is difficult to identify 
early. 

 

Fig. 4. Bagging & Boosting. 

For this stage of the model generation, we'll utilize the 
same neural network configuration for all four situations. 
Layers, Perceptron, and layers are used to solve classification 
problems. We recognize that having a perceptron layer adds to 
the neural network being overfit. As a result, the perceptron 
layer is removed. Let's start with bagging techniques. The 
following equation demonstrates the principle of bagging, 
which is short for bootstrap aggregation: On a bootstrapped 
dataset, train several weak learners f b(x) and take the average to 
get the learning outcome. The term "bootstrap" refers to the 
process of producing different data samples from the original 
dataset at random (roll n-faces dice n times). 

𝑓(𝑥)  =  
1

𝐵
 ∑ 𝑓𝑏(𝑥)

𝐵

𝑏=1

 

Following this logic, the Random Forest algorithm is 
naturally introduced, as decision trees are an excellent option for 
weak learners. Low bias and large variance are two features of 
a single decision tree. Bias remains after aggregating a group of 
trees, although variance decreases. By developing a large 
enough random forest, we could attain a constant bias that is as 
low as possible. 

Let's move on to boosting now. The main principle behind 
boosting is to see if a poor learner can be made to improve by 
focusing on their weaknesses. This is accomplished by 
repeatedly employing the weak learning method to generate a 
series of hypotheses, each one focused on the cases that the 
prior hypotheses found problematic and misclassified. 

𝑓(𝑥)  =  ∑ ∝𝑡 ℎ𝑡(𝑥)

𝑡

 

E. Experimental Results 

1) Testing analysis with similarity index: The performance 

of the trained neural network is subsequently evaluated 

utilizing an extensive testing analysis. The conventional way 

is to compare the neural network's outputs against previously 

unseen data, known as testing instances. The ROC curve is a 

well-known method for evaluating generalization 

performance. This is a visual aid for studying the 

discrimination capabilities of the classifier. One of the 

parameters acquired from this graph is the area under the 

curve (AUC). The closer the classifier is to 1 area under the 

curve, the better. 

 

Fig. 5. ROC Curve for Control Samples & PDAC Stage 1 & 2. 
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a) Control Samples and PDAC Stage I and II: The AUC 

assumes a high value in this case: AUC = 0.919. The ideal 

threshold is calculated by identifying the point on the ROC 

curve (Fig. 5) that is closest to the upper left corner in Neural 

Designer. The ideal threshold is the one that corresponds to 

that point, and it has a value of 0.788 in this example. The 

confusion matrix and binary classification tests provide useful 

information regarding the performance of our predictive 

model. Both are shown below for their best choice threshold 

(Table I). 

TABLE I. PREDICTIVE OF POSITIVE & NEGATIVE THRESHOLD STAGE 1 & 

STAGE 2 

 Predictive Positive Predictive Negative 

Real Positive 34 (39.5%) 6 (7.0%) 

Real Negative 9 (10.5%) 37 (43.0%) 

Classification accuracy: 82.6 percent (Ratio of correctly 
classified samples), Error rate: 17.4 percent (Ratio of 
misclassified samples), Sensitivity: 79.1% (Proportion of true 
positive samples that are projected positive), and Specificity: 
86.0 percent (Portion of real negative predicted negative). The 
classification accuracy is good (82.6%), indicating that the 
prediction is applicable to a broad number of scenarios. 

b) Control Samples and PDAC Stage III and IV: The 

AUC takes a high value in this case: The ideal threshold is 

0.587, and the AUC is 0.913 (Fig. 6 and Table II). 

Classification accuracy: 88.6% (Ratio of correctly 
categorized samples), Error rate: 11.4 percent (Ratio of 
misclassified samples), Sensitivity: 92.4 percent (Percentage of 
genuine positive samples that are predicted positive), and 
Specificity: 81.3 percent (Portion of real negative predicted 
negative). The classification accuracy is good (88.6%), 
indicating that the forecast is applicable to a vast number of 
scenarios. 

 

Fig. 6. ROC Curve for Control Samples & PDAC Stage 3 & 4. 

TABLE II. PREDICTIVE OF POSITIVE & NEGATIVE THRESHOLD STAGE 3 & 

STAGE 4 

 Predictive Positive Predictive Negative 

Real Positive 85 (60.7%) 9 (6.4%) 

Real Negative 7 (5.0%) 39 (27.9%) 

c) Difference between Benign Hepatobiliary diseases 

and PDAC Stage I and II: The AUC takes a high value in this 

case: The ideal threshold is 0.653, and the AUC is 0.920 

(Fig. 7 & Table III). 

 

Fig. 7. ROC Curve for Benign Hepatobiliary Diseases & PDAC Stage 1 

& 2. 

TABLE III. PREDICTIVE OF POSITIVE & NEGATIVE THRESHOLD BENIGN 

HEPATOBILIARY STAGE 1 & STAGE 2 

 Predictive Positive Predictive Negative 

Real Positive 44 (46.8%) 5 (5.3%) 

Real Negative 11 (11.7%) 34 (36.2%) 

Classification accuracy: 83.0% (Ratio of correctly 
classified samples), Error rate: 17.0% (Ratio of misclassified 
samples), Sensitivity: 80.0 percent (Proportion of true positive 
samples that are predicted positive), and Specificity: 87.2 
percent (Portion of real negative predicted negative). The 
classification accuracy is good (83.0%), indicating that the 
forecast is applicable to a vast number of scenarios. 

d) Difference between Benign Hepatobiliary Disease 

and Stage III and Stage IV: The AUC takes a high value in 

this case: The ideal threshold is 0.412, and the AUC is 0.848 

& (Table IV). 

TABLE IV. PREDICTIVE OF POSITIVE & NEGATIVE THRESHOLD BENIGN 

HEPATOBILIARY STAGE 3 & STAGE 4  

 Predictive Positive Predictive Negative 

Real Positive 47 (52.8%) 11 (12.4%) 

Real Negative 8 (9.0%) 23 (25.28%) 

Classification accuracy: 78.7% (Ratio of correctly 
classified samples), Error rate: 21.3 percent (Ratio of 
misclassified samples), Sensitivity: 85.5 percent (Percentage of 
true positive samples that are projected positive), and 
Specificity: 67.6% (Portion of real negative predicted 
negative). The classification accuracy is good (78.7%), 
indicating that the forecast is appropriate in many 
circumstances. We'll show a table with some sensitivity and 
specificity cut-offs, just like in the paper. Table V, will look at 
the control samples vs. pancreatic cancer stages I and II, as well 
as stages III and IV: 
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TABLE V. CONTROL SAMPLES VS PANCREATIC CANCER STAGE 1 & 2 

Sensitivity Cut-off 
Specificity (Controls 

vs I, II) 

Specificity (Controls 

vs III, IV) 

0.8 0.86 0.875 

0.85 0.791 0.854 

0.9 0.744 0.833 

0.95 0.512 0.771 

Now Table VI will look at how benign samples compare to 
pancreatic cancer stages I and II, as well as stages III and IV: 

TABLE VI. BENIGN SAMPLES VS PANCREATIC CANCER STAGE 3 & 4 

Sensitivity Cut-off 
Specificity (benign vs 

I, II) 

Specificity (benign vs 

III, IV) 

0.8 0.846 0.676 

0.85 0.769 0.647 

0.9 0.769 0.618 

0.95 0.615 0.559 

e) Deployment of the Model: The neural network can be 

preserved for future usage in the so-called model deployment 

mode once its generalization performance has been evaluated. 

Calculating outputs, which generates a set of outputs for each 

set of inputs given, is an interesting activity in the model 

deployment tool. The outputs, in turn, are determined by the 

parameter values. Fig. 8 then, for the benign tumour or PDAC 

stages III and IV diagnosis, will offer an example. LYVE1: 

3.78856, REG1B: 121.787, TFF1: 752.305, diagnosis: 0.6895, 

age: 45, sex: F (1), plasma CA19- 9: 740.94, creatinine: 

0.927814, LYVE1: 3.78856, REG1B:121.787, TFF1:752.305, 

diagnosis: 0.6895 That person's chance of pancreatic cancer 

(stages III or IV) would be high. Table VII and Table VIII 

shows the Model & Detailed Accuracy by Class. 

Fig. 9 shows the Detailed Accuracy by Class and Fig. 10 
Shows the Association between CCI (Correctly classified 
Instances) and ICUI (Incorrectly class Unknown Instances). 
Fig. 11 shows the association between CCI, ICCI, ICUI, and 
TNI. 

 

Fig. 8. ROC Curve for Benign Hepatobiliary diseases & PDAC Stage 3 & 4. 

TABLE VII. MODEL ACCURACY 

Algorithms 
Instance of 

CCI 
CCI 

Instance of 

ICCI 
ICCI KS MAE RMSE RAE RRSE ICUI TNI 

Navie Bayes 70 35.17% 129 64.8% 0.17 0.16 0.32 93.55 108.7 391 199 

Nbtree 101 50.75% 98 49.24% 0.28 10.15 0.28 84.6551 96.71 391 199 

Bagging 76 38.19% 123 61.80% 0 0.17 0.29 98.85 100.02 391 199 

Adaboostml 82 41.20% 117 58.79% 0.16 0.168 0.29 93.10 97.69 391 199 

Log Boosting 95 47.73% 104 52.26% 0.23 0.15 0.301 83.05 100.44 391 199 

TABLE VIII. DETAILED ACCURACY BY CLASS 

Algorithms TP Rate FP Rate PRECISION RECALL F-MEASURE ROCA 

Navie Bayes 0.352 0.159 0.442 0.352 0.378 0.656 

Nbtree 0.508 0.226 0.486 0.508 0.488 0.64 

Bagging 0.382 0.382 0.146 0.382 0.211 0.481 

Adaboostml 0.412 0.259 0.211 0.412 0.278 0.688 

Log Boosting 0.477 0.245 0.46 0.477 0.454 0.691 
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Fig. 9. Detailed Accuracy by Class. 

 

Fig. 10. Association between CCI and ICCI. 

 

Fig. 11. Association between CCI, ICCI, ICUI, TNI. 

IV. CONCLUSION 

This study looks at how to use ensemble approaches in 
machine learning to analyse pancreatic tumours. Researchers 
are working to add features like active attention and in-line 
memory, which will allow folding neural networks to evaluate 
new elements that are significantly different from what they 
were trained on, and preliminary results show that the proposed 
approach can improve the classifier's performance for early 
detection of pancreatic cancer. This mirrors a mammalian visual 
system more closely, proposing a more intelligent artificial 

picture recognition categorization. Even though he collects 
invasive samples, he increases cancer diagnosis when 
combined with other urine indicators in a study. Previous 
research has found that a panel of three protein biomarkers 
(LYVE1, REG1A, and TFF1) found in urine can help detect 
significant PDAC. We improved this panel in this study by 
replacing REG1A with REG1B. Finally, we will analyse four 
significant biomarkers that are found in urine: creatinine, 
LYVE1, REG1B, and TFF1. Creatinine is a protein that is 
commonly utilised as a kidney function indicator. Lymphatic 
vessel endothelial hyaluronan receptor 1 (YVLE1) is a protein 
that may help tumours spread. REG1B is a protein that has 
been linked to pancreatic regeneration, while TFF1 is trefoil 
factor 1, which has been linked to urinary tract regeneration and 
repair. This regularisation of the form's continuity allows for 
the smoothness of pancreatic segmentation. The preliminary 
result reflects the state of the art in pancreatic cancer prediction 
and reaches a high level of precision. However, further study is 
needed to detect early pancreatic cancer, because COVID-19 
infection-induced pancreatic damage has gotten minimal 
attention. Moving further, we must compare the mood analysis 
of Twitter API with COVID-19 examples for pancreatic cancer 
detection and apply advanced innovation algorithms to existing 
Hadoop ecosystem work using deep learning and learning 
paradigms in the goal of early pancreatic cancer detection. As 
additional samples from various central institutions are 
collected and the best-performing classification model is 
established, preoperative diagnosis and staging from a 
computer using samples will be of substantial therapeutic 
benefit in the future. 
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Abstract—Data integration is one of the important subfields 

in data management. It allows users to access the same data from 

multiple sources without redundancy and preserving its integrity. 

Data Integration Governance Framework (DIGF) is being 

developed to guide the implementation of data integration. It 

functions as a reference and guideline for working level in data 

integration implementation. Hence the instrument used to 

validate the DIGF needs to be developed and validated for its 

accuracy, applicability, and suitability of use. The instrument 

comprises items structured as a questionnaire. This study 

proposes Lawshe’s technique to construe the content validity of 

the instrument. This technique involved the arithmetic of the 

Content Validity Ratio (CVR) to validate items in the 

questionnaire, which developed based on the factors identified 

for Data Integration Governance Framework. Each item in the 

questionnaire that validated based on the minimum CVR value 

of 0.75 endorsed as the final instrument of Data Integration 

Governance Framework to be used in Delphi Technique 

Evaluation. 

Keywords—Content validity; instrument development; data 

integration governance; Lawshe’s technique 

I. INTRODUCTION 

Data integration plays an important role to provide cleaned, 
integrated, and secured data for decision making and operation 
purposes in public sector [1], [2], [3]. Public sector as the 
biggest owner of data, needs an efficient data integration 
governance to support the digitalization plan [4]. An efficient 
governance should incorporate all aspects influencing data 
integration governance in public sector. Previous  studies show 
that, focusing only on aspect of technology will prompt to 
failure in data integration governance [5], [6], [7]. 

Thus, to solve the issue, this study identified dimensions 
and factors influencing data integration governance in public 
sector using literature review, theories adoption and interview 
method. The factors and dimensions identified later being 
constructed into the public sector Data Integration Governance 
Framework (DIGF). DIGF that has been developed needs to be 
validated to ensure it suits the practicality and requirement of 
the public sector data integration initiative. 

This study uses Delphi Technique to validate the 
framework using the questionnaire with Likert Scale to 
measure the validity of the framework. However, the Delphi 
Technique process should be preceded with an instrument 
validation [8], [9]. Hence, this study will focus on 

implementing content validation process to validate the 
instrument will be used for Delphi Technique. Content 
Validation Ratio (CVR) and Index of Content Validity (CVI) 
are identified as the measurement method for this process. 

This paper will be segmented into three major parts, which 
are firstly, the description of DIGF, comprising the dimensions 
and factors explanation; secondly, the methods used with the 
questionnaire summary; and lastly, the results and discussion 
on the data analysis. 

II. RELATED WORK 

A. DIGF 

Three dimensions that have been identified in this study are 
people, process, and technology. Meanwhile, the factors listed 
are culture, clarity of roles and responsibility, and 
communication under the people dimension; law and 
regulation, and policy under process dimension and for the 
technology dimensions, factor is summed up as tools and 
technology. The relationship between all the three dimensions 
and six factors is being employed as the foundation for the 
DIGF development. DIGF development involves literature 
review of previous study, theories adoption and interview with 
the experts, to simulate and correlate the dimensions and 
factors influencing data integration governance in public 
sector. The description of the dimensions and factors are given 
in Table I. 

Based on the description and connection between the 
dimensions and factors above, this study has come out with a 
framework of data integration governance in public sector. The 
framework developed as per in Fig. 1. 

Public sector DIGF that has been erected is a strategic basic 
framework as the dimensions and factors are connected and 
described generally. It could be a reference and adapted to any 
kind of organization including private sector in governing their 
data integration initiative.  

B. Development of Questionnaire 

Heeding to a rigid protocol suggested by  [16] and [17], 
there are four processes and six supporting steps of developing 
questionnaire in content validation process. Notwithstanding, 
this study has come out with four processes and eleven 
supporting steps of developing questionnaire in content 
validation process. Fig. 2 explains the process adapted by this 
study in questionnaire development. 
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TABLE I. DESCRIPTION OF DIMENSIONS AND FACTORS OF DIGF 

Dimension Factor Description 

People 

 

People refers to the entity that perform the activities 
using the tools and technology provided according 

to the objective ad principle set up. [10] 

Culture 

Culture involves knowledge, beliefs, habits, capability, and norms 

in an organization that influence the individual’s and organization’s 

goals. [11] 

Clarity of roles and responsibility 

Roles and responsibility described the contribution of the personnel 

towards the activities in the organization commensurate to their 

expertise and qualification. Clarity of roles and responsibility gives 

impact to facilitate the governance of any initiative. [10] 

Communication 

Communication relates to human’s behavior. It also applied to other 

entities such as the hardware and software. Communication 
basically connects all the dimensions and factors together.[12],[13] 

Process  

 

Process is a set of related activities with input, value 
add, and procedures which produces specific output. 

Process automated by the technology and facilitated 

by people.[14] 

Law and regulation 

Law and regulation cover the law (act) and official orders issued by 

the government or the authorities to control or govern the 

implementation of activities and human behavior.  

Policy 

Policy is a simple and comprehensive mandatory formal statement 

that outline the rules and commands for an organization in 

performing any activities.  

Technology 

 

Technology refers to the tools and techniques used 
by people in implementing any activities. 

Technology creates innovative human resources and 

automated the processes.[14], [15] 

Tools and technology 
Tools and technology is the factor that support and facilitate the 

process and people’s task. [10], [14], [15] 

 

Fig. 1. Data Integration Governance Framework. 

The questionnaire booklet is segmented into four 
components, which are (1) panel information, (2) items on 
factors influencing data integration governance, (3) definition 
of data integration and data integration governance, and 
(4) Data Integration Governance Framework (DIGF).  
Component (1) used for collecting panel’s information such as 
job designation, place of work, year of experience and contact 
information. Meanwhile, component (2) consists of 94 specific 
items and 6 generic items on factors embedded in DIGF. 
Component (3) includes the definition of data integration and 
data integration governance that needs to be validated by the 
experts and component (4) covers the explanation of DIGF. 

Specific items refer to the individual items for each factor. 
Meanwhile, the generic items represent the whole factor in 
general. Generic items is important to be developed as it gives 
opportunity to the experts to evaluate the factors in general 
[18]. The content of the items listed in the questionnaire for 
DIGF validation is summarized in Table II. Items were 
developed based on literature review, whereby discussed by 
previous studies. 

Process 1: Planning and Strategizing 

Step 1: Define type of method and questionnaire 

Step 2: Clarify administrative process 

Process 2: Defining Content 

Step 3: Provide conceptual definition of dimensions and factors  

Step 4: Develop items for factors 

Step 5: Define measurement skills 

Step 6: Identify the experts 

Process 3: Designing Questionnaire 

Step 7: Design and develop the questionnaire 

Process 4: Validating Questionnaire 

Step 8: Conduct content validation process 

Step 9: Calculate CVR value 

Step 10: Calculate CVI value 

Step 11: Analyse the results 

Fig. 2. Questionnaire Development Process. 
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TABLE II. HIGHLIGHT OF ITEMS IN QUESTIONNAIRE 

Factors Item Code Highlight of items 

Dimension A: People 

Factor A1 – 

Culture 

Specific: A1-

1 till A1-16 

Generic: 4 

 Culture includes the aspects of organization culture and individual culture as the member of the organization.  

 Good organization culture ensures the alignment between corporate strategy and IT strategy. 

 Data sharing culture through data integration initiative plays an important role in data in public sector.  

 To successfully implementing data integration initiative, organization culture and individual work culture must be aligned 
and understood well.  

 Ethics must be incorporated as an organization culture in data management area especially in data integration.  

Factor A2 – 

Clarity of roles 
and respons-

ibilities 

Specific: A2-

1 till A2-15 

Generic: 7 

 Clarity of roles and responsibilities could ensure the member of organization assimilate their job scopes and task in data 

integration governance.  

 Clear power and job scope distribution determine the accountability and responsibility of the member of organization.  

 Efficient leadership spearheading an effective data integration governance in organization.  

Factor A3 – 
Commun-

ication 

Specific: A3-

1 till A3-15 

Generic: 10 

 Communication is an enabler to ensure other factors could be adapted efficiently.  

 Clear, structured, and effective communication will help the member of organization to comprehend the objectives, terms 
of reference and planning of data integration initiative in organization  

 The benefits of data integration should be communicated to the member of organization for them to support the 
implementation.  

 The usage of data standard and standard term in integration team will assist in data integration implementation.  

 Organization needs to provide effective communication channels to facilitate data integration governance. 

 Organization needs to provide an effective change management plan and execution to facilitate data integration 
governance. 

Dimension B: Process 

Factor B1 – 

Law and 

regulation 

Specific: B1-

1 till B1-18 

Generic: 13 

 Law and regulation include establishing act to protect and guide data integration governance. 

 Former acts regarding data integration and data sharing should be updated and aligned.  

 There should be an act enforced to protect the data security, privacy, and confidentiality. 

 Alignment between federal, state, and local council’s law and regulation should be established to support data integration 
initiate in public sector.  

Factor B2 - 

Policy 

Specific: B2-

1 till B2-16 

Generic: 16 

 Policy in organization or public sector itself helps to determine the direction, guideline, and rules in data integration 
implementation in public sector.   

 Establishment of clear and systematic policy will lead into good data integration governance and efficient implementation.  

 Policy alignment between federal, state, and local council should be established to support data integration initiate in 

public sector.  

Dimension C: Technology 

Factor C1 – 

Tools and 

technology  

Specific: C1-

1 till C1-14 

Generic: 19 

 Choosing the right technology is crucial to assure compatibility, maintainability, reliability, and security of data integration 

initiative. 

 Choosing the right technology also will provide high quality data through well equipped function such as data cleansing, 

data profiling, data stewardship, and others.  

 Tools and technology selection must be aligned and complied to the law and regulation, policy, cultural, and organization 

corporate and IT strategy.  

III. MATERIAL AND METHOD 

Delphi Technique has been identified as the validation 
method for DIGF. Delphi technique involves getting consensus 
from the experts to validate research output in an iteration 
process [19], [20]. However, the questionnaire that will be used 
as an instrument in Delphi Technique need to be validated in a 
pilot study to ensure that the perceived construct are clear, 
valid and manifest its contents  [17], [18]. The process is also 
known as content validation process. 

There are many content validation methods available such 
as psychometric analysis using Rasch Model [8] and modified 
kappa statistic [21]. However, this study recognized CVR and 
CVI as the methods to validate the Delphi Technique 
instrument as it involve experts’ evaluation and commonly 
used for content validation for Delphi Technique [17], [18]. 

A. Selection of Experts 

Experts’ selection would be the most crucial and initial part 
of content validation process. Among the criteria of experts’ 
selection are; (1) technical knowledge and experience in the 
research area, (2) willingness to participate, (3) having ample 
time to involve in the process and (4) possessing good 
communication skill [22], [23]. In this study, experts were 
selected based on their experience and knowledge in data 
integration area, research process and Delphi Technique. The 
numbers of experts selected is normally based on the research 
scope, resources available, (which include time and cost) and 
research objectives [24], [25]. Nonetheless, there is no definite 
mechanism to determine the right numbers of experts involved 
in content validation process and Delphi Technique for every 
different research [26]. 

Eight experts were identified for content validation process 
based on the criteria and requirement set up for this study as 
per in Table III. 
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TABLE III. EXPERTS' CRITERIA 

Requirement aspect Criteria 

Practicality aspect of 

content 

10 years or more experience in data 

management and/or data integration area  

Methodology and 

academic content  
10 years or more experience in research area 

Academic language and 

methodology 

5 years or more experience in research using 
Delphi Technique and published article related 

to Delphi Technique or CVR  

B. Content Validity Ratio (CVR) 

Content Validity Ratio (CVR) was introduced by Lawshe 
in 1975 [27]. This method has been widely used in many 
research domains including computer science and engineering. 
According to Google Scholar, up to January 2022, Lawshe’s 
CVR technique has been referred and cited for 7,149 times in 
various research publication. Meanwhile, review in Scopus 
Database identified 19 research on computer science and 
engineering from year 2016 until 2020 using CVR method to 
validate their content including three research that validated 
content of instrument for Delphi Technique using CVR [17], 
[28], [29]. 

CVR uses Likert Scale with three indicators, which are, “1-
not necessary”, “2-useful (but not essential)” and “3-essential”.  
Likert Scale with 3 indicators is being used to simplify and 
provide an objective evaluation process by the experts [17], 
[18].  Comments section is provided for the experts to express 
their opinion and suggestion of improvement on the items. 

CVR calculation and analysis assess the experts’ agreement 
on the listed items in the questionnaire using formula 
introduced by Lawshe as below: 

𝐶𝑉𝑅 =
𝑛𝑐 − 𝑁/2

𝑁/2
=

2𝑛𝑐 − 1

𝑁
 

Where ne is numbers of experts picked scale 2 and 3, and N 
equal to total numbers of experts. 

Precondition for ne is based on the suggestion by [17], [18], 
and [30], as they concluded that indicators “2-useful (but not 
essential)” and “3-essential” refer to positive feedback from the 
experts which conduce to acceptance of the items. 

The conditions for the formula by Lawshe are as below: 

1) If all experts answer “3-essential”, CVR value equal to 

1.00. 

2) If more than half experts (>50%) but less than 100%, 

answer “3-essential”, CVR value is between 0 and 0.99. 

3) If less than half (>50%) experts answer “3-essential”, 

CVR value will be a negative value. 

However, for this study, as suggested by [17] and [18], 
indicator “2-useful (but not essential)” also accepted, as both, 
indicators 2 and 3 reflect positive acceptance and relevancy to 
the study. This study also follows recommendation of [27] on 
minimum CVR value for items’ acceptance based on numbers 
of experts participated as in Table IV. 

Considering the numbers of experts participated in this 
study is eight (refer Table V), the accepted minimum CVR 

value is 0.75 for each item. All items that obtain minimum 
CVR value of 0.75 will proceed to the Delphi Technique 
process. 

TABLE IV. MINIMUM CVR VALUE 

No. of experts Minimum CVR value 

5 .99 

6 .99 

7 .99 

8 .75 

9 .78 

10 .62 

11 .59 

12 .56 

13 .54 

14 .51 

15 .49 

20 .42 

25 .37 

30 .33 

35 .31 

40 .29 

C. Index of Content Validity (CVI) 

CVI is being used to evaluate the whole instrument either it 
measures the right and relevant items that should be measured 
or otherwise [31]. According to [32], as content validation 
process is very important to endorse the instrument of the 
study, it need to be done in a systematic arrangement with 
strong justification and credible proof. In this study, the CVI 
calculation used is adapted from [27] and [33] which CVI is 
equal to mean of CVR. The calculation of CVI where ‘t’ is the 
accepted items is demonstrated as below. 

𝑀𝑒𝑎𝑛𝐶𝑉𝑅 =
𝑇𝑜𝑡𝑎𝑙 𝐶𝑉𝑅

𝑁𝑜. 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑖𝑡𝑒𝑚𝑠
= 𝐶𝑉𝐼 

𝜇𝐶𝑉𝑅 =
∑𝐶𝑉𝑅𝑡

∑𝑡
= 𝐶𝑉𝐼 

According to [33], the closer value of CVI to 0.99 the 
higher value of content validity we should get. This means, the 
level of acceptance for the whole instrument will be higher too. 

IV. RESULTS AND DISCUSSION 

A. Selection of Experts 

Experts were selected based on criteria determined in 
Table III. Eight experts from public sector and academics had 
been selected and agreed to participate in this study. The list of 
experts as per stated is in Table V. 

B. Questionnaire Distribution 

Content validation process was done within two weeks. 
Invitation was done through email and followed up by 
telephone call. Experts who agreed to participate will receive 
official invitation from the faculty and the questionnaire then 
distributed through email. Further explanation was done using 
email, telephone call and “WhatsApp” accordingly. 
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TABLE V. LIST OF EXPERTS 

No. Designation Organization 

1 Principle Assistant Director 

Malaysian Administrative 

Modernisation and Management 
Planning Unit (MAMPU) 

2 Principle Assistant Director 
Attorney General Chambers of 

Malaysia 

3 Senior Assistant Director MAMPU 

4 Associate Professor  Universiti Kebangsaan Malaysia 

5 Senior Assistant Director MAMPU 

6 ICT Consultant MAMPU 

7 Senior lecturer Universiti Putra Malaysia 

8 Senior lecturer Universiti Malaya 

C. Analysis of Questionnaires 

The minimum value of CVR accepted as mentioned above 
is based on numbers of experts involved. For this study, the 
minimum value accepted is 0.75 as we have eight experts on 
board. By this means, both specific and generic items with 
CVR value equal to 0.75 and above will be brought to the first 
round of Delphi Technique process for DIGF validation. 

Content validation analysis based on Lawshe’s technique is 
presented as below. 

1) All item obtained CVR value of 1.00 except seven 

items obtained 0.75 CVR value. The seven items with 0.75 

CVR value are item 1.A1-3, 1.A1-4 and item 1.A1-5 for 

Factor A1- Culture, item 5.A2-2 and 5.A2-6 for Factor A2- 

Clarity of roles and responsibility, item 11.B1-5 on Factor B1- 

Law and regulation, and the last one, item 18.C1-10 and 

18.C1-13 on Factor C1- Tools and technology. 

2) Item 1.A1-3 described that organization culture should 

not be a limitation in data integration initiative. Item 1.A1-4 

stated that organization culture should be considered to design 

a data integration initiative in an organization. Meanwhile, 

item 1.A1-5 suggested that organization must ensure there 

would be no conflict of culture while adopting data integration 

in organization. There is one answer with indicator “1=not 

necessary” for these three items. However, the experts did not 

leave any comment on the items. 

3) Item 5.A2-2 described that clarity of roles and 

responsibility will support member of organization to perform 

their task at their best capability and skill. Meanwhile, item 

5.A2-6 explained that clarity of roles and responsibility will 

balance and incorporate technical and management aspects in 

data integration governance. For each item, there is one expert 

answered “1=not necessary”. However, no comments were 

provided by the experts on these items. 

4) Item11.B1-5 explained that managing law and 

regulation factor is important in data integration governance 

so that it would not be an obstacle in new technology adoption 

and utilization. An expert picked “1=not necessary” for this 

item with no comment provided. 

5) Item 18.C1-10 and item 18.C1-13 received one “1=not 

necessary” each from one expert. Item 18.C1-10 stated that 

technology need to be accommodated with human resource 

capability in the organization. Expert’s comment on item 

18.C1-10, “human resource needs to adapt with technology 

and not other way around”.  Item 18.C1-13 describe those 

tools and technology adopted must be free from vendor lock-

in. No comments received for item 18.C1-13. 

6) As all items obtained CVR value of 0.75 and above, all 

items are accepted and bring forward to the first round of 

Delphi Technique. 

7) For generic item, all six items earned CVR value 1.00. 

This demonstrates that all experts agreed upon the importance 

of every factor equipped in DGIF. 

8) All factors earned CVI more than 0.95 and the overall 

CVI for the questionnaire is 0.98. This concludes that overall 

questionnaire is measuring the right things for DIGF and 

validated by the experts. 

Summary of CVR and CVI calculation for 94 items 
included in the questionnaire is presented in Table VI. 

TABLE VI. SUMMARY OF CVR AND CVI ANALYSIS 

Dimension and factor 
CVR value 

specific item 

CVR value 

generic item 
CVI 

Dimension A – People 

Factor A1 – Culture 

All item = 1 
(Except item 

1.A1-3, 1.A1-

4 and 1.A1-5 = 
0.75) 

Item 4 = 1 0.95 

Factor A2 – Clarity of roles 

and responsibility 

All item = 1 

(Except item 

5.A2-2 and 
5.A2-6 = 0.75) 

Item 7 = 1 0.97 

Factor A3 - Communication All item = 1 Item 10 = 1 1.00 

Dimension B – Process 

Factor B1 – Law and 

regulation 

All item = 1 
(Except item 

11.B1-5 = 

0.75) 

Item 13 = 1 0.99 

Factor B2 - Policy All item = 1 Item 16 = 1 1.00 

Dimension C – Technology 

Factor C1 – Tools and 
technology 

All item = 1 
(Except item 

18.C1-10 and 

18.C1-13 = 
0.75) 

Item 19 = 1 0.96 

Overall CVI 0.98 

V. CONCLUSION 

From the analysis executed, all 94 specific items and six 
generic items developed in the questionnaire are accepted by 
the experts. This indicate that items attached to the six factors 
included in DIGF have been validated through the content 
validation process using CVR and CVI calculation based on 
Lawshe’s Technique. In conclusion, this questionnaire has 
been validated by the experts through content validation 
process and now ready to be used in Delphi Technique process 
to validate the DIGF. The validated DIGF will then be adopted 
in ensuring the successful implementation of data integration 
initiatives. 
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Abstract—Braille is the language of communication for blind 

and visually impaired people. Braille characters are embossed at 

points to convey the meaning. Typically, Braille documents can 

be produced on plain paper. Braille documents can be created on 

reusable paper, also known as a third-page paper; this reduces 

the paper cost, allowing more available documents to stimulate 

learning for blind or visually impaired persons. This research 

presents a method of Braille embossed dots segmentation for 

Braille document images produced on reusable paper to support 

the availability of cheaper learning material. Initially, Braille 

documents were imported with a calibrated scanner, Braille 

document image layer separation was then performed. Followed 

by edge removal, Braille embossed dot recovery, noise removal, 

and specify the embossed Braille point. This research was 

conducted by using four scanners, which scanned Braille 

documents images under four different lighting conditions. For 

each lighting condition, the Braille document image area was 

cropped to the desired size, considering the possible event 

conditions. They were used to create over 200,000 Braille cells, 

with over 12 billion patterns. When calculating the average 

performance under all lighting conditions, the values were 

Precision 1.0000, Recall 0.7817, Accuracy 0.8545, and F-Measure 

0.8756. By effectively using Braille embossed dots segmentation, 

the process of Braille document recognition will also be efficient. 

Keywords—Braille; embossed dots; document images; reusable 

paper; segmentation; recognition; blind; visually impaired 

I. INTRODUCTION 

Louis Braille invented Braille so allowing blind or  
visually impaired persons to communicate using written 
communication; subsequently, there is a requirement they 
become proficient in writing and reading Braille. In Braille, 
one cell of Braille has six dots that represents a meaning. To 
create Braille documents is a writing pad (slate) and a sharp tip 
(stylus) being portable and cheap. Other devices can create 
Braille documents, such as a Braille typewriter and a Braille 
printer, but these devices are expensive and require expensive 
specialized paper. It is common practice that blind, or the 
visually impaired people produce Braille documents on 
reusable paper, known as the third page. These documents 
contain Braille embossed dots, characters, tables, and pictures 

known as patterns. It reduces the cost of purchasing Braille 
paper and is a cost-effective use of natural resources. 

Braille documents created with reusable paper are 
everywhere. This research aims to accurately extract the Braille 

embossed dots [16] on those Braille document. Those Braille 

embossed dots are used for Braille recognition [712] and 
converted to characters. In the end, these characters will be 
used to make typical books. 

Scope and limitations: This research created reusable 
papers with characters printed by using LaserJet and Inkjet 
printers on an A4 80 GSM thick. Braille documents were 
created on the reusable papers by using a portable Braille 
device and scanned with a flatbed scanner at 300 DPI 
resolution. 

Contribution: (1) To develop a method for Braille 
embossed dots segmentation for Braille documents produced 
on reusable papers. (2) To reduce the complexity problems and 
cost of purchasing paper to create Braille documents. (3) To 
support improved communication channels between people. 

The paper was organized: Section II summarizes the 
relevant research and describes the new approaches to this 
research. Section III explains the proposed method. The 
dataset, experimental design, evaluation, and discussion of the 
results are described in Section IV. Section V summarizes the 
results and discusses them. The final section, Section VI, 
outlines our future work. 

II. RELATED WORK 

The evolution of Braille document image processing is 
shown in Fig. 1. It is divided into two groups: (1) Group 1 
document image processing for typical documents. (2) Group 2 
document image processing of Braille documents created on 
plain paper for the visually impaired where the Braille 
characters have embossed dots. 

Group 1 can be divided into 2 subgroups: (1) Subgroup 1 is 
documents created on plain paper without an overlaid pattern. 
There are relevant research topics such as text/non-text 
classification in online handwritten notes [16], the 2D chemical 
structures recognition in document images [17], detecting math 
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equations in scientific document images [18], the Arabic word 
recognition of historical documents images [19], the 
Vietnamese character recognition for verifying ID card [20], 
document zoning for document layout analysis [21], analysis of 
the structure of the musical document image [22], 
bibliographic reference extraction [23], extracting text and 
figure from document images [24, 25], document localization 
in natural scene images [26], and table detection and 
segmentation in document images [27]. (2) Subgroup 2 is 
created on plain paper and overlapped patterns. There are 
related research topics such as image restoration and 
segmentation of historical document images caused by ink 

bleeding [2830], glare detection on captured document 
images [31], shadow removal on captured document images 
[32], and text segmentation from a highlighted area with colors 
[33]. 

Group 2 has one subgroup: Subgroup 1 is a Braille 
document created on plain paper without an overlaid pattern. 
There are related research topics such as Braille character 

extraction for Braille document images recognition [16], 

Braille document images recognition [712], Parameter 
estimation of a Braille document images [13, 14], and 
Recovering the Braille embossed point of an old Braille 
document [15]. 

When considering the document image processing diagram 
for Braille documents as shown in Fig. 1 and comparing it with 
Fig. 2. In Fig. 2, the area to the right of the red dash line is a 
new research topic that has not been researched previously. 
This research project deals with Braille embossed dot 
segmentation for Braille document images produced on 
reusable paper. It has an overlaid pattern, as shown in Fig. 3. 
Therefore, this research is classified in Subgroup 2 of Group 2. 

 

Fig. 1. The Diagram of Document Image Processing. 

 

Fig. 2. The Diagram of the Document Image Processing with the Area to the 

Right of the Red Dash Line is a Research Topic that has not been previously 

Researched. 

       

Fig. 3. Example of Braille Document Images Produced on Reusable Paper. 

Subgroup 1 of Group 2 is related research: C. M. Ng et al. 
[1] used the Chain Code and grouped the Braille embossed 
dots into cells. A. Al-Saleh et al. [2], Braille document images 
modeled using Beta distribution for thresholding and used grid 
for Braille embossed dots segmentation. A. S. Al-Salman et al. 
[3] uses image enhancement and image rotation. Then a grid 
method is used to extract the Braille Cells. A.-S. Amany et al. 
[4] uses thresholding based on Beta distribution then creates a 
grid for dot detection. M. Y. Babadi et al. [5] perform skew 
correction and create grids for Braille cells segmentation. A. 
AlSalman et al. [6], this research use between-class variance 
with Gamma distribution to separate Braille embossed dots 
from the background. J. Mennens et al. [7], Braille documents 
are imported with a scanner. The mask and grid are used to 
extract the Braille embossed dots. L. Wong et al. [8], this 
research use techniques Half-Character Recognition then 
generate a grid to extract Braille embossed dots. L. Jie et al. [9, 
10], this research uses Support Vector Machine (SVM), slides 
window techniques, and Haar wavelet to extract Braille 
embossed dots on Braille document images obtained from a 
scanner. B.-M. Hsu [11], this research used RCSA: Ratio 
Character Segmentation Algorithm for Braille embossed dots 
extraction. A. AlSalman et al. [12], the research use the Deep 
Convolution Neural Network (DCNN) for Braille document 
recognition. M. Yousefi et al. [13, 14], this research finds the 
parameters of Braille documents, skewness, scaling, line 
spacing to obtain Braille dots. H. Kawabe et al. [15] uses deep 
learning to classify Braille dots in long-preserved or ancient 
Braille documents. It can be seen that these studies focus on 
Braille documents created on plain paper only. There has been 
no research that has created Braille on reusable paper. 

III. PROPOSED METHOD 

This research proposed the method of Braille embossed 
dots segmentation for Braille document images. Braille 
documents were produced on reusable paper and plain paper. 
Flatbed scanners were used to scan the documents. The 
method comprises six steps as shown in Fig. 4. The first step 
was to perform a scanner calibration process using a specific 
calibration plate and calculating the edges' threshold values and 
the black areas. The second step was to perform a layer 
separation process by using the edges' threshold values and the 
black areas from the previous step. The third step was to 
perform the edge removal process by eliminating the edges. 
The fourth step was to perform the data recovery process by 
calculating the eroded mask's data to increase the Braille dots' 
details. The next step was to perform a noise removal process 
by applying an explosion algorithm to diffuse the black pixels 
and then to image enhancement by spatial filtering. The final 
process was to perform a Braille localization process by 
calculating the Braille dots' positions from the black pixels' 
positions. The details are as follows. 
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Fig. 4. The Diagram of Proposed Method. 

A. Scanner Calibration Process 

1) Plates for scanner calibration: The images were 

designed for scanner calibration, a black circle, and a black 

square then saved to the image files. Then printed on plain 

paper by using a laser printer and an inkjet printer is called the 

plates. Then, they were imported via a flatbed scanner. 

2) The plates were converted to grayscale images: The 

plates were in the RGB color model. They were converted to 

the HSV color model. The color values of the V plane were 

applied to all three planes of the RGB color model. The 

grayscale images are shown in Fig. 5(a) and 5(b), comprising 

the black area in P-01 and the background in P-02. 

3) Plate images are eroded with a mask: They were 

converted to binary images and then eroded with a small mask 

and large mask, respectively. As a result, it can be seen that 

the plate images were eroded by the small mask have a black 

area in P-03 of Fig. 5(c) and 5(d), are larger than the plate 

images eroded by the large mask, which have a black area in 

P-04 of Fig. 5(e) and 5(f). 

4) Threshold values of the edges calculation: The plate 

images eroded by a small mask were compared with the plate 

image eroded by a large mask. The location of pixels with 

different color values in P-05 of Fig. 5(g) and 5(h), the color 

value of the grayscale image in Fig. 5(a) and 5(b) in that the 

position were stored in the array Edge , the threshold value 

for the edges of images was calculated by using the equation: 

)2/)((1 minEdgeEdgeroundT meanEdge 
           (1) 

)(2 sedgeEdgeroundT meanEdge 
           (2) 

)2/)(( max meanEdgeEdgeabssedge 
            (3) 

where EdgeT1
, EdgeT2

 are the first and the second threshold 

values for the edges of images, respectively. 
meanEdge

,

minEdge
and 

maxEdge
 are mean, min and max values of the 

grayscale color, respectively. 

5) Threshold values of the black areas calculation: The 

plate images eroded by a small mask were compared with the 

image eroded by a large mask. The location of pixels with the 

same color values in P-06 of Fig. 5(g) and 5(h), the color 

value of the grayscale image of Fig. 5(a) and 5(b) in that the 

position were stored in the array Black , the threshold value of 

black areas was calculated by using the equation: 

)(1 sblackBlackroundT meanBlack 
           (4) 

)2/)(( max meanBlackBlackabssblack 
           (5) 

where 
BlackT1

 is the threshold values for the black area of 

images, 
meanBlack

and 
maxBlack

 are mean and max values of 

the grayscale color, respectively. 

B. Layer Separation Process 

1) Braille document images importing: A Braille 

document was imported by using the calibrated scanner from 

the previous step. They were color images in the RGB model 

converted to grayscale, the same as in step 2) of the previous 

process. Fig. 6(a) contains the background of the Braille 

document in P-01, the Braille embossed dot in P-02, and the 

typical character that was called a pattern shows in P-03. 

2) Edges image calculation: The color values of the 

grayscale image in the pixel positions were compared with the 

threshold value of the edges derived from Equations (1) to (3). 

If the color values of the grayscale image in the pixel positions 

are between EdgeT1  and EdgeT2  values, black color values 

were recorded in the white image for the edges image at the 

same pixel positions. The result was called the image of the 

edges, as shown in Fig. 6(b). It included the edges of the 

pattern shows in P-04, and the Braille embossed dots in P-05. 

There may be noise shown in P-06. 

3) Black areas image calculation: The color values of the 

grayscale image in the pixel positions were compared with the 

threshold value of the black areas derived from Equation (4) 

and (5). If the color values of the grayscale image in the pixel 

positions were less than BlackT1  values, black color values 

were recorded in the white image for the black area image at 

the same pixel positions. The result was called the image of 

the black areas, as shown in Fig. 6(c). It included the black 

areas of the pattern shows in P-07 and the holes of punctures 

in P-08. 

 

Fig. 5. Illustrations of the Scanner Calibration Process. 

 

Fig. 6. Illustrations of the Layer Separation Process. 
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C. Edge Removal Process 

1) Image of the black areas dilation: The image results 

from the previous process as shown in Fig. 7(a). The black 

area's image was inverted color, the result is shown in 

Fig. 7(b). The black areas of the pattern were dilated with a 

mask. Then, the black areas that were larger and the holes of 

the puncture are filled, therefore the image of the black areas 

dilated, as shown in Fig. 7(c) and P-03 was larger than P-01 in 

Fig. 7(b). 

2) Edges removed: The OR logic operation of the dilated 

black areas image shown in Fig. 7(c) and the image of the 

edges obtained in the previous process, Fig. 7(d), which can 

remove the edges of the pattern. In Fig. 7(e), the result is the 

image of the edges removed that still has Braille embossed 

dots in P-04 and P-06 and some noise in P-05, as shown in 

Fig. 7(e). 

 

Fig. 7. Illustrations of the Edge Removal Process. 

D. Data Recovery Process 

1) Image of the black area's erosion: The inverted image 

of the black areas dilated from the previous process, Fig. 8(a), 

were eroded with a mask. In Fig. 8(b), the white areas are 

smaller than before. Fig. 8(c) showed the inverted color, called 

the image of the eroded black areas, which shown in P-01. 

2) The braille dots recovery: The OR logic operation of 

the image of the black areas eroded, shown in Fig. 8(c), and 

the image of the edges, shown in Fig. 8(d), which can recover 

the details of the Braille embossed dot. And then, it was 

combined with the image of the edges, as shown in Fig. 8(e). 

The result was the image of removed edges and the details, as 

shown in Fig. 8(f), P-02 is the Braille embossed dot and P-03 

is some noise. 

 

Fig. 8. Illustrations of the Data Recovery Process. 

E. Noise Removal Process 

1) Diffusion of the edges: The image of removed edges 

and details, Fig. 9(a), is exposed by a mask. The mask moves 

one pixel at a time to determine the color value. If the mask's 

center position was black value, it would be moved to a new 

position inside the mask. The black value with the new 

position was saved in the white image data. The result was the 

image of diffused edges as shown in Fig. 9(b), P-01 to P-03 

are diffused dot and some noise. 

2) Image enhancement: The images of diffused edges 

were applied by averaging filter, which created a clearer 

Braille embossed dot image. The result was an enhanced 

image as shown in Fig. 9(c). 

 

Fig. 9. Illustrations of the Noise Removal Process. 

F. Braille Localization Process 

1) Braille embossed dot dilation: The enhanced image, 

Fig. 10(a), was dilated by a mask. The result was a group of 

black values that were Braille embossed dots for more clarity 

as shown in Fig. 10(b). 

2) The centroid of braille embossed dot: The group of 

black values in the previous step was calculated by connected 

component labeling. The result was the centroid of Braille 

embossed dot, which was a Braille embossed dots location as 

shown in P-01 of Fig. 10(c). 

 

Fig. 10. Illustrations of the Braille Localization Process. 

IV. EXPERIMENTS AND RESULTS 

A. Dataset 

This research produced a dataset of Braille embossed dots 
named KU-Braille-Dot. Braille documents were produced on 
reusable paper by using slate and stylus. Consider Table I, this 
research created reusable paper by using an 80 GSM A4 paper 
to print text by using a LaserJet printer and Inkjet printer. It 
was then used to create Braille documents by using the slate 
and stylus. These Braille documents were scanned by using 
four scanners, each with different lighting environments, as 
shown in Fig. 11. The Braille document images had a 

resolution of 300 DPI. It is cropped to size 4040 pixels under 
six events; each event contains 100 image data obtained from 
50 images from the Inkjet printer and 50 images from LaserJet 
printer. The details of the six events were: (1) Event 1: Braille 
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embossed dots were in the middle of any text, 100 images. 
(2) Event 2: Braille embossed dots overlap any text, but they 
were visible, 100 images. (3) Event 3: Braille embossed dots 
were on a plain background, 100 images. (4) Event 4: Braille 
embossed dots overlap any text, but they were not visible, 100 
images. (5) Event 5: Plain background with no Braille 
embossed dot and no text, 100 images. (6) Event 6: Plain 
background with text and no Braille embossed dot, 100 images. 

B. Experimental Design 

The proposed method was tested by creating a single-cell 
Braille with various patterns from the KU-Braille-Dots dataset. 
A single-cell Braille contains six dot positions, each of which 

can occur in six events, so 666666 is equal to 46,656 
patterns in total. A dot position of Braille has six events. The 
events were arranged in order, and each event was a 
randomized image from 100 images, called a data group in the 
A form, as shown in Fig. 12. A single-cell Braille contained six 
dots, and therefore required six groups of data in the A form, 
which were sorted into a data group, called the B form, as 
shown in Fig. 13. Each row was a group of data in the A form 
relative to the dot positions of a single-cell Braille. A group of 
data in the B form which could create a single-cell Braille with 
46,656 patterns. 

This research created 150,000 groups of data in the A form. 
Each group had a unique event image or could contain no more 
than two duplicate event images. Those data were then 
randomly grouped into 262,144 groups in the B form, and each 
group had a unique arrangement of event images. That is, 
262,144 cells Braille, which had 12,230,590,464 patterns. 

TABLE I. DETAILS OF THE KU-BRAILLE-DOT DATASET 

Scanner Event 
Number 

of Images 
Scanner Event 

Number 

of Images 

Light 

Condition 

1 

Event 1 100 

Light 

Condition 

2 

Event 1 100 

Event 2 100 Event 2 100 

Event 3 100 Event 3 100 

Event 4 100 Event 4 100 

Event 5 100 Event 5 100 

Event 6 100 Event 6 100 

Light 
Condition 

3 

Event 1 100 

Light 
Condition 

4 

Event 1 100 

Event 2 100 Event 2 100 

Event 3 100 Event 3 100 

Event 4 100 Event 4 100 

Event 5 100 Event 5 100 

Event 6 100 Event 6 100 

     
(a)       (b) 

 

     
(c)          (d) 

Fig. 11. Example of the KU-Braille-Dots: (a) Light Condition 1 (b) Light 

Condition 2 (c) Light Condition 3 and (d) Light Condition 4. 

 

Fig. 12. An Example of the Data Group in a Form and the Index of Event 

Images. 

 

Fig. 13. A Group of Data in b Form. 

TABLE II. THE NUMBER OF BRAILLE CELL INCREASES BY 1 TIMES 

Group No. Braille Cell Group No. Braille Cell 

1 1 11 1,024 

2 2 12 2,048 

3 4 13 4,096 

4 8 14 8,192 

5 16 15 16,384 

6 32 16 32,768 

7 64 17 65,536 

8 128 18 131,072 

9 256 19 262,144 

10 512   

C. Performance Measurement 

This research was to test the performance measurement of 
the proposed method using the number of the cell Braille 
increased by 1 times, starting from a single-cell Braille up to 
262,144 cells Braille, as shown in Table II. The performance 
measurement of the proposed method, a single-cell Braille was 
used to describe, as shown in Fig. 14. The details were: 
(1) Consider the area No. 1, the gray area is the Braille 
embossed dots, and the white area is the background. (2) The 
ground truth of a single-cell Braille is shown in the area No. 3, 
the green area is the Braille embossed dots, and the blue area is 
the background. (3) In the area No. 2, the results are Braille 
embossed dots obtained from the proposed method. Positions 
2, 3 and 5 are Braille embossed dots and the positions 1, 4 and 
6 are non-Braille embossed dots or background. (4) Consider 
the results obtained from the proposed method and the ground 
truth. In area No. 4, positions 4 and 5 answered incorrectly. 
(5) This was used to evaluate the performance measurement of 
the proposed method by calculating Precision, Recall, 
Accuracy, and F-Measure, respectively. 
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Fig. 14. The Diagram of the Performance Measurement. 

D. Results and Discussion 

The presented method was tested with the data sets 
described in the previous section. This research aimed to 
extract the Braille embossed dots from Braille documents 
created on reusable paper. An example of the calculation 
according to the proposed method using a single Braille 
embossed dot is shown in Fig. 15. These documents were 
scanned by using four flatbed scanners, videlicet, four lighting 
conditions. This research plotted graphs of the light condition 
as shown in Fig. 16 to 19, each of which has four lines 
representing Precision, Recall, Accuracy, and F-Measure, 
respectively, and has a value between 0.00 and 1.00. The y-
axis of the graph is the numerical measure, which is a value 
between 0.00 and 1.00, but these graphs start plotting at a value 
of 0.6 for clarity. The x-axis of the graph is group No. of the 
Braille datasets used for testing. 

 

Fig. 15. The Schematic Diagram describes the Processing according to the 

Proposed Method. 

Consider Fig. 16 to 19; in the Precision lines, the four 
lighting conditions have a Precision value of 1.00. In the Recall 
lines, light conditions 1, 2, and 4 are approximately 0.80, and 
light condition 3 is approximately 0.70. The Accuracy lines in 
all light conditions are over 0.80. In the F-measure lines 
calculated from Precision and Recall, each lighting condition is 
over 0.80. When calculating the average performances in all 
lighting conditions, the values are Precision 1.0000, Recall 
0.7817, Accuracy 0.8545, and F-Measure 0.8756. 

By considering the Accuracy and the F-measure values 
greater than 0.80, it is known that there is approximately one 
position dot error in a single-cell Braille with six-position dots. 
This research is to extract Braille embossed dots on reusable 
paper. It is different from other research [1-15], which is only 
interested in Braille documents on plain paper. 

 

Fig. 16. The Performance Result for the Dataset in Light Condition 1. 

 

Fig. 17. The Performance Result for the Dataset in Light Condition 2. 

 

Fig. 18. The Performance Result for the Dataset in Light Condition 3. 
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Fig. 19. The Performance Result for the Dataset in Light Condition 4. 

        
(a)                                       (b) 

        
(c)                                       (d) 

Fig. 20. Preliminary Experimental Results for the Proposed Method on KU-

Braille-Partial: (a) and (c) were Parts of a Braille Document Image. (b) and 
(d) Resulted from the Proposed Method. 

V. CONCLUSION 

This paper presented the Braille embossed dots 
segmentation method for Braille document images that were 
tested as detailed. The results were good, with an average 
Accuracy and F-Measure of over 0.85 for all lighting 
conditions. This research confirmed that the proposed method 
has a good efficiency for Braille embossed dot segmentation 
for Braille documents produced on reusable paper, positively 
affecting the Braille recognition method. 

The research included diverse flatbed scanner devices and 
lighting conditions. In this field of research, no research has 
been found on Braille documents produced on reusable paper. 
The methods presented here make the best use of paper 
resources and increase access to education for the blind. This 
research has opened a research path that is beneficial to the 
visually impaired or blind people to have more opportunities to 
study and learn. 

VI. FUTURE WORK 

This research is a starting point to help create a digital 
document from documents created by the blind by using a slate 
and a stylus on reusable paper. It also facilitates 
communication between ordinary people and the blind or 
visually impaired and promotes the desire to be treated as 
ordinary. In the future, this method will be tested on the KU-
Braille-Partial dataset to achieve higher accuracy. Further 
developed methods are applied to actual Braille documents 
created on reusable paper. The KU-Braille-Partial was a dataset 
of parts of a Braille document image produced on reusable 
paper using slate and stylus. This research created reusable 
paper using an 80 GSM A4 paper to print text using a LaserJet 
printer and Inkjet printer. They were scanned by using four 
scanners with a resolution of 300 DPI. It was cropped to size 
585x915 pixels—the sample images as shown in Fig. 20(a) and 
20(c). The ground truth images were created—the sample 
images as shown in Fig. 20(b) and 20(d). The white rectangular 
areas were the Braille embossed dots, and the black areas were 
the non-Braille embossed dots. The red dot in the white square 
means that the proposed method was correct, but in other 
cases, it was wrong. The results obtained from this preliminary 
experiment showed that the proposed method was practical and 
that the research scale could be scaled up. 
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Abstract—In this modern world where the proliferation of 

electronic devices associated with the Internet of Things (IoT) 

grows day by day, security is an imperative issue. The criticality 

of the information linked to the various electronic devices 

connected to the Internet forces developers to establish 

protection mechanisms against possible cyber-attacks. When 

using computer equipment or servers, security mechanisms can 

be applied without having problems with the number of 

resources associated with this activity; the opposite is the case 

when implementing such mechanisms on embedded systems. The 

objective of this document is to implement password hashing on a 

FRDM-K82F development board with ARM® Cortex™-M4 

processor. It describes the basic criteria necessary to aim at 

moderate levels of security in specific purpose applications; that 

can be developed taking advantage of the hardware 

cryptographic acceleration units that these embedded systems 

have. Performance analysis of the implemented hash function is 

also presented, considering the variation in the number of 

iterations performed by the development board. The validation 

of the correct functioning of the hashing scheme using the SHA-

256 algorithm is carried out by comparing the results obtained in 

real-time versus an application developed in Python software 

using the PyCryptodome library. 

Keywords—Cryptography; password hashing; embedded 

systems; cryptographic acceleration hardware; SHA-256 

I. INTRODUCTION 

One of the current priorities with the boom and great 
demand for devices associated with the Internet of Things 
(IoT) [1], in the face of multiple interconnectivity 
environments is security [2],[3]. While it is true that day by day 
the development of specific solutions or electronic control units 
associated with communication processes; establishes a great 
demand by this society interconnected to the web [4]; as 
developers, it must be considered that there are a wide variety 
of tools both software and hardware [5]; which allow to 
improve and optimize security against the handling of critical 
information [6],[7]. The possible vulnerability and impact on 
the integrity of the information make security a key point in 
any electronic development; thus, establishing a primordial 
factor in the selection criteria of the possible users of these 
technological solutions [8]. 

A fundamental characteristic that must be considered when 
implementing IoT on embedded systems is that most of these 
devices have limitations associated with computational power 
and speed [9], [10]. Although this could be a limitation when 
developing electronic control units with cryptographic 

functions [11]; many applications are being developed that 
make use of hardware coprocessors that facilitate the 
implementation of various cryptographic algorithms and hash 
functions [12], [13]. This allows the use of these embedded 
systems to be applied not only in encryption and decryption 
tasks [14], but also in hashing and authentication in complex 
environments with limited computing resources [15],[16]. The 
current literature shows us a great variety of security 
implementations on embedded systems in which performance 
analysis is performed for both symmetric and asymmetric 
algorithms [17], [18]; this shows us that cryptographic 
hardware continues in a constant process of evolution due to 
the great demand for efficient [19], reliable, portable [20], and 
secure IoT technological products [21]. 

In this complex scenario of IoT interconnectivity, some 
organizations have fallen prey to cyber-attacks in which they 
have been exposed thanks to vulnerabilities exploited by poor 
password protection practices. The exploitation of this 
vulnerability has managed to expose many user accounts and 
credentials; significantly affecting the reliability of the use of 
web applications and embedded solutions used in home 
automation and industrial areas [6],[12],[14]. One way to 
counteract this phenomenon and at the same time guarantee a 
high level of security related to user accounts is through the 
implementation of password hashing schemes (PHS) [13]. 

Considering the above, this work aims to show the 
implementation and validation of a password hashing on the 
FRDM-K82F embedded system. The document intends to 
develop in a simple and practical way a first approach to the 
use of Arm Mbed TLS libraries; thus, providing a basic and 
functional solution for those who make their first approach to 
the use of processors with cryptographic acceleration units. A 
performance analysis associated with the variation in the 
number of iterations used for the generated summary function 
is also shown. 

This contribution is presented in the following sections, 
which are organized as follows: Section II describes the basic 
theoretical concepts associated with the use of embedded 
systems with cryptographic acceleration unit. Section III 
describes the implementation and development of the proposal. 
Section IV presents the results obtained, and finally, the 
conclusions and future work are presented in Section V. 

II. METHODOLOGY 

The constant evolution of digital devices in terms of their 
cryptographic modules has allowed a lot of opportunities; 
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associated with the linking of security parameters in the 
development of specific purpose applications. Using the 
FRDM-K82F development platform, a step-by-step 
implementation of password hashing is carried out, making use 
of the Cryptographic Acceleration Unit (CAU). The validation 
and verification of the SHA-256 algorithm and the respective 
results are performed by means of the Python PyCryptodome 
library; this to verify the correct operation of the proposed 
solution on the embedded system used. 

A. Cryptographic Acceleration Unit 

A wide variety of embedded systems can be found in the 
market that has this type of module incorporated in their 
architecture, see Fig. 1. In general, terms, the Cryptographic 
Acceleration Unit (CAU) is a ColdFire® coprocessor that is 
accessed by the CPU using specialized hardware operations 
[21], [22]. The purpose of this unit is to increase the 
performance of software-based hashing and encryption 
functions, thus guaranteeing acceleration and high performance 
when using algorithms such as DES, 3DES, AES, MD5, SHA, 
among others. 

Also available are some Kinetis® MCU processors that 
have the memory-mapped cryptographic acceleration unit 
(mmCAU), a coprocessor that is connected to the processor's 
private peripheral bus (PPB), as shown in Fig. 2. These units 
are focused on improving the performance of software-based 
security encryption/decryption operations. 

B. Password Hashing 

One way to increase security in any communication and 
information transfer process associated with applications that 
link user accounts with their respective access passwords; is to 
move from storing passwords in plain text to using a hash 
function on the respective password, as shown in Fig. 3. A 
hash function makes it possible to encrypt a password by 
taking advantage of the fact that this type of algorithm; takes 
any size of data and converts it into a fixed length of 
information [13]. To be more precise, the aim is to make it 
impossible to recover the password from the generated hash. 

 

Fig. 1. Block Diagram of the CAU Module [22]. 

 

Fig. 2. mmCAU Block Diagram [23]. 

 

Fig. 3. Suggested Password Storage. 

As a good security practice, it is not recommended to store 
passwords in unencrypted text; since any attacker could access 
them and obtain all the information directly. By storing the 
hash of these passwords and taking advantage of the fact that 
these functions are not reversible, the security vulnerability of 
the respective system is significantly reduced. The validation 
process of this technique is simple; initially, the input data is 
taken, the same hash function is executed, and then it is 
analyzed if this result matches the information stored in the 
password store, see Fig. 4. 
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Fig. 4. Password Validation. 

III. IMPLEMENTATION 

Initially, use is made of the PyCryptodome libraries, which 
is an autonomous package of low-level cryptographic 
primitives supported by Python. This software tool allows an 
external validation of the operation of the cryptographic 
process to be implemented. It can be said that first the 
operational validation of the process will be performed by 
means of software simulation; to later compare the results 
obtained with the implementation on hardware with the 
FRDM-K82F platform, see Fig. 5. 

 

Fig. 5. Source Code used in Python for Validation of Results. 

As the fundamental objective of the application is to make 
use of the cryptographic acceleration unit (CAU) of the 
FRDM-K82F card; which has an ARM® Cortex®-M4 core 
running at up to 150 MHz, with KB256 of Flash and 256 KB 
of RAM. The source code is developed using the Mbed OS 
compiler, which provides a comprehensive SSL/TLS solution 
called Arm MbedTLS [24]. This library simplifies the 
integration of cryptographic solutions because it is compact 
and generic; it should be noted that it can only be used in 
ColdFire and Kinetis devices with CAU or mmCAU hardware 
coprocessors. The following encryption/decryption algorithms 
and hash functions can be used with this library: AES128, 
AES192, AES256, DES, 3DES, MD5, SHA1, and SHA256. 

This implementation was carried out using the Mbed-
Studio compiler; this has a large repository of examples 
associated with the security schemes [25]. It must be 
considered that at the moment of creating the source code and 
loading the libraries; the compiler must initially evaluate if the 
processor has the cryptographic acceleration unit required for 
the use of the respective libraries; based on this concept, some 
components of the source code would be as follows: 

#include "mbed.h" 

#include "mbedtls/sha256.h" /* SHA-256 only */ 

#include "mbedtls/md.h" /* generic interface */ 

#include < cstdio> 

#if DEBUG_LEVEL > 0 

#include "mbedtls/debug.h" 
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#endif 

#include "mbedtls/platform.h" 

#include < string.h> 

The call to the Hash function is quite simple, the definition 
of the respective input and output variables must be 
considered; for this case it must be considered that the output 
associated to a SHA256 function is of 32 bytes, with respect to 
the input it must be remembered that it can be of any length. 
The parameters and input variables would be: 

static const char dato_input[] = "passwordHMA5m8k@q1$"; 

static const unsigned char *input_buffer = (const unsigned 

char *) dato_input; 

static const size_t dato_len = strlen(dato_input); 

With respect to the execution of the SHA function, four 
functional requirements must be considered. These are: Data 
buffer, buffer length, Output buffer and a parameter defining 
whether to use the full SHA-256 or the SHA-224 variant. In 
this case, this value must be 0 (to use SHA-256). 

unsigned char output1[32]; /* SHA-256 outputs 32 bytes */ 

unsigned char output2[32]; 

t.start(); 

mbedtls_sha256(input_buffer, dato_len, output1, 0); 

for (int i=1; i<=99999; i++){ 

mbedtls_sha256(output1, 32, output1, 0); 

    } 

    t.stop(); 

IV. RESULTS 

To validate the effectiveness of the password hashing 
implementation on the selected hardware, we proceeded to 
compare the result obtained with the implementation done 
entirely on the PC using pyCryptodome, (see characteristics in 
Table I). The execution times were measured both in the PC 
implementation and in the embedded system, performing a 
variation between the number of iterations associated with the 
selected hash function. 

As general concepts, a test password of 11 bytes in length 
was used, encrypted with a SHA256 algorithm (password + 
salt). The salt used was eight bytes long. For the information 
associated with the salt, a test constant was used and there was 
no code segment associated with its generation by the 
embedded system. The validation and verification were 
performed by comparing the output of the simulation 
performed in Python versus the result given by the serial port 
of the development board. Comparisons of up to 100,000 
iterations were performed, demonstrating the full functionality 
of the implementation, see Fig. 6 and Fig. 7. 

TABLE I.  CHARACTERISTICS OF THE DEVICES USED 

Characteristics of the processors used 

Platform: Embedded System PC 

Reference: FRDM-K82F ROG GL553VD 

Processor: 
Kinetis MK82FN256VLL15 

(ARM® Cortex™-M4) 

Intel® Core™ 

i7-7700HQ 

Clock frequency: 150 MHz 2.8 GHz 

RAM:  256 KB 12 GB 

 

Fig. 6. Comparison of Software vs. Hardware Results. 
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Fig. 7. Execution Time on the FRDM-K82F Board. 

V. CONCLUSION AND FUTURE WORK 

This document presents simply and easily a password 
hashing scheme that can be implemented on any embedded 
system with cryptographic acceleration hardware; it provides 
the key concepts so that people who are starting in the subject 
of embedded cryptography can begin to incorporate these 
security measures for their respective developments. It shows 
that it is possible to make use of a technological solution that 
offers a moderate level of security using electronic devices 
with limited computational resources. Although in most IoT 
applications, communication between devices is short term and 
there is not a high rate of information transfer; the protection of 
session passwords becomes a fundamental objective in terms 
of security. It is hoped that this type of examples will 
encourage developers to incorporate new methodologies for 
protecting information on the design of IoT devices. 

As future work, we intend to develop specific application 
hardware to enable digital signatures by implementing hash 
functions and lightweight encryption algorithms. 
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Abstract—The volume and amount of data in cancerology is 
continuously increasing, yet the vast majority of this data is not 
being used to uncover useful and hidden insights. As a result, one 
of the key goals of physicians for therapeutic decision-making 
during multidisciplinary consultation meetings is to combine 
prediction tools based on data and best practices (MCM). The 
current study looked into using CRISP-DM machine learning 
algorithms to predict metastatic recurrence in patients with 
early-stage (non-metastatic) breast cancer so that treatment-
appropriate medicine may be given to lower the likelihood of 
metastatic relapse. From 2014 to 2021, data from patients with 
localized breast cancer were collected at the Regional Oncology 
Center in Meknes, Morocco. There were 449 records in the 
dataset, 13 predictor variables and one outcome variable. To 
create predictive models, we used machine learning techniques 
such as Support Vector Machine (SVM), Nave Bayes (NB), K-
Nearest Neighbors (KNN) and Logistic Regression (LR). The 
main objective of this article is to compare the performance of 
these four algorithms on our data in terms of sensitivity, 
specificity and precision. According to our results, the accuracies 
of SVM, kNN, LR and NB are 0.906, 0.861, 0.806 and 0.517 
respectively. With the fewest errors and maximum accuracy, the 
SVM classification model predicts metastatic breast cancer 
relapse. The unbiased prediction accuracy of each model is 
assessed using a 10-fold cross-validation method. 

Keywords—Machine learning; classification; personalized 
medicine; CRISP-DM; metastasis; breast cancer 

I. INTRODUCTION 
Breast cancer is a significant public health concern. 

According to data released by the World Cancer Observatory 
in 2018, 52,783 new cancer cases are reported in Morocco 
each year, with women accounting for 36.9% of these cases 
[1] , The key events linked to poor survival in breast cancer 
patients are disease progression and metastasis. Adjuvant 
chemotherapy (treatment given after surgery) combined with 
hormone therapy has been demonstrated in some trials to 
minimize the risk of recurrence and mortality from breast 
cancer [2], [3]. Due to the development of metastases and 
uncontrolled growth, various cases of female patients do not 
respond to therapeutic compounds in breast cancer in the same 
way [4]. 

Over the past two decades, personalized medicine has been 
defined in several ways. More broadly as a predictive, 
personalized, preventive and participatory health model (“P4 

medicine”) [5], and which also applies technologies to 
personalize and deliver care [6]. The use of personalized 
medicine or precision medicine in oncology aims to adapt 
treatments according to the characteristics of patients and their 
diseases by integrating all the biological and genetic, 
environmental, phenotypic and psychosocial knowledge found 
there clean [7]. Personalized medicine's ultimate goal is to 
provide the appropriate treatment to the appropriate person at 
the appropriate time [8]. 

The statistical method of machine learning techniques has 
shown to be a godsend for diagnostic, classification, 
prediction, and prognosis purposes in personalized medicine 
in cancer, given the amount of clinical data about each patient 
[9]–[13]. Various researchers are applying machine learning 
ideas to enhance cancer prediction and prognosis, this is done 
using a training data set whose variable assignments are 
already predetermined or known. Recently, researchers have 
focused more on decision trees, KNNs, SVMs and neural 
networks to predict cancer patient survival with high accuracy 
[14]–[16] . Web-based prediction models have been developed 
from cancer registry data to help determine the need for 
adjuvant therapy [17], [18]. PREDICT uses multivariate 
statistical analysis to calculate personalized survival 
probability based on the integration of clinical factors [19], 
[20]. However, the use of these models in clinical practice 
relies heavily on proof of the reliability of predictions and 
demonstration of acquired knowledge, moreover, the majority 
of them focus on overall survival rather than the risk of 
relapse. Given the paucity of predictive machine learning 
models that allow clinicians to identify patients at risk for 
metastatic relapse earlier by using a combination of various 
clinic-pathological characteristics, in particular Ki67 with 
tumor size, lymph node invasion and adjuvant therapy, we 
have seen fit to continue the current effort to resolve this 
problem. 

In this study, our objective is to propose a supervised 
learning model, for predicting metastatic recurrence in 
individuals with early-stage breast cancer on an individual 
basis, which will guide the therapeutic decision in the 
multidisciplinary consultation meeting (MCM). Our model is 
fed by data including clinical, pathological, biological, 
therapeutic and prognostic characteristics. These data are 
collected from the files of patients with early-stage breast 
cancer, collected after the different stages of treatment 
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(diagnosis, relapse/progression, follow-up), offering a holistic 
view of previous successes and recommendations for good 
practices. 

In the second part of this article, we will present the 
predictor variables introduced into the model, which predict 
the risk of metastatic relapse in patients before the start of 
adjuvant treatments (chemotherapy - Hormone therapy - 
Radiotherapy - Trastuzumab). The model proposal obtained 
according to the CRISP-DM process will be presented in the 
third section and in the last section we will analyze the results. 

II. RELATED WORK 
In medical practice, the efficiency of breast cancer 

treatment is essentially determined on the ability to cancer 
prognosis, and cancer recurrence [21]. In recent years, with 
the use of machine learning technology in personalized 
medicine [6], modern oncology seeks to tailor treatments to 
expected results, through personalized predictive care models, 
based on patient characteristics patients and their pathologies 
by integrating all the biological and genetic, environmental, 
phenotypic and psychosocial knowledge that are specific to it. 
Tseng and Yi-Ju (2019) [22] propose an approach based on 
machine learning such as Random Forest (RF), Support 
Vector Machine (SVM), logistic regression (LR) and Naive 
Bayes (NB), to predict early breast cancer metastases using 
serum biomarkers and clinicopathologic data to reduce the risk 
of death. Tapak and Leili (2019) [23] proposed a model based 
on learning algorithms such as Naive Bayes (NB), Random 
Forest (RF), AdaBoost, Support Vector Machine (SVM), 
Least-squareSVM (LSSVM), Adabag, Logistic Regression 
(LR) and Linear Discriminant Analysis (LDA), for the 
prediction of breast cancer survival and metastasis. 

In our research, we investigated four machine learning 
methods for predicting metastases in breast cancer patients: 
Support vector machine, Naive Bayes, K-Nearest Neighbour, 
and Logistic Regression. These algorithms are integrated into 
our proposed model according to the standard CRISP-DM 
process. The description of this model is the subject of the 
following section. 

III. MATERIALS AND METHODS 
The phase of creating a predictive machine learning model 

is preceded by a preprocessing phase. In order to feed the 
model with clean data, the data may contain values that need 
to be transformed or eliminated, which can be useful for 
modeling. In our study, The CRISP-DM approach was 
employed (Cross Industry Standard Process for Data Mining) 
[24] which is considered to be an essential pillar for the 
success of a Machine Learning (ML) project. This method can 
help us find information and patterns hidden in a dataset with 
many features [25]. The CRISP method has six phases (see 
Fig. 1) that we will detail in the sections. 

A. Data Understanding 
1) Data source: Our predictive study included patients 

with localized breast cancer on all histological types of cancer 
collected at the regional oncology center of Meknes in 
Morocco, during the period 2014 to 2021, who had undergone 

surgery associated with adjuvant treatment during the years 
2014 - 2016 (Chemotherapy and / or Hormonetherapy and / or 
Radiotherapy and / or Trastuzumab) with a follow-up of at 
least 48 months. 

Our system's dataset contains 511 records and 14 
variables. These variables provide demographic, clinical and 
therapeutic information about the patient, including the target 
variable (metastatic relapse). The data were collected from the 
computerized system which brings together the archives of 
patient files, which were then validated by experts (treating 
physicians). 

2) Dataset features: The decision for adjuvant systemic 
treatment of breast cancer is based on clinical factors, such as 
(age) and histological (axillary lymph nodes, size, grade, 
vascular emboli), performance indicators, previous treatment 
methods, but also organic [26] Co-morbidities and of course 
the wishes of patients will continue to play an important role. 
To determine the adjuvant treatment of non-metastatic breast 
cancer [27]. Biologically, the expression of HR (Hormone 
Receptors) and the overexpression of HER2 (human 
epidermal growth factor receptor 2) are the main prognostic 
biomarkers and key predictors of the therapeutic effect [28], 
[29]. However, other biological parameters seem to have 
emerged recently, a study showed that the Ki67 index of cell 
proliferation in univariate and multivariate analyses of grade 
cancers, was the strongest predictor of overall and metastasis-
free survival [30]. It is an important biomarker in the 
management of breast cancer, it can be used to guide clinical 
decisions regarding adjuvant chemotherapy [31]. 

The variables collected from the computer system of the 
regional oncology center of Meknes-Morocco, were the 
prognostic factors currently validated in breast cancer : The 
age of the patient, the size of the tumor, the pathological state 
of the lymph nodes lymphatic, grade, stage, histological type 
of tumor, estrogen receptor (ER) status, progesterone 
receptors (PR) grouped into hormone receptors (HR), HER2 
overexpression, Ki67 status (cell proliferation), L ' surgical 
approach and types of adjuvant therapy. 

 
Fig. 1. Phases of the Current CRISP-DM Process Model for Data Mining 

177 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 2, 2022 

 
Fig. 2. Our Binary Classification Model for the Prediction of Metastatic 

Recurrence. 

Our predictive model is based on these indicators to 
classify new patients with non-metastatic breast cancer into 
two classes: patients at low (0) or high (1) risk of metastatic 
relapse at 4 years (see Fig. 2). 

B. Data Preparation 
Data preparation is made up of several stages: Data 

cleaning, Data Transformation. 
1) Data cleaning: The data collected from the information 

system of the Meknes Regional Oncology Center in Morocco 
is organized in the form of a database. This database has 
undergone a cleaning process to eliminate and reduce noise: 

• Attribute noise is caused by input errors, missing 
variable values and redundant data. 

• Class noise which is due to errors introduced when 
assigning instances to classes. 

After removing the rows with substantial missing values, 
we checked for missing or null data points in the database 
using Python's pandas library (see Fig. 3). 

The number of records kept is 449 records, each showing a 
different case of breast cancer with its own combination of 
treatments. Each of these cases is represented by 13 
independent predictors / variables, plus 1 dependent / 
categorical variable that reflects metastatic relapse in breast 
cancer patients (No / Yes). 

 
Fig. 3. Attribute Information of the Dataset. 

2) Data transformation: The quality of the data and the 
amount of useful information are key factors that determine 
the learning ability of a machine learning algorithm. 
Therefore, it is absolutely essential to make sure that we 
encode categorical variables correctly, before using the data in 
a machine learning algorithm [32]. In this study we have 14 
distinct attributes: 3 attributes represent numeric 
characteristics, 10 attributes represent object type variables, 
and the last attribute represents an object output variable, this 
means that our data contains object / categorical type 
variables, they must be coded by numbers before we can fit 
and evaluate our model. 

For this, we used the technique (OneHotEncoder) from the 
Scikit-Learn library in the Pandas module of Python, to create 
a hot-encoding of integer-encoded values, which transforms 
the input categorical variables into numbers. This method 
increases the overall number of input characteristics, so this 
type of encoding creates a binary variable for each unique 
value of the nominal characteristic. The binary variable 
specifies (0) or (1) whether or not the category appears in 
observation (see Table I). 

C. Modeling 
The data preprocessing step is followed by a modeling 

process, which involves training the machine learning 
algorithms to predict the classes from the features. In this 
study, the presented entries are normalized so that all variables 
are on the same scale and distribution, in order to compare the 
performance of the models and evaluate them in the same 
way. We used the method (model_selection.KFold) of the 
SciKit-Learn library in Python, to train the model to create the 
cross-validation folds by 10. Indeed, this method is used to 
evaluate predictive models which divide the set original into a 
training sample that represents the training DataSet, and 
another set reserved for testing and evaluating the model. The 
result is a trained model that can be used for inference; 
making predictions on new data points (see Fig. 4). 

TABLE I. CHARACTERISTICS OF PATIENTS WITH BREAST CANCER AND 
POSSIBLE VALUES 

Attribute Type Attribute Possible Value 
Age_diagnosis Numerical 20 - 80 (Years ) 
Tumor_size Numerical 10 mm - 70 mm 

Lymph_Nodes Categorical 0 - 3 
Tumor_stage Categorical 0 - 3 
Cancer_Grade Categorical 1 - 3 

HER2 Categorical 0 (Negative) - 1 (Positive) 
HR Categorical 0 (Negative) - 1 (Positive) 

Ki67 Numerical 8 % - 60 % 
Surgery_Type Categorical 0 ( Tumorectomy ) - 1 (Mastectomy ) 
Chemotherapy Categorical 0 (No) - 1 (Yes) 

Trastuzumab Categorical 0 (No) - 1 (Yes) 
Radiotherapy Categorical 0 (No) - 1 (Yes) 

Hormonotherapy Categorical 0 (No) - 1 (Yes) 
Metastatic_Relapse Categorical 0 (No) - 1 (Yes) 
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Fig. 4. Supervised Learning Workflow. 

1) Classification methods: In the present study, four 
machine learning methods were used and compared to predict 
metastasis in breast cancer patients: Support Vector Machine, 
Naive Bayes, K-Nearest Neighbors, and Logistic Regression. 

a) Support Vector Machine (SVM): SVM are a type of 
supervised learning algorithms for classification, regression 
analysis, and outlier identification that examine data [33]. It's a 
discriminating model described by a hyperplane; in our case, 
the hyperplane categorizes new instances into one of two 
classes: 0 or 1. 

b) Naïve Bayes (NB): The influence of a variable value 
on a specific class is assumed to be independent of the values 
of other variables by NB classifiers. This is referred to as 
conditional class independence. When the training dataset is 
small, it is utilized to identify crucial classification parameters 
[33]. The NB classifier, which combines the Bayes probability 
model with a decision rule, is one of the most extensively used 
binary classification algorithms. 

c) K-Nearest Neighbors (KNN): The non-assumption of 
the variable's distribution is one of the method's advantages. 
When comparing the two preceding techniques, this is a crucial 
consideration. To maximize classification and cope with the 
bias-variance trade-off, this approach must determine the 
optimal value of k, the number of neighbors. Optimal choices 
of k keep the bias-variance balance in check and, ideally, 
reduce both [34]. 

d) Logistic Regression (LR): LR is a classification 
algorithm generally used in binary classification problems [35], 
as is the case here with negative, 0 and positive response 
values, 1. It uses the maximum likelihood estimate for assess 
the probability of belonging to a class. 

2) Performance measures: It is necessary to calculate the 
model's accuracy in order to test its capacity to anticipate 
occurrences in the proper class. The following procedures 
were employed. 

a) Confusion Matrix: This is a statistic for evaluating a 
classification model's performance. It's also known as an error 
matrix since it may be used to figure out where the model is off 
in its predictions. The confusion matrix analyzes the number of 
accurate and wrong predictions after the prediction. On the 
basis of these factors, classifier comparisons are made (see 
Fig. 5). 

 
Fig. 5. Confusion Matrix. 

We may designate one class as positive and one as 
negative per row and true or false per column in binary 
classification, giving us: 

• TP: correct relapse expected. 

• TN: correction of the expected non-relapse. 

• PF: incorrectly predicted relapse. 

• FN: incorrect non-relapse prediction. 

b) Classification report: A classification report is used to 
assess the classification model's quality. 

The proportion of right guesses in the overall number of 
correct forecasts is known as accuracy. It is calculated by (1), 
where TP and TN indicate the number of properly categorized 
positive and negative cases, respectively, and FN and FP 
represent the number of incorrectly classified negative and 
positive examples. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

             (1) 

The ratio of true positives to all positives is called 
precision (2). This would be the measurement of individuals 
accurately identified as having a risk of metastatic recurrence 
among all patients truly at risk for our issue statement. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

                  (2) 

Equation (3) defines the true negative rate (specificity). 
Among all negative data points, the false positive rate is the 
fraction of negative data points that are correctly classified as 
negative. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
              (3) 

The real positive rate, calculated by equation (4), is the 
recall (sensitivity). Out of all positive data points, this rate 
represents the proportion of positive data points that are 
accurately classified as positive. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

               (4) 

The Roc curve and AUC: When the decision threshold is 
changed, a Receiver Operating Characteristic (ROC) curve 
displays the rate of true positives (sensitivity) versus the rate 
of false positives (1 - specificity) [36]. The area under the 
curve (AUC) is a measure of the likelihood that the model 
would rate a positive random example higher than a negative 
random example. Its values range from 0 to 1. The AUC of a 
model with 100% incorrect predictions is 0. Its AUC is 1 if all 
of its predictions are right. 
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The comparison of the performance of learning algorithms, 
discussed in the next section, is based on these indicators 
(Accuracy; Precision; specificity; recall; AUC). 

IV. RESULTS AND DISCUSSION 
We utilized Jupyter Notebook, Python modules (pandas, 

matplotlib, bumpy), and the scikit-learn framework to process 
ML algorithms for our analysis. To predict metastasis in breast 
cancer patients, the following approaches were tested: (SVM, 
NB, k-NN, and LR). 

First, we performed training for 70% of the dataset (314 
random records), applying the cross-validation method 
checking all the metrics mentioned previously. Then we ran a 
test of the remaining 30% of the data set. Table II illustrates 
the prediction results by successfully classified and wrongly 
categorized examples for the methods (SVM, NB, kNN, and 
LR). 

Then we compared the difference between the precision 
results found in the test and the total, this comparison is based 
on the indicators Accuracy, Precision, sensitivity, specificity, 
Roc curve and AUC, to measure the performance of these 
algorithms based on the Confusion Matrix entries. The 
findings are shown in Table III. 

The best classification performance is obtained with SVM, 
as shown in Table II, which correctly predicts 123 instances 
out of 135 (94 instances 0 which are in fact 0 and 29 instances 
1 which are in fact 1), and 12 badly predicted instances (03 
instances of class 0 predicted as 1 and 09 instances of class 1 
predicted as 0). We also notice that NB has the lowest value of 
correctly classified instances and the highest value of 
misclassified instances (36 badly predicted instances) 
compared to the other classifiers (12 incorrect instances for 
kNN and LR). 

In Table III, the results of the performance measurements 
of the four classification algorithms clearly show that the 
SVM and kNN achieved the highest precision (91.1%). kNN 
has reached the highest sensitivity (Recall), which is 81.6%. 
And NB the worst specificity (51.7%). We can also notice that 
SVM surpasses the other classifiers in terms of Precision 
(90.6%), Specificity (96.9%), AUC (92.9%). This is why, with 
a score of (91.1%) and a smaller error, the SVM outperforms 
the other classification approaches utilized in our study. 

TABLE II. CONFUSION MATRIX OF CLASSIFICATION TECHNIQUES BLE 

Classifiers 
Predicted 

Test Size = 0.30  
0 1 

SVM 
94 3 0 

C
ur

re
nt

 

9 29 1 

kNN 
92 5 0 
7 31 1 

LR 
90 7 0 
9 29 1 

NB 
69 28 0 
8 30 1 

TABLE III. CLASSIFIERS PERFORMANCE 

Classifiers Accuracy (%) Precision Specificity Recall AUC 
SVM 91,1 0,906 0,969 0,763 0,929 

kNN 91,1 0,861 0,948 0,816 0,882 

LR 88,1 0,806 0,928 0,763 0,914 

NB 73,3 0,517 0,711 0,789 0,750 

The ROC curve, on the other hand, offers for a better grasp 
of a machine learning algorithm's capability. Fig. 6 shows the 
ROC curves displayed for the fitted test models in our 
investigation. 

 
Fig. 6. Roc Curve (AUC) Models. 

SVM is the best classifier, as seen in Fig. 6, since the 
curve is squished towards the top left edge, then travels 
towards the upper right corner (90.6 % sensitive and 96.9% 
specific), followed by the other algorithms: LR, kNN, and NB. 

The results obtained for various performance indicators 
show the effectiveness of the SVM model in predicting 
metastatic relapse in patients with early-stage breast cancer 
with the highest precision value of 91.1% and AUC score of 
92.9%. 

V. CONCLUSION 
In this article, we proposed a model that could be used 

during the multidisciplinary consultation meeting (MCM), as a 
personalized prediction tool for the systematic management of 
patients with early breast cancer. Our model predicts the risk 
of metastatic relapse after four years for breast cancer patients 
likely to receive adjuvant therapy. This prediction can help 
decision-making in order to improve therapeutic management 
and increase the overall survival and quality of life of patients. 
We also presented a comparative study on the efficiency and 
effectiveness of the SVM, NB, k-NN and LR algorithms in 
terms of accuracy, precision, and sensitivity to find the best 
classification precision. The results obtained show that SVM 
has proven its efficiency and achieves the best performance in 
terms of precision and low error rate. 
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Abstract—There is no doubt that the software industry is one 

of the fastest-growing sectors on the planet today. As the cost of 

the entire development process continues to rise, an effective 

mechanism is needed to estimate the required development cost 

to control better the cost overrun problem and make the final 

software product more competitive. However, in the early stages 

of planning, the project managers have difficulty estimating the 

realistic value of the effort and cost required to execute 

development activities. Software evaluation prior to development 

can minimize risk and upsurge project success rates. Many 

techniques have been suggested and employed for cost 

estimation. However, computations based on several of these 

techniques show that the estimation of development effort and 

cost vary, which may cause problems for software industries in 

allocating overall resources costs. The proposed research study 

proposes the artificial neural network (ANN) based Neural-

Evolution technique to provide more realistic software estimates 

in the early stages of development. The proposed model uses the 

advantages of the topology augmentation using an evolutionary 

algorithm to automate and achieve optimality in ANN 

construction and training. Based on the results and performance 

analysis, it is observed that software effort prediction using the 

proposed approach is more accurate and better than other 

existing approaches. 

Keywords—Software cost estimation; COCOMO-II; neuro-

evolution; artificial neural network; genetic algorithm 

I. INTRODUCTION 

The software industry is undoubtedly one of the greatest 
innovations in the modern world [1]. The software 
development process broadly requires various discrete actions 
such as understanding the client requirements, analysis, 
preparing the user requirement specification, technical 
requirement specification, software requirement specification, 
and hardware requirement specification in the initial stages [2]. 
Further actions architecture design of the software, design of 
the modules, coding, integration, testing, and debugging. The 
overall development cost estimation depends on the individual 
cost and efforts required for each of the actions involved in the 
SDP. However, estimating the cost in software development 
has been a challenge facing researchers and professionals in 
software engineering over the past few years. The purpose of 
cost estimation is to help with decisions made during the 
development of a software project. Many factors affect the 

accuracy of cost estimation. If the cost is underestimated, the 
project may be delayed, lack implemented features, or not be 
completed. On the other hand, an overestimated cost can lead 
to higher software costs, a waste of resources, and even loss of 
opportunities for competing markets [3]. These factors can 
have negative consequences for the project, the development 
organization, and the customers. Thus, the quality of estimates 
can affect the quality of the software project. 

Many software cost estimation models have been 
developed and improved, which can be categorized into 
algorithmic and non-algorithmic models [4]. In algorithmic 
cost model (ACM), typically a mathematical model or 
expressions are formulated using factors like i) source line of 
codes (SLOC), ii) risk calculation, and iii) skill levels obtained 
from the historical records; however, it fails to enumerate 
many vital factors including i) complexities, ii) reliability and 
experiences of the projects and due to this, it leads to the 
imprecise estimation. The constructive cost model- COCOMO 
is the most popular method in this category [5]. Further, it has 
evolved as COCOMO-II and has been widely used to design 
software cost predictors with various strategies considering 
basic cost indicators like lines of codes (LOC) and the function 
points [6-7]. The non-algorithmic approach is basically 
concerned with soft-computing approaches that overcome the 
limitations of the algorithmic model. The soft-computing 
approaches handle a better approximation of the solutions of 
the complex problems where many nonlinear and uncertain 
parameters are involved. Table I highlights the comparison of 
algorithmic and non-algorithmic models. Specifically, the 
existing approaches for the estimation, such as COCOMO and 
iii) function point-based model, all lack providing desirable 
accuracy as they ignore many of the critical drivers. So, these 
methods limit their applicability in the real-time scenario. In 
order to address these challenges, the soft-computing 
approaches are being extensively attracted the focus of the 
researchers by including approaches either individual or by 
hybrid techniques like- swarm optimization, fuzzy logic, 
genetic algorithm, machine learning, and neural network [8-
10]. The advantage of the soft-computing approach is that it 
approximates the solutions created by the mess due to 
nonlinear factors that are uncertain and imprecise. In recent 
years, neural networks have gained prominence in software 
development. However, the literature presents several studies 
on applying neural networks and machine learning techniques 
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to estimate cost [11-12]. However, there is no consensus on 
which method best predicts software costs. The neural network 
architecture involves different configuration and 
hyperparameters such as layers, neuron nodes, transfer 
function, and learning parameters (weights and biases). 
Generally, the design of the learning model is specific to the 
particular data set and problem context. If the same model is 
introduced with a different dataset, it may not perform 
similarly. Therefore, the parameters mentioned above affect 
network performance. However, the evolution of models that 
produce good results in different environments is still a driving 
force for current research work. This paper suggests a unique 
approach to software development cost estimation based on 
Neuro-evolution. The proposed Neuro-evolution approach 
implements a mechanism of artificial intelligence (AI) that 
employs an evolutionary algorithm to generate optimal 
Artificial Neural Network (ANN) architecture. Further, the 
constructed ANN model in the proposed work is trained to 
adopt characteristics of software attributes using the previous 
dataset to produce accurate software estimates. 

TABLE I. ANALYSIS OF ALGORITHMIC AND NON-ALGORITHMIC 

TECHNIQUES 

Techniques Category Advantages Limitations 

Analogy 

N
o
n
-A

lg
o

ri
th

m
ic

 

Independent of new 

resources 

Dependent on past 
information 

& huge data 

requirement. 

Expert-based 
Highly responsive 
and fast process 

Biased outcome 

Bottom-Up Stable 
Inaccurate timings & 

needs huge data 

Top-Down Faster & low cost 
less stable outcome 

& decisions 

COCOMO 

A
lg

o
ri

th
m

ic
 Flexible analysis, 

input modification, & 

clear outcomes 

Inaccurate estimates 

& practically 

infeasible 

Function 

Point 
Tool independent Not good enough 

Neural 

Network 

Machine 

learning 

Precise predictive 

estimates 

Highly dependent on 
the dataset and no 

standard rule for 
implementation 

The ANN model constructed is a feedforward neural 
network utilizing backpropagation learning mechanisms. The 
entire configuration and learning parameter is realized with the 
evolutionary algorithm, particularly a genetic algorithm (GA) 
implemented via the Neuro-evolution concept. The proposed 
study aims to achieve: 

 A unique ANN model with an optimal selection of its 
parameters, including the size of hidden layers, number 
of neuron units at each layer, and transfer functions, 
from the given interval (linear, Relu, and sigmoid). 

 The stable training process of the constructed ANN 
model that supports large training data samples. 

 Self-adjustment in the weight and biases in an optimal 
manner from the training samples. 

 Enhanced generalization in the training phase and 
efficient identification of dependencies of the predicted 
values from the input observations. 

 Higher accuracy in the prediction to achieve realistic 
estimates of the cost required for the software 
development compared to the existing techniques. 

The remaining sections of this paper are organized in the 
following manner: Section-II presents the review of the 
literature in the context of software cost and effort estimations; 
Section III discusses the material and methodology adopted in 
the proposed work; Section IV presents the system design and 
implementation procedure adopted in the proposed system; 
Section V presents the outcome and discusses the performance 
of the proposed system concerning its scope and effectiveness 
compared to the existing approaches, and finally, the entire 
contribution of the proposed work is summarized in 
Section VI. 

II. RELATED WORK 

Currently, the literature consists of several types of 
techniques and schemes for software cost estimation and 
prediction. This section discusses some of the recent research 
works carried in the context of enhancing prediction of the cost 
required for software development. 

A. Algorithmic Approaches 

The algorithmic approaches are concerned with 
mathematical models or expressions for cost predictions. To 
date, various methods have been suggested based on the 
algorithmic approaches. Work carried out by Kumawat, and 
Sharma [13] focuses on estimating the size metric for 
computing the cost required for the software project 
development (SPD). The authors have used the function point 
analysis (FPA) technique to compute cost estimates. The work 
of Khan et al. [14] suggested a cost estimation model by 
customizing features of the COCOMO-II that integrates 
additional cost drivers for computing the estimates of actual 
cost and effort required for SDP. Similarly, the study of Keil et 
al. [15] has introduced a different version of COCOMO-II to fit 
in the context of global software development (GSD). Two 
additional cost drivers are added in this version of cost drivers 
concerning collaboration and communication among different 
sites. The researchers in the above-discussed literature have 
tried to provide a significant contribution. All the factors are 
determined and devised based on the literature analysis and 
researchers' knowledge. However, there is a lack of empirical 
support, effective benchmarking, and validation of the scope of 
the suggested schemes. The authors in the study of Menzies et 
al. [16] have introduced a tool that encompasses case studies 
and previous experience to reduce the execution time, the effort 
required, and the number of defects in the project's 
development. Their results were obtained from small data sets, 
and they recommend conducting other tests where large 
volumes of information are handled. They do not explicitly use 
control indicators from other areas of knowledge, for example, 
to measure human and logistical resources. In the existing 
literature, few extensions to COCOMO were suggested, 
including dynamic multistage models to meet the analytical 
needs of prototyping SPD models. These models consider the 
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dynamics of varying requirements, system design, and other 
strategies, but all lack desirable accuracy as they ignore many 
critical drivers. So, these methods limit their applicability with 
varied IDEs models, languages, and tools. 

B. Non-Algorithmic Approaches 

The non-algorithmic approach generally implies the soft-
computing techniques that handle ambiguity and nonlinearity 
in the cost estimation techniques. The previous section 
discusses the conventional approaches regarding software cost 
and effort estimation. However, software project requirements 
constantly change over time, which also causes the estimates of 
cost and effort to change. The researchers realized the need for 
soft computing approaches that include machine learning 
techniques, fuzzy logic, and various metaheuristic method. 
This section discusses the existing soft computing approaches 
for software effort and cost estimation to analyze the current 
research trend. Nandal and Sangwan [17] a hybrid Bat and 
Grautational algorithm is used to estimate the effort of 
software, whereas fuzzy regression models are used to 
overcome the problem of imprecise in the dataset for the 
prediction software effort (Nassif et al. [18]). All these 
approaches provide a good solution but at the cost of huge 
computational complexity. The application of evolutionary 
algorithms like GA is used in the study of Zaidi et al. [19] and 
Reena et al. [20] to optimize the coefficients of different 
estimation models in the presence of nonlinear data. The 
approach of intelligent techniques like the neural network deals 
with the complexities and uncertainty in the software effort 
estimation is presented in Venkataiah et al. [21] [22]. Few 
recent research studies have also focused on applying the 
hybrid approach in the SPD process. The joint approach of 
nature-inspired algorithm and ML is adopted by authors in [23-
25] to compute the estimates of effort in project development. 
The work of Singh et al. [26] evaluated different ML techniques 
in the software effort estimation. The outcome reported in this 
study showed better performance achieved by LR in terms of 
error percentage analysis. A neural network approach [27-28] 
has also been widely accepted in software cost estimation. In 
the work of Choetkiertikul et al. [29], a long short-term 
memory (LSTM) and recurrent highway network (RHN) are 
employed to estimate the effort required for completing user 
stories or issues. Also, Bayesian Network is used to estimate 
the work time required in the SPD process [30]. 

C. Motivation of the Research 

A wide range of schemes and techniques have been 
described in the literature for predicting SPD's costs. The 
recent literature has been observed more focused on applying 
metaheuristic techniques, neural networks, and machine 
learning algorithms. Building a model based on the dataset is 
difficult due to the complexity and nonlinearity involved in the 
data attributes. Also, the learning model's design is affected by 
a variety of factors concerned with network parameters, data 
modeling, and feature engineering. Apart from this, the factors 
that determine the connectivity among nodes are complicated 
to analyze before the training phase to develop an ideal 
network. Generally, the building and training of the learning 
model involves a lot of human effort and is specific to the 
particular context, which is a significant concern as software 
attributes vary over time. However, even small changes in 

parameters can dramatically alter the result of the trained 
model. 

A unique model with accurate estimation is presented based 
on the neuro-evaluation augmenting topology to evolve with an 
optimized ANN architecture to address and overcome these 
problems. This type of approach for the cost estimation 
problem has not yet been applied to the software cost 
estimation problem. The proposed study aims to explore the 
effectiveness of augmenting the topology mechanism to 
automate the construction and training of the ANN model that 
generates better solutions. 

III. MATERIALS AND METHODOLOGY 

The material used for evaluating the proposed model is the 
COCOMO dataset. The methodology used for designing and 
developing the proposed ANN model for cost estimation is 
based on the Neuro-evolution AI technique, which constructs 
an optimal ANN model using a genetic algorithm. This section 
briefly highlights the dataset and methodology adopted in the 
proposed system. 

A. Dataset 

The COCOMO (Constructive Cost Model) is a widely 
known software estimation model introduced by Barry Boehm 
[31]. This model utilizes an approach of statistical correlation 
between software attributes and lines of the code. In other 
words, it basically adopts regression analysis with the 
responsible parameters that are representative of the estimates 
of the cost required in software development. In the current 
research work, the study uses the COCOMO NASA-2 dataset 
publicly accessible at the promise software engineering 
repository. This dataset consists of a total of 24 vital cost 
attributes from 93NASA projects. 

B. Artificial Neural Network 

In recent years, ANN has received wide attention to address 
complex nonlinear problems in various fields such as computer 
vision, image processing, natural language processing, and 
many more. ANN can be viewed as a function approximator 
that takes an input from observation state and maps to the 
output state (decision), such that:  ( )   . Typically, the 
function approximators consist of neurons, often referred to as 
cells or units, composed of summation and activation 
functions. The typical function of ANN cell is described in 
Fig. 1 as follows: 

 

Fig. 1. Typical Function of ANN Cell. 
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In Fig. 1, the architecture of the basic ANN cell is 
described where x is the n input such that:               , 
  indicates synaptic weight, such that:   
             . Each weight ' ' are associated with input 
sample     both together served as input to the cell function, 
where all   is multiplied with   and are summed with biased 
(b) using summation function as described as follows: 

    (     )  (     )    (     )          (1) 

Equation 25 describes the dot product of vector   and 
vector    and their summation is given in equation 26 as 
follows: 

∑                   (2) 

The weights'  ' can be considered as a strength of the 
association between cells, and it also decides how much 
influence the given input will have on the cell's output. Another 
essential component of the ANN cell is the offset value added 
to the summation of dot product     . This offset value is 
often called a bias that allows shifting the phenomenon of the 
nonlinear activation function to produce the expected result 
correctly to the output state. Moreover, the w and b are also 
often called learning parameters of the ANN model; the 
relationship between w and b can be numerically represented 
as follows: 

(   )                 (3) 

Equation 3 is then passed to the nonlinear function, which 
is generally a sigmoid function that enables nonlinearity in the 
ANN cell as numerically represented as follows: 

   (   )                  (4) 

Where   denotes the output of the cell and nonlinear   
sigmoid function. Sigmoid or Logistic: takes a real-valued 
input and returns output in the range [0,1]. The ANN cells are 
arranged into several layers, typically classified as input layers, 
hidden layers and output layers all interconnected to each 
other. 

Usually, the topological structure of the artificial neural 
network is selected based on empirical analysis, and the 
learning parameters are determined using the training process, 
which is related to the trial-and-error process. Therefore, 
developing an ANN model is not a big problem. However, 
training ANN models to accomplish certain tasks is a real 
challenge. In this regard, Neuro-Evolution can be an effective 
mechanism for determining the optimal topology of neural 
networks and learning parameters (weights and biases) to 
construct an ideal ANN model. 

C. Neuro-Evolution of Augmenting Topologies 

Neuro-Evolution of Augmenting Topology (NEAT) is a 
neuroevolutionary AI technology that deals with topology 
augmentation to automate the construction and training of 
ANN models using evolutionary algorithms (EA) [32]. The EA 
in NEAT is a kind of genetic algorithm (selection, crossover, 
and mutation), which allows the evolution of ANN units, 
learning parameters (weight and biases), and structure, trying 
to determine stability between the fitness of the obtained 

solution and assortment. Fig. 2 shows a sample visualization of 
the topology construction of ANN using the NEAT algorithm. 

         
(a) Initial Architecture of AN  (b) Augmented Topologies of ANN. 

Fig. 2. Topology Construction of ANN using NEAT. 

In the above Fig. 2, visualization of initial topology (a) and 
final topology construction of ANN model (b) after several 
iterations is shown using NEAT. The flow process of topology 
augmentation in the construction and training of the ANN 
model is shown in Fig. 3. 

The mechanism of topology augmentation for the optimal 
ANN model requires the initialization of variables concerning 
network hyperparameter and loss function. The initialization of 
hyperparameter variables (such as learning rate and the number 
of neurons) is crucial to determine the training performance of 
the network during the crossover and mutation process of EA. 
On the other hand, the loss function determines the optimality 
of the neuron genes (bias) and synapse genes (weight) in the 
learning phase. The loss function in NEAT is also regarded as 
a fitness function, and a set of neuron genes and synapse genes 
are called genomes. 

 

Fig. 3. Flow Process of Topology Augmentation using NEAT. 
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The algorithm generates a genome considering single input 
and output layer during the initialization of an initial set of 
solution candidates (population). Therefore, in the first 
generation, the genomes only vary in weights and biases but 
not network topology. After assessing the fitness value of each 
genome, the algorithm stops if the termination criterion is met. 
Otherwise, it generates a new set of solution candidates by 
executing crossovers phase y between genomes and then 
performs mutations in the subsequent offspring. All these 
processes are carried out randomly, and prior to computing the 
fitness of neuron genes and synapse genes, i.e., optimality of 
weight and biases, the algorithm splits the set of solution 
candidates into species (a particular class with the common 
characteristics) based on the computation of the genetic 
distance between each set of neuron weight and biases. The 
computation of the genetic distance is carried out using the 
following numerical equation: 

                     (5) 

The above equation 6 represents the computation of 
distance (d) based on the summation of neuron (            ) 
and synapse (              ). The computation of the    and 
   are shown in equations 6 and 7 as follows: 

      
  

    ( (  )  (  ))
             (6) 

      
  

    ( (  )  (  ))
            (7) 

Where    and    are the user-defined variables for fine-
tuning the model parameters.  

IV. PROPOSED COST ESTIMATION MODEL 

This section discusses the proposed cost estimation 
implementation procedure based on the ANN model 
determined using the NEAT algorithm discussed in the 
previous section. In the proposed study, the cost estimation 
problem is being studied as a regression problem rather than an 
optimization problem to predict kilo line of code (KLOC). The 
proposed cost estimation model design involves three core 
modules; namely, i) data exploration module ii) data 
preprocessing, and iii) design of ANN Model. 

A. Dataset Exploration 

In the current study, the data is available on the NASA 
website. The data is downloaded by sending an HTTP GET 
request to the respective URLs. When the request is sent, the 
data can be retrieved in the form of an a.arff file. However, this 
is not readable readily by our system. Hence, the data is sub-set 
from the 'Arff file', which contains 10 parts, including {Title, 
Past Usage, Relevant Information, Number of instances, 
Number of attributes, Attribute information, Missing attributes, 
Class distribution, Data}. The sub-set extracts only the Data. 
The Data Store stores the data in the form of a simple CSV file. 
Each column is separated by a (delimiter), and a new line 
character separates each sample. Many data science platforms 
can read and process this format, including pandas used in the 
current study. The data imported into the numerical computing 
environment (NCE) describes 124 entries ranging from the 
index number 0 to 123 with 24 columns. The dataset consists 
of 24 variables with type numeric and two categorical 

variables. The memory taken to upload the data is more than 
25 KB. Table II presents a statistical description of all the 25 
predictors and an output KLOC. The closer shows that the 
counts of all the parameters are identical to the number of 
samples, which indicates there are no missing values. The 
differential between the consecutive pair between {0, 25%}, 
{25%, 50%}, {50%, 75%} and {75%, 100%} sometimes are 
not less than standard deviation ( ) that means there is the 
presence of outliers in the data, as well if RMSE and MAE of 
the model have a difference more than mean KLOC then 
outliers need to be corrected. Another important observation on 
the dataset is that certain parameters show a specific 
correlation with the effort. The correlations are either negative 
correlation or positive correlation. In positively correlated 
parameters, the effort decreases with a decrease in the 
parameter's values, whereas, in negatively correlated 
parameters, the effort decreases if the parameters increase. The 
positively correlated parameters are the cost drivers (CD)  
 {acap, pcap}, and negatively correlated parameters such that 
CD   {rely, Cplx, data, time, stor, sced}. Further, on the 
analysis of co-efficient using linear regression analysis, it is 
found that reduced reusability (ruse) and 'site' have a higher 
multiplier effect on cost/effort compared to other CDs, as 
evident in Fig. 4. It is clear that the correlation of data points 
with the actual effort is highly non-uniform in nature. 
Therefore, a custom feature engineering process for the 
proposed ANN-based CEM is being carried out. 

B. Preprocessing 

In this section, the preprocessing operation is carried out 
from the perspective of the feature engineering task and the 
extraction of suitable input for the proposed learning model. 
The core module in this stage contains i) correlation analysis 
and ii) dataset normalization. In the correlation analysis, the 
relationships between various variables are analyzed using a 
mathematical approach that helps find correlations between 
various cost drivers. The formula for correlation is shown in 
the equation as follows: 

      
∑(     )  (     )

√∑(     )  ∑(     ) 
             (8) 

Where,    and    denotes cost drivers,    and    are means 
values of the cost drivers and      is the correlation factor 

between x and y that ranges from -1 to +1. As it can be 
observed from the formula if x   y, which means that x = ky, 
then the following outcome is achieved when the same is 
substituted in equation 9. 

      
∑(     )   (     )

√∑(     )    ∑(     ) 
            (9) 

      
∑ (     )

 

 √(∑(     ) ) 
           (10) 

      
 ∑(     )

 

  ∑(     ) 
            (11) 

                    (12) 

The above equation 12 proves that when the two cost 
drivers are proportional, the correlation between them is one. 
Similarly, when one cost driver reduces and another cost driver 
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increases, in other words, x=k-ly, then the correlation is said to 
be -1 and considered as an ideal scenario when there is a 
perfect linear relationship between two CDs. However, a zero 
correlation refers to total randomness and no relation between 
two CDs. The correlation plot for among CDs is given in 
Fig. 5. It can be analyzed that there is a strong correlation 

between the 'prec', 'flex', 'resl' and 'team'. As it can be observed 
that except for exponential CDs such that {'prec', 'flex, 'resl', 
'team' and 'pmat'} all other CDs have (>10%) correlation. 
Hence, all variable turns out to be significant while building an 
ANN model. 

TABLE II. DESCRIPTIVE STATISTICS 

Cost Drivers count mean std min 25% 50% 75% max 

ACT_EFFORT 124.0 563.334677 1029.227941 6.00 71.50 239.500 581.750 8211.00 

prec 124.0 3.110000 1.292409 0.00 2.48 2.480 4.9600 4.960000 

flex 124.0 2.618952 1.041618 0.00 103 2.030 4.0500 5.070000 

resl 124.0 3.688871 1.403707 0.00 2.83 2.830 5.6500 6.010000 

team 124.0 1.837097 1.094185 0.00 1.10 1.100 3.2900 4.660000 

pmat 124.0 5.602984 1.288265 2.84 4.68 4.680 6.2400 7.800000 

relay 124.0 1.078522 0.103427 0.85 1.00 1.100 1.1000 1.740000 

Cplx 124.0 1.189892 0.163256 0.87 1.17 1.170 1.2125 1.740000 

Data 124.0 1.014919 0.117179 0.90 0.90 1.000 1.1400 1.280000 

Ruse 124.0 0.996935 0.014605 0.95 1.00 1.000 1.0000 1.070000 

Time 124.0 1.124516 0.184476 1.00 1.00 1.000 1.2900 1.630000 

Stor 124.0 1.107097 0.163149 1.00 1.00 1.000 1.1700 1.460000 

Pvol 124.0 0.927406 0.095456 0.87 0.87 0.870 1.0000 1.150000 

Acap 124.0 0.880276 0.101079 0.71 0.85 0.850 1.0000 1.016667 

Pcap 124.0 0.918817 0.085625 0.76 0.88 0.895 1.0000 1.000000 

pcon 124.0 1.000544 0.035766 0.81 1.00 1.000 1.0000 1.205000 

Apex 124.0 0.925712 0.083496 0.81 0.88 0.880 1.0000 1.220000 

Plex 124.0 1.004590 0.080974 0.91 0.91 1.000 1.0000 1.190000 

ltex 124.0 0.966781 0.089415 0.91 0.91 0.910 1.0000 1.200000 

Tool 124.0 1.115847 0.078542 0.83 1.09 1.170 1.1700 1.170000 

Sced 124.0 1.043065 0.063760 1.00 1.00 1.000 1.1400 1.140000 

Site 124.0 0.925040 0.017623 0.86 0.93 0.930 0.9300 0.947500 

docu 124.0 1.024940 0.057830 0.91 1.00 1.000 1.1100 1.230000 

Physical Delivered KLOC 124.0 103.443901 141.455891 0.00 20.00 51.900 131.7500 980.000000 

 

Fig. 4. Representation of Cost Multiplier. 
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Fig. 5. Correlation Plot among CDs and KLOC. 

In order to provide an input to a learning model, the input 
data is required to be in a vector form. Feature vectorization 
refers to converting a row of values into a usable vector. In this 
phase of implementation, the data is normalized with the help 
of the Min-Max scaling method. Further, each row is 
transposed and fed to neural networks. The typical formula for 
data normalization for feature vectors is numerically expressed 
in equation 13. 

   
      ( )

   ( )     ( )
           (13) 

Where,   is the input data, i.e., original CDs feature 
samples, which is normalized using min and max function and 

rescaled in the range of [0,1], and    normalized CDs feature 
samples which are further fed to the proposed learning model. 

C. Design of the Proposed ANN Model 

This section discusses the ANN model design and its 
implementation procedure with the support of the algorithmic 
steps. The implementation procedure utilizes the NEAT library 
of python executed in the Anaconda distribution. The dataset is 
split into training and testing sets, where 80% of the dataset is 
kept for the model training, and 20% of the dataset is kept for 
model testing. The design configuration of the proposed ANN 
model is carried out using neural evolution mechanisms, where 
the features from the input observation are considered for 
determining weights and biases. In this process, the optimality 
of the ANN architecture is determined through topology 
augmentation using a genetic algorithm. The configuration 
parameters considered in the ANN construction consist of 
hidden layers, neurons unit at each hidden layer, and a set of 
transfer functions. The proposed study considers three transfer 
functions: linear, Relu, and nonlinear sigmoid. On the other 
hand, mean square error (MSE) is considered a fitness 
function. Since the proposed study has considered MSE, the 
fitness evaluation is carried out based the less error. Therefore, 
the inverse roulette selection (IRS) technique is considered for 
the proportionate fitness selection. The core configuration and 
training process of ANN construction using topology 
augmentation is shown in Fig. 6. The topology augmentation 
begins with the initialization of population (a set of candidate 
solutions), basically a pool of random neural networks. The 
process iterates several times, which is also called a generation 
where the algorithm chooses the optimal ANN based on the 
fitness value, which is then further cross overed according to 
the selection/decision process. 

 

Fig. 6. Generation of Optimal ANN Model using Neuro-evolution Technique. 
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Afterward, a new ANN model is generated, and after 
mutation, an evolved version of the ANN model is further 
carried out for the training process. All these processes 
continue until the termination criteria are met. This termination 
criterion is based on the specified number of generations, 
wherein each generation, the trained model is evaluated and 
selected according to the prediction performance. The 
implementation steps for the above-discussed procedure are 
mentioned as follows: 

Algorithm:1 Neuro evolution training 

Step 1. Create population pool 

In this step, the population pool is generated, a set of random 

neural networks with random layers and neurons and random 

activation functions. Inputs to the algorithm are given in the 

form of a finite number of layers and neurons and, at the same 

time, a set of activation functions. The activation functions 

allowed are, Sigmoid, Linear, and relu.  

Step 2. Evaluate fitness of the population 

The MSE fitness function measures the fitness of the 

population. The MSE of the input data is considered with the 

output in the training set.  

Step 3. Select the fittest individual to reproduce 
The inverse Russian roulette process selects the individuals for 

the repopulation pool. The lower the fitness function value, 

the higher the probability of the selection. The following 

equation decides the probability of selection. 

        
    

∑     
 
   

           (14) 

Step 4. Repopulate using copies of the fittest network 

Most fit individuals among the population are selected and 

used for further processing. The crossover of these individuals 

is made here, and also mutation is applied according to the 

mutation probability.  

Step 5. Introduce normally distributed mutations to the 

network weights 

The neural networks are finalized in this step, and the newly 

formed networks are introduced to the population pool. 

V. RESULT AND PERFORMANCE ANALYSIS 

This section discusses the performance metrics followed by 
outcome analysis to justify the scope and effectiveness of the 
proposed system. 

A. Neuro Evolution Model Parameters 

The design and development of the proposed system are 
done using python programming language and execution on 
Anaconda. The parameters considered for executing proposed 
neuroevolutionary technique for obtaining optimal ANN model 
is mentioned in Table III. 

The parameter namely population size is the total number 
of offspring (networks) present in each generation and total 
number of generations is number of times the fitness is 
measured. In 15% of the cases a new neuron is added to the 
network. In 10% of the cases an existing neuron is deleted 
from the network. Addition and deletion of neurons happen 
within a single generation. Either relu, sigmoid or linear 

activation functions are chosen. Initial bias is assigned 
according to the normal distribution. Maximum value of 
weights and bias are set to 30 however the minimum weight is 
set to 0 in order avoid negative values. At the same time, 
minimum bias is set to -5 in order to cancel out certain values. 

Mutation probability is 5%. This is necessary to display the 
stochastic nature of the system. After successful execution of 
the neuro-evolution training, the proposed algorithm returns 
optimal ANN model discussed in Table IV. 

The architecture of the obtained ANN model is shown in 
Fig. 7. After evolution through several iteration, the neuro-
evolution algorithm provides optimal number of layers and 
number of neurons unit at each layer as mentioned in Table IV. 

TABLE III. NEURO-EVOLUTION HYPERPARAMETERS 

Parameters Values 

Population size 200 

Number of generations 100 

Probability of adding a new neuron 0.15 

Probability of deleting a neuron 0.1 

Activation function Sigmoid, Relu, Linear 

Initial bias according to normal distribution 

Mutation probability 0.5 

Minimum neuron bias -5 

Maximum neuron bias 30 

Minimum weight 0 

Maximum weight 30 

Weight mutation probability 0.5 

TABLE IV. CONFIGURATION DESCRIPTION OF OBTAINED OPTIMAL ANN 

MODEL 

Layer 
Number of 

neurons 
Trainable parameters 

Layer 1 (input) 24 N/A 

Layer 2 10 (24*10) + 10 = 250 

Layer 3 5 (10 * 5) + 5 = 55 

Layer 4 (output) 1 (5 * 1) + 1 = 7 

Loss Function (MSE) - - 

Activation Function (Relu) - - 

 
Total neurons: 

40 

Total trainable parameters: 

312 

 

Fig. 7. Architecture of Optimal ANN Model. 
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B. Performance Metrics 

1) MMRE (Mean Magnitude of Relative Error): The 

MMRE performance metric is the most common basis for the 

assessment of the effort estimation process. The matric 

MMRE is computed for the given dataset of software projects 

whose estimated efforts are compared with their actual efforts. 

The estimation process with minimum MMRE is considered 

to be the most accurate. The formula for calculating MMRE is 

given as Eq. 15. 

      
 

 
  ∑

⌊(    )⌋

 

 
              (15) 

Where, y is the actual effort, and    denotes estimated work 
effort for project pi, and   is the total project (PI) under 
consideration. Mathematically, MMRE gives an average 
percentage of error between y and   . 

2) MSE (Mean Squared Error): MSE is being calculated 

in proposed implementations to analyze the performance of 

proposed methods over other LR and SVR. MSE is more 

critical function while building better models while optimizing 

the learning model. The formula for calculating MSE is given 

as Eq. 16. 
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              (16) 

Where y is the actual effort, and    denotes estimated work 
effort for project pi, and   is the total number of the project 
under consideration. 

3) RMSE (Root Mean Square Error): Since the unit of 

MSE is squared, RMSE is the square root of MSE used since 

the unit of MSE is     where    is the number of lines of code 

in the project. Though MSE is significant for optimizing the 

model, it would make no sense to human beings. Hence, the 

study considers RMSE   √   . Since the unit of RMSE is 

  , it can be assumed that the most probable range for y can 

be          . The computation of RMSE can be 

numerically represented as follows in eq. 17: 

      √
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4) MAE (Mean Absolute Error): This is similar to 

MMRE, representing average absolute error instead of 

providing average percentage error. In MAE abs function is 

used to remove the error from simple error, and the average is 

calculated. Due to this, some of the extreme points, like 

outliers, will provide less significance; hence this measure is 

less sensitive to outliers. MAE can be numerically represented 

as follows in eq. 18: 
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Since the unit of MAE and output (actual cost) is the same, 
MAE represents total cost overrun or underrun. 

5) Pred: PRED is the de facto standard for cost model 

accuracy measurement. It is called the percentage of 

predictions falling within the K% of the actual known value. 

The formula for PRED calculation is shown in equation 19: 
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Where k% is the percentage error between AE and EE, 
PRED represents the percentage of a number of projects whose 
cost overrun or underrun is below 25% in some researches 
30%. 

C. Outcome Analysis 

This section discusses the outcome obtained for the 
proposed system based on the comparative analysis. The 
proposed study implements two machine learning algorithms 
for the comparative analysis such as Linear regression (LR) 
and supports vector regression (SVR). In order to compare 
ANN with LR and SVR, the performance metrics MSE, 
RMSE, and MAE are considered. To justify the scope of the 
proposed optimal ANN model, the study also considers 
performance analysis with similar existing approaches such as 
estimation technique based on fuzzy-genetic [33] and based 
Dolphin optimization technique [34], Bat optimization [34], 
and combined Dolphin-BAT [34], the performance metric 
PRED and MMRE is used. The quantitative outcome obtained 
for the proposed system and its comparison is shown in 
Table V. 

As it can be observed in Table V, that LR, SVR is 
associated with 151% and 128% errors, respectively, which 
means the predicted/estimated value could be more than twice 
as big as the actual value; therefore, making LR and SVR unfit 
for real-world implementations. However, even the most basic 
benchmarked algorithms (GA) are giving 29.9% error which is 
below 30%, which is an acceptable cost overrun ratio for 
software projects in general. It is also far below 77%, which is 
the average cost overrun ratio of the NASA project from which 
the dataset is collected. The overall numerical outcome shows 
the proposed ANN's effectiveness regarding the cost overrun 
ratio. Performance analysis regarding MAE is shown in 
Table VI. 

TABLE V. QUANTITATIVE OBSERVATION IN TERMS OF MMRE 

Methods Performance Metrics 

LR 1.510457 

SVR 1.281522 

GA 0.299469 

BAT 0.1698 

DOLPHIN 0.1665 

DOLPHIN-BAT 0.14576 

ANN 0.113518 

TABLE VI. QUANTITATIVE OBSERVATION IN TERMS OF MAE 

Methods Performance Metrics 

LR 119.266357 

SVR 81.872095 

ANN 22.151230 
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The performance metric MAE is used to calculate the 
performance of proposed methods over other LR and SVR. 
Since the unit of MAE is in   , the MAE value 22.15 obtained 
for ANN represents a number of lines of codes in the projects 
that may vary by 22,151 lines in ANN. An average developer 
writes 250 lines of production code per week (40 hours of 
working per week). An extra 22151 lines represent 88 weeks of 
work (3520-man hours). Considering that an average developer 
in the USA earns approximately $34 per hour, the total cost 
overrun might come to $119,680. In the cases of LR and SVR, 
the cost overrun is quite more than ANN, which is impractical 
for real-time implementation? The performance of the learning 
models implemented in this study regarding MSE is shown in 
Table VII. 

The metric MSE is being considered in proposed 
implementations to assess the performance of the proposed 
ANN over other LR and SVR. MSE represents the overall 
training of the algorithm as it is used for optimization. Even 
though the MSE does not directly represent the algorithm's 
performance, it does represent the quality and level of training 
given to the algorithm. Lower MSE represents higher 
knowledge of the algorithm. More trainable parameters can 
store more knowledge among them. The MSE score is higher 
in both LR and SVR as they contain fewer trainable parameters 
than ANN. The quantified outcome indicates that ANN is less 
associated with error compared to LR and SVR. Therefore, it 
can be concluded that SVR and LR are subjected issue of 
underfitting. The performance analysis in terms of RMSE is 
mentioned in Table VIII. 

Similarly, the metric RMSE is considered to evaluate the 
training performance of the learning models. The RMSE also 
helps to understand the requirement re-training model by the 
preprocessing step. From the quantified outcome, the proposed 
ANN scored 39.33 % RMSE and 22.15% MAE from Table VI, 
i.e., a difference of 17.18 % compared to mean KLOC of all 
projects, i.e., 103.44. This indicates minor variation with 16%-17%, 
which is within the acceptable limit of 20 %. The performance 
analysis regarding PRED is shown in Table IX. 

PRED represents the ratio of projects which has less than a 
threshold percentage of cost overrun. Hence, this performance 
measurement is more practical than the other metrics since it 
represents the number of projects that will fall below the 
acceptable cost overrun ratio. In most of the studies, the 
threshold is set to 30%. In this study, 25% of the threshold 
value is considered to perform comparative analysis. From 
Table IX, it can be observed that the proposed model ANN 
achieved a higher PRED value, i.e., 68.91, compared to other 
ML methods and existing approaches. Bat, Dolphin, hybrid 
Dolphin-Bat, and the proposed ANN are more practical to 
implement as they have PRED value much higher than GA. 
But among them, the proposed ANN method has the highest 
PRED value, which indicates its suitability and scope in the 
real-world system. The following analysis mentions the overall 
improvement (%) of ANN concerning MMRE in Fig. 8 and 
PRED in Fig. 9 over other implemented ML models and 
existing approaches. 

TABLE VII. QUANTITATIVE OBSERVATION IN TERMS OF MSE 

Methods Performance Metrics 

LR 42545.810081 

SVR 29240.145478 

ANN 1547.247493 

TABLE VIII. QUANTITATIVE OBSERVATION IN TERMS OF RMSE 

Methods Performance Metrics 

LR 206.266357 

SVR 170.997501 

ANN 39.335067 

TABLE IX. QUANTITATIVE OBSERVATION IN TERMS OF PRED 

Methods Performance Metrics 

LR 2.335234 

SVR 5.297425 

GA 11.66 

BAT 61.66 

DOLPHIN 61.66 

DOLPHIN-BAT 66.66 

ANN 68.91522 

 

Fig. 8. MMRE Improvement (%) of ANN over SVR, LR and existing 

Methods. 

 

Fig. 9. PRED Improvements (%) of ANN over SVR, LR and Existing 

Methods. 
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The analysis from Fig. 8 shows ANN has achieved 92.4% 
improvement over LR, 91.14% improvement over SVR, and 
62.09%, 33.15%, 31.82%, 22.12% over Fuzzy-GA, BAT, 
Dolphin, and Dolphin-Bat, respectively. The analysis from 
Fig. 9 shows that ANN has achieved 96.91% improvement 
over LR, 92.31% improvement over SVR, and 83.08%, 
10.53%, 10.53%, 3.27% over Fuzzy-GA, BAT, Dolphin, and 
Dolphin-Bat, respectively. Hence, it can be seen that the 
proposed offers a good result regarding software cost 
estimates. The overall analysis shows effectiveness of the 
proposed neuro-evolution algorithm towards devising suitable 
learning model for achieving realistic estimates of the cost 
required in the initial stage of the software development 
process. Hence, the proposed research work suggested a 
technically-efficient method acquainted with recent trends and 
technologies to benefit real-world applications. 

VI. CONCLUSION 

The development of software projects involves various 
phases like initial planning, risk assessment, effort, and cost 
estimation. Among these, cost estimation is the key concern in 
the software industry. The conventional approaches do not 
provide accurate estimation due to the lack of precise system 
and cost drivers modeling. In this paper, the study has 
presented a novel and unique approach to predict realistic 
estimates of the cost needed to develop a software project. The 
proposed study applied a mechanism of neural evolution in 
conjunction with evolutionary technique, namely genetic 
algorithm top construct ANN, which predicts actual estimates 
of the cost required to develop a software. The application of 
neural evolution in ANN modeling proves its effectiveness and 
scope that it can compete with the existing techniques in terms 
of realistic estimates of the cost and effort. Once developed and 
trained, the proposed ANN can estimate the development costs 
in real-time as it computes cost estimates based on the 
responsible attributes required in the development of the 
software. The execution complexity grows linearly with the 
problem context and size of data samples. Based on the result 
analysis, it is observed that the proposed ANN is producing 
better results than other previously proposed algorithms and 
other machine learning models being implemented. The 
existing works adopted global optimization algorithms that 
require huge computing resources due to recursive operation in 
parallel. However, the proposed ANN model is constructed 
optimally using the mechanism of augmenting topology, and it 
better adopts generalization of the feature from the input 
observations, therefore, providing accurate estimates of the 
cost compared to the existing approaches. 
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Abstract—The development of computational thinking skills 

is essential for information management, problem-solving, and 

understanding human behavior. Thus, the aim of the experience 

described here was to incorporate computational thinking 

practices to improve learning in a first Python programming 

course using programming tools such as PSeInt, CodingBat, and 

the turtle graphic library. A quasi-experimental methodological 

design was used in which the experimental and control groups 

are in different academic semesters. Exploratory mixed research 

was carried out. The control and experimental group consisted of 

41 and 36 students, respectively. The results show that with the 

use of support programming tools, such as PSeInt, CodingBat, 

Python turtle graphic library, and the incorporation of 

computational thinking practices, the experimental group 

students obtained better learning results. It is concluded that 

student performance and motivation in university programming 

courses can be improved by using proper tools that help the 

understanding of programming concepts and the skills 

development related to computational thinking, such as 

abstraction and algorithmic thinking. 

Keywords—Programming tools; computational thinking; 

algorithmic thinking; motivation; abstraction 

I. INTRODUCTION 

Computational Thinking (CT) is a fundamental skill for all 
students [1]. In [2], CT has been found to involve abstraction, 
algorithmic thinking, automation, decomposition, debugging, 
and generalization. In addition, the formation and development 
of algorithmic thinking in higher education students is a 
requirement of the information society, as it provides them 
with instruments to solve problems of everyday life [3] and get 
a solution through a series of steps [4]. It is a fundamental skill 
that students develop when they learn to program [5]. Also, 
computer programming involves other skills like logical 
reasoning and creativity in problem-solving. 

However, learning computer programming for novice 
students is considered a challenge for educators, since a 
decrease in students’ interest and motivation to learn 
programming courses has been noted [6]. The learning process 
can be complicated and demanding, difficult to master for 
novice programmers [6][7]. Computer programming courses 
are considered the most difficult courses in which 
undergraduate students do not usually succeed [8]; in [9] 
explain that the content of an introductory programming course 
emphasizes more on learning the syntax and semantics of the 
programming language. In addition, programming courses 
should not only focus on teaching students to write code but 
should also include the development of skills related to 

computational thinking, such as algorithmic thinking, logic, 
and problem-solving [4]. 

According to [10], programming courses introduce a 
programming language and the computer science thinking way. 
Furthermore, programming exposes students to computational 
thinking, because it requires problem-solving using computer 
science concepts such as abstraction and decomposition [11]. 
For [12][13], CT has begun to influence various disciplines and 
professions, in addition to all science and engineering 
disciplines, making it necessary to include it in general 
education. 

On the other hand, high dropout rates are found in 
introductory programming courses [14], one of the main 
reasons being the lack of students’ motivation [15]. Since 
computer programming requires constant effort and practice, it 
is important to keep students motivated [16], to get their 
predisposition to continue learning and improve their learning. 

Consequently, the problem we found is that traditional 
methods used to teach programming courses to novice 
students, based on syntax and semantic content of the 
programming language can demotivate students to continue 
learning programming courses, causing low performance in 
their learning and even dropout. 

In this context, the aim of the experience described here 
was to select the proper programming language, tools, and 
teaching strategies to teach introductory programming courses, 
so that students improve their learning outcomes, develop skills 
related to computational thinking, learn to program, and 
increase their motivation towards the subject of programming. 

The rest of the paper is organized as follows: Section II 
provides some related works proposed in the literature. 
Section III describes the conceptual framework on algorithmic 
thinking, abstraction, and Python. Section IV explains the 
overview of the methodology. Section V presents a detailed 
description of the experience of incorporating computational 
thinking practices in the programming course. Section VI 
shows the results of applying programming tools and 
computational thinking practices to improve student 
performance. Section VII discusses the results obtained. 
Section VIII presents the conclusions and future work. 

II. RELATED WORK 

In the work of [17], they present the use of the ADRI 
(Approach, Deployment, Result, Improvement) approach in the 
teaching and learning process of an introductory programming 
course, for which they redesigned their course materials and 
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developed an editor so that students can complete the required 
stages of the approach, managing to improve student learning 
outcomes compared to previous semesters, focusing on 
problem-solving strategies as well as programming knowledge. 
Additionally, ADRI's approach and editor reduced failure and 
dropout rates. 

In [18], they present a teaching approach based on four 
components: The use of the Python programming language, 
project-oriented and problem-based learning methodologies, 
multimedia resources available on virtual platforms, and 
evaluation rubrics. The approach used improved the academic 
performance of the students, which is evidenced in the grades 
obtained, and the dropout rates were reduced. The results 
obtained suggest Python as a proper programming language for 
students of a first introductory programming course, due to its 
simplicity in syntax and code debugging, in addition to the use 
of other pedagogical strategies that support the learning 
process. 

In the work of [3], they carry out an analysis of the 
scientific literature considering definitions, main properties, 
and characteristics of algorithmic thinking. They then present a 
universal sequence of algorithm development, involving 
different types of thinking such as abstract, conceptual, logical, 
constructive, and figurative. They carried out a survey in which 
the participants demonstrated a low level of understanding 
about algorithms, algorithmic thinking, and its usefulness in 
daily life and professional activity, so they end that algorithmic 
thinking is important for any higher education subject, not only 
in information and communication technologies (ICT) area and 
consider it as a new dimension of learning in higher education. 

In [9], they introduce a new teaching approach focusing on 
algorithmic thinking skills besides the knowledge of the syntax 
and semantics of a programming language in an introductory 
programming course, using techniques of flowchart and 
pseudocode. Their results show that the ADRI approach 

promotes the three-step approach (Problem statement → 

Solution plans →  Code) to solve a problem, fosters 

programming knowledge, as well as problem-solving 
strategies, promoting algorithmic thinking. 

In the work of [19], they describe the design and 
implementation of an introductory computational thinking 
course to teach programming to high school students with 
activities that take place in a web-based programming 
environment that uses a variant of the Haskell language, 
promoting higher-order thinking. They address the need for 
computational thinking courses geared toward all students, not 
just future software developers, by making connections 
between learning programming with science and math. Most of 
the students who participated in the course considered it 
difficult; but there was an overall positive reception from the 
students, who learned the language and the general principles 
of programming, logic, and modeling. They find that courses 
like Python typically do not focus on computational thinking 
and follow traditional syntax-oriented approaches to teaching 
programming, with little connection to science and math. 

III. CONCEPTUAL FRAMEWORK 

A. Algorithmic Thinking 

Algorithmic thinking is essential in comprehensive general 
education and programming is a way to teach the basic 
principles of algorithmic thinking from the beginning [10], it is 
important in higher education, to develop algorithms in the 
context of the future profession and everyday life in the 
modern information society [3]. Also, it is considered a 
significant component of the cognitive competencies of the 
future engineer because the algorithmic activity allows forming 
adequate algorithmic skills, through which students develop 
techniques of mental actions such as generalization, 
classification, analogy, the establishment of patterns and 
logical reasoning, which are the main components of 
algorithmic thinking [20]. Therefore, it is advisable to promote 
the development of algorithmic thinking skills through 
programming in the different disciplines and professions, 
besides careers related to computing. 

According to [5][4][21], algorithmic thinking consists of a 
clear definition of the steps to reach a solution, thinking in 
terms of instruction sequences and rules that lead to problem-
solving or understanding of situations. It is an important aspect 
of computational thinking [22], its main properties include 
discretion, abstraction, formality, integrity, and effectiveness 
[3]. 

B. Abstraction 

Abstraction, efficiency, and algorithms are considered vital 
“mental tools” for computational thinking [23]. According to 
[13], abstraction is the most important and high-level thought 
process in computational thinking. 

Abstraction is a key skill for computing, fundamental for 
mathematics and engineering in general [24], it involves 
reducing unnecessary details, eliminating complexity, choosing 
the correct detail to hide, and thus the problem is easier and 
understandable without missing anything important [21][5]. 
Therefore, it allows developing a potential solution by 
eliminating details of the problem [23]. For [25], abstract 
thinking is the ability to abstract the properties of objects that 
are relevant to a study. 

Furthermore, abstraction allows defining patterns, 
generalizing by capturing common essential properties from 
instances, and parameterization [13]. Without abstraction, 
students tend to get overwhelmed with details and feel 
frustrated with the programming process [23], so the 
development of this skill is necessary, applicable in 
programming, mathematics, and the different disciplines. 

C. Python 

The main professional programming languages are based 
on text such as C, Python, Java [26]. Among these, the use of 
Python makes it easier for novice students to engage in the 
main features of computational thinking, mainly due to its 
basic syntax, dynamic typing (declaring variables is not 
required), structured and indented writing [4]. Its use is suitable 
because it includes turtle graphics libraries that allow a smooth 
transition from Logo to Python [10], which allows focusing on 
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concepts without a long introduction to the syntactic details of 
the language [27]. 

In addition, Python is a high-level programming language, 
easy to learn, free, and with documentation available on the 
Web [4]. 

IV. METHODOLOGY 

The methodological design used was quasi-experimental 
with experimental and control groups located in different 
semesters, so the selection of its members was not random. 
Exploratory mixed research was carried out. 

In the experience, the experimental group consisted of 36 
students enrolled in the Programming course, group A, of the 
2019-A academic period of the Professional School of 
Mechanical Engineering of the Universidad Nacional de San 
Agustin de Arequipa (Peru). In this group, there were 34 male 
students (94%) and 2 female students (6%). The control group 
was the students of group A who completed the Programming 
course in the 2018-A academic period, made up of 41 male 
students (100%). 

The Programming course at the Professional School of 
Mechanical Engineering of the Universidad Nacional de San 
Agustin de Arequipa - Peru, is given in the third academic 
semester and it is developed for 17 weeks. It has 3 hours a 
week (1 theoretical hour and 2 laboratory hours), it is 
equivalent to 2 credits and the Python programming language 
is used. 

In the control group, tools such as DFD were used to create 
data flow diagrams and PSeInt for pseudocode, before the use 
of the Python programming language; CodingBat and turtle 
graphic library were not used. A greater preference was also 
observed for the use of the PSeInt tool concerning the DFD 
tool, so in the experimental group only PSeInt was used and 
the use of the CodingBat tool and the Python turtle graphic 
library were incorporated with an approach oriented to 
computational thinking practices, in addition to the Python 
programming language. 

Data collection was done from the students' grades obtained 
in their evaluations of the programming course, before (control 
group) and after the experiment (experimental group). Direct 
observations were also made during the programming 
activities. 

To measure success, a comparison of the grades obtained 
by the students of the control and experimental groups was 
made, to check if there is an improvement in the students’ 
performance of the experimental group. The results were 
validated by statistical analysis using SPSS Statistic V25 
software, to determine if there is a statistically significant 
improvement. 

V. DESCRIPTION OF THE EXPERIENCE 

This work describes our experience in the use of PSeInt, 
CodingBat, and Python turtle graphical library to motivate and 
reinforce students' learning of programming concepts and 
develop skills related to computational thinking in a first 
programming course with Python. 

In the programming course, students learned topics such as 
sequential statements, conditionals, loops, functions, structured 
types, object-oriented programming. 

In the 2019-A academic period, students began learning to 
create algorithms to solve problems using the PSeInt tool 
(Fig. 1), with which they developed algorithmic thinking skills, 
logic, and problem-solving strategies using pseudocode. 

With PSeInt, the students were able to execute algorithms 
in an automated way to test their solution proposals and verify 
results, analyzing the errors in the logic, which allowed the 
student to practice automation and debugging. 

Then, the Python programming language was taught. 
Initially, they were asked to perform the same exercises 
developed in PSeInt, to pass their created algorithms to a 
computer program using the Python programming language. 

Students learned the syntax and semantics of the Python 
programming language, practiced coding, running programs, 
checking results, parsing, and fixing syntax errors. Automation 
and debugging were also present. 

To improve students' programming skills, the online code 
practice tool called CodingBat [28] was used, which presents 
some examples with solutions available for students to practice 
coding and executing programs in Python, allowing them to 
check your answer or see other ways to solve the same 
problem, plus there are several exercises to solve with hints 
available, using conditionals, loops, strings, and lists. Fig. 2 
shows some exercises that were solved by the students using 
Boolean logic and conditionals in CodingBat, which provided 
them with more opportunities to practice their programming 
constructions, as well as reinforce computational concepts such 
as sequential and conditional instructions. 

 

Fig. 1. Creation of Algorithms through Pseudocode using the PSeInt Tool. 

 

Fig. 2. Carrying out Python Logic-1 Exercises in CodingBat. 
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Students learned to create graphics using Python turtle 
graphical library, they began by drawing geometric figures 
using sequential instructions and functions, then drawing 
different shapes and patterns (Fig. 3, 4, 5) incorporating 
repetitive instructions. 

Fig. 3 shows geometric exercises performed by the 
students, where they apply iterations and functions from 
squares and rectangles to create different graphics with 
repetitive patterns. 

Fig. 4 shows additional geometric exercises created from 
parallelograms and circles, where students apply their 
creativity and logic with the help of iterations and functions. 

Fig. 5 shows an example, in which the problem is first 
decomposed using the functions parallelograms (to draw small 
rhombus by tracing lines of 65 pixels) and parallelogram (to 
draw large rhombus by tracing lines of 100 pixels). Through 
abstraction and generalization, repetitive patterns were 
identified to create the graphics, and then their abstractions 
were improved by proposing new solution strategies using 
parameters, which allowed reducing the two functions that 
drew the rhombuses of different sizes into a single function 
called parallelograms(n). The function parallelograms(n) 
groups instruction patterns to draw shapes by drawing lines 
according to the number of pixels specified in the parameter n, 
this function is reused from the main function called main. 

 

Fig. 3. Drawing Geometric figures such as Squares, Rectangles with 

different Angles of Rotation using Iterations and Functions. 

 

Fig. 4. Drawing Geometric figures Like Parallelograms, Circles using 

Iterations and Functions. 

 

Fig. 5. Using Functions, Loops, Parallelograms of different Sizes (65 and 

100 Pixels) with Rotation Angles of 60 and 120 Degrees. 

In addition to reinforcing programming concepts such as 
sequential instructions, loops, and functions, students gained 
computational thinking practices such as decomposition, 
iteration, and abstraction that enabled them to recognize 
repeating patterns. 

VI. RESULTS 

In the academic period 2019-A, students obtained an 
average grade of 16.75 in their first exam. Then, in the 
evaluation with Python, they obtained an average grade of 
13.86 in their second exam. Finally, CodingBat and the turtle 
graphic library were used to reinforce and motivate them in 
their learning process, obtaining an average grade of 14.97, 
which improved their grade using only PSeInt for algorithms 
creation and the Python programming language. Table I shows 
the average of the grades obtained in the first, second and third 
exams of group A of the Programming course taught in the 
academic periods 2018-A and 2019-A, which range from 0 
to 20. 

Fig. 6 shows the average grades evolution for Exam 1, 2, 
and 3 in the academic periods 2018-A and 2019-A, showing an 
improvement for Exam 1 and Exam 3 in 2019-A. 

The use of PSeInt, CodingBat, and turtle graphic library has 
shown an improvement in the students' grades in their average 
grades. Table II shows the global grade average of group A in 
2018-A and 2019-A, which range from 0 to 20. 

Fig. 7 shows the global grade average for the Programming 
course in the academic periods 2018-A and 2019-A, showing 
an improvement in 2019-A. 

TABLE I. AVERAGE GRADES FOR EXAM 1, 2 AND 3 

Academic period Exam 1 Exam 2 Exam 3 

2018-A 14.34 13.66 13.37 

2019-A 16.75 13.86 14.97 

 

Fig. 6. Average Grade Result for Exam 1, 2, and 3 of the Programming 

Course by Academic Year. 

TABLE II. GLOBAL GRADE AVERAGE 

Academic period Global average  

2018-A 14.3 

2019-A 15.08 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

198 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Global Grade Average for the Programming Course by Academic 

Year. 

In our experience, we have observed that novice students 
are motivated by using Python turtle graphic library to create 
their drawings and improve their abstractions, as well as 
develop skills related to computational thinking. CodingBat 
allowed them to improve their programming skills by 
practicing their coding in Python, thereby improving their final 
grades in the programming course. 

SPSS Statistic V25 software was used for the statistical 
analysis of the results. Table III has some descriptive measures 
for the grades obtained by students in the years 2018 and 2019. 
The average of the grades for the year 2018 is 14.3 and with a 
95% confidence level, it can be stated that range between 13.86 
and 14.82, while the average of the grades for the year 2019 is 
15.08 and with the same 95% confidence level it can be stated 
that range between 14.31 and 15.85. Consequently, it could be 
assumed that the grades obtained in 2019 were better than 
those of 2018. 

To determine if the difference was statistically significant, 
as a requirement, it was necessary to verify that the conditions 
of normality and heteroskedasticity were met. With a 
significance level of 5% (0.05), the Kolmogorov-Smirnov test 
was applied, obtaining the results of Table IV, as the p-value 
(Sig.) is greater than the significance, and the grades 
distribution normality is accepted. 

When applying the t-test for independent samples, the 
results shown in Table V were obtained. 

In Levene's test, as the p-value of 0.27 is greater than the 
significance, then it was possible to affirm that the assumptions 
of normality and heteroskedasticity were met, therefore, it was 
possible to apply the t-test for the means difference. Table V 
shows that the bilateral p-value is 0.093, so the unilateral value 
is 0.046, which is less than the significance; consequently, the 
means equality hypothesis is rejected. 

TABLE III. DESCRIPTIVE MEASURES FOR THE GRADES OBTAINED IN THE 

YEARS 2018 AND 2019 

Grade 2018 2019 

Mean 14.3415 15.0833 

Standard deviation 1.52659 2.27251 

Standard error of the mean 0.23841 0.37875 

N 41 36 

CI 95% lower limit 13.86 14.31 

CI 95% upper limit 14.82 15.85 

TABLE IV. RESULTS OF THE KOLMOGOROV-SMIRNOV NORMALITY TEST 

Year 
Kolmogorov-Smirnova 

Statistic df Sig. 

2018 ,149 41 ,052 

2019 ,126 36 ,163 

Lilliefors Significance Correction 

TABLE V. INDEPENDENT SAMPLES T-TEST 

 

Levene's test for 

equality of variances 
t-test for equality of means 

F Sig. t Sig. (2-tailed) 

Equal variances 
assumed 

5.120 0.27 -1,699 ,093 

Equal variances 
not assumed 

  -1,658 ,103 

VII. DISCUSSION 

Statistically, it is possible to state that the difference found 
between the grades obtained in 2018 and 2019 were 
statistically different and, with a confidence level of 95% it can 
be stated that the grades obtained by the students in 2019 were 
better than those obtained in 2018. 

The use of support tools such as PSeInt, CodingBat, and 
Python turtle graphic library have increased students’ 
motivation and performance in a first programming course 
with Python, because an approach oriented to computational 
thinking practices was also followed. As indicated by [29], 
computer programming is the main demonstration of 
computational thinking skills. However, they tend to follow 
syntax-oriented programming teaching approaches, without 
focusing on computational thinking, with few connections to 
mathematics and science [19]. Furthermore, in the work of 
[18], they indicate that the Python programming language is 
suitable for introductory programming courses because of its 
simple syntax and ease for code debugging, they also point out 
that it is necessary to consider other aspects such as 
pedagogical strategies that allow improving the programming 
teaching-learning process. 

According to [5], algorithmic thinking is a fundamental 
skill that students acquire when they learn to program, 
developing the ability to think in terms of sequences and rules 
to solve problems. In the work of [9], they used flowcharts and 
pseudocode for novice students to propose solutions to 
problem statements, which promote algorithmic thinking skills. 
Similarly, in our work, we use the PSeInt tool for students to 
develop algorithmic thinking skills, logic, and problem-solving 
strategies by creating algorithms with pseudocode. In addition, 
because it is a tool that allows algorithms execution in an 
automated way, the students were able to test their solution 
proposals, find and resolve errors in logic, practicing 
automation and debugging, which are part of the computational 
thinking skills found in the work of [2]. 

We consider that the use of support tools such as 
CodingBat is essential so that students can practice their 
programming constructs and improve their problem-solving 
skills in the programming language used in the course. 
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Likewise, in the work of [17], they express the importance of 
practicing programming skills by dedicating more time and 
focusing on problem-solving strategies. 

According to the experience described, the Python turtle 
graphic library allowed the acquisition of computational 
practices such as abstraction, decomposition, iteration, and 
debugging, which correspond to the computational thinking 
practices defined by [30] and adapted in the work of [31]. In 
addition, in the programming course, students developed skills 
such as algorithmic thinking, automation, and generalization, 
which are part of the computational thinking skills identified in 
five articles highlighted in the work of [2], which are 
abstraction, algorithmic thinking, automation, decomposition, 
debugging, and generalization. On the other hand, in the 
programming course, concepts such as sequential instructions, 
loops, conditionals were learned, which correspond to the 
concepts of computational thinking considered in the work of 
[31]. 

We agree with [32], in the sense that programming 
environments with graphic components allow the acquisition of 
computational thinking practices through programs creation, 
which is attractive to them, helping students develop a positive 
attitude towards programming. 

Currently, technology-mediated training processes are 
becoming increasingly flexible and collaborative; therefore, 
problem-solving activities can be involved [33] that involve 
cooperative learning techniques [34], such as the programming 
of a robotic hand. Consequently, the student would not only be 
developing computational thinking but also critical spirit, 
creativity, and collaborative work. 

VIII. CONCLUSION 

In this study, we considered two semesters with different 
students. Semester 2018-A with 41 students from group A, 
served as a control group, where we used the DFD and PSeInt 
tools earlier to teach programming using Python, while in 
semester 2019-A, with 36 students from group A, we started 
with the PSeInt tool before teaching Python, then the students' 
learning of Python programming was reinforced with the 
CodingBat tool and turtle graphic library. We examined the 
grades obtained in the midterm exams and the global average 
of the programming course, where an improvement in the 
grades in the second experimental group with the support tools 
used in the course is evidenced, indicating that they acquired 
better programming skills and therefore better performance. In 
addition, we observed that students are motivated by using the 
Python turtle graphic library that reinforces their learning of 
sequential instructions, loops, functions, and allows the 
development of skills related to computational thinking such as 
algorithmic thinking, decomposition, iteration, and abstraction. 
The experience of this work can serve as a reference for 
educators interested in approaches oriented to computational 
thinking practices in programming teaching. 

As future work, we consider investigating computational 
thinking measurement evaluations to be applied after following 
a programming teaching approach oriented to computational 
thinking practices. 
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Abstract—The expeditious flow of information over the web 

and its ease of convenience has increased the fear of the rampant 

spread of misinformation. This poses a health threat and an 

unprecedented issue to the world impacting people’s life. To 

cater to this problem, there is a need to detect misinformation. 

Recent techniques in this area focus on static models based on 

feature extraction and classification. However, data may change 

at different time intervals and the veracity of data needs to be 

checked as it gets updated. There is a lack of models in the 

literature that can handle incremental data, check the veracity of 

data and detect misinformation. To fill this gap, authors have 

proposed a novel Veracity Scanning Model (VSM) to detect 

misinformation in the healthcare domain by iteratively fact-

checking the contents evolving over the period of time. In this 

approach, the healthcare web URLs are classified as legitimate or 

non-legitimate using sentiment analysis as a feature, document 

similarity measures to perform fact-checking of URLs, and 

incremental learning to handle the arrival of incremental data. 

The experimental results show that the Jaccard Distance 

measure has outperformed other techniques with an accuracy of 

79.2% with Random Forest classifier while the Cosine similarity 

measure showed less accuracy of 60.4% with the Support Vector 

Machine classifier. Also, when implemented as an algorithm 

Euclidean distance showed an accuracy of 97.14% and 98.33% 

respectively for train and test data. 

Keywords—Document similarity; fact-checking; healthcare; 

incremental learning; misinformation; sentiment analysis 

I. INTRODUCTION 

The exponential growth of the internet and World Wide 
Web (WWW) and its ease of convenience, has led to an 
information flow expeditiously. Social media, especially 
Facebook and Twitter have become major sources for 
information sharing. The expediency, diversified knowledge, 
and reasonable cost attract the users of the internet to access 
and share information online, leading to a rapid generation of 
information [1]. In the healthcare domain, an enormous 
volume of health and medical-related material is accessible 
online. It was observed that physicians choose the web as a 
valuable information resource for medical practice, education, 
or learning as well as decision support while patients surf the 
internet for information on diseases, infections, and their 
indications. For example, 65% of users prefer the internet to 
search health-related topics [2, 3, 4]. According to the survey 
in 2017, by Pew Research Center, 88% of American people 
have quick access to the internet at home and 81% of them get 
updates of news from the internet [5]. Therefore, it can be 

determined that the users make maximum usage of the internet 
for information access. 

However, the material made available online doesn’t 
guarantee quality as well as correctness. The credibility and 
veracity of information is a major concern as it may lead to the 
rampant spread of misinformation [3, 4]. Misinformation is 
inaccurate or incorrect information that can be verified with 
available facts. The misinformation or false information may 
appear in various forms like fake news, rumor, satire news, 
hoaxes, misinformation, disinformation, etc. This massive 
spread of misinformation over the web has detrimental effects 
on people’s life [6]. 

Apart from the existing health crisis, the spread of the 
ubiquitous problem of misinformation poses additional health 
threats and presents another unprecedented issue to the world 
[7, 8]. This creates a severe effect on people’s life and medical 
experts as well [9]. For example, during the recent Covid-19 
pandemic, misinformation about ingesting fish tank cleaning 
products can cure the virus or 5G networks generate radiations 
that triggers the virus or statement like “coronavirus is just 
like the flu” or “coronavirus is an engineered bioweapon” had 
an impact on people that they started believing the 
misinformation. Such misinformation causes panic amongst 
citizens and may lead to death [5, 10]. During 2014, Ebola 
outbreak, misinformation on the web and social media about 
some products which can cure Ebola had led to deaths [2]. 
Another example, misconception about the measles, mumps, 
and rubella (MMR) vaccine producing autism had a negative 
societal impact. Therefore, detecting misinformation has 
become a necessity to provide timely, verified, and credible 
information to the users in a way that can benefit society as a 
whole. Failure to meet this requirement can promote the 
misuse of misinformation which has adverse effects [1, 5, 10]. 

Researchers have been passionate about finding solutions 
to the misinformation detection problem. For example, 
recently, big social media companies like Facebook, Twitter, 
and Google have developed machine learning and deep 
learning-based models to detect misinformation on Covid-19 
related posts and ads. In this, Facebook reported that they have 
had identified and deleted around 50 million posts on Covid-
19 while Google and Twitter have taken corrective actions to 
remove scammer ads on face masks, hand sanitizers, etc. [10]. 
However, simply detecting misinformation cannot guarantee 
the veracity or credibility of information. Hence, fact-
checking has an increasing demand for veracity scanning of 
information that can classify information as true or false [11]. 

*Corresponding Author. 
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Fact-checking is assessing the truthiness of information 
that is under investigation in an attempt to identify whether the 
information is factual [11, 12]. Automatic fact-checking refers 
to checking the truthiness of the information repeatedly based 
on all available data and classifying it into True, False, Mostly 
True, Mostly False, and Half True. According to [12] the 
process of fact-checking involves identifying the context of 
the claim, identifying new and previously fact-checked claims, 
and performing fact-checking with existing verified. 
According to the literature, there are three main techniques to 
perform fact-checking based on the evidence used to 
determine the veracity of the information. The first is the 
reference approach, these are based on valid or recognized 
sources and claims which are fact-checked beforehand. 
Second, knowledge graph approaches, which are based on 
subject-predicate-object triples for fact-checking [2]. The third 
category is contextual approaches, which involve perceptive 
about societal and other context-related claims. Many 
researchers have developed models and fully automated tools 
like VERA and Claimbuster to fact-check claims in all three 
categories. The knowledge graphs and contextual approaches 
showed higher accuracy values on author-generated datasets 
but accuracy decreased on different datasets like FEVER and 
HeroX reaching between 50% and 65% whereas reference 
approaches succeeded between 77% and 82%. These results 
reveal that automated fact-checking is a challenging task to 
resolve fully [12]. 

The main challenges in the automated fact-checking 
process involve 1) unavailability of standard annotated 
datasets in a specific domain. For example, fact-checking 
websites like politifact.com or fact-check.org mainly focus on 
specific domains viz. politics, news, etc. Thus, obtaining 
comprehensive datasets from these websites in a certain 
domain is not possible. 2) Expert and human annotation is 
extremely time-consuming and costly. It was studied that the 
most reliable approach in misinformation detection is to 
perform human expert-based fact-checking of data. However, 
with the large volume of data and the haste with which the 
misinformation is generated and disseminated uncontrollably, 
manual fact-checking is become time-consuming and might 
not be able to stop the impact of misinformation in its early 
stages [7]. 3) Verifying the truthiness of contents with the 
knowledge base. Therefore, there is a pressing need to design 
a dynamic and automatic fact-checking model to detect and 
verify healthcare misinformation [7, 12, 13]. 

Hence, to deal with data drift occurring in the model and to 
detect misinformation by iteratively performing fact-checking 
the authors have proposed a Veracity Scanning Model (VSM) 
using a combination of techniques viz. incremental learning, 
sentiment analysis, and standard document similarity measures. 

A hybrid approach of incremental learning, sentiment 
analysis, and document similarity can help to detect 
misinformation as well as perform fact-checking with already 
verified data, and also handle the newly arriving chunk of data 
on the web automatically. Following are the research 
objectives. 

1) To develop a methodology to perform automatic fact-

checking using standard document similarity measures viz. 

Euclidean Distance, Jaccard Distance, and Cosine Similarity 

and classify healthcare URLs as Legitimate or Non-Legitimate 

using Veracity Scanning Model (VSM). 

2) To evaluate and validate the performance of the 

proposed model. 

The remaining section of the paper is structured as 
follows: Section II discusses the literature, Section III explains 
the methodology and Section IV highlights the results and 
discussion followed by Section V conclusion and future 
enhancements. 

II. LITERATURE SURVEY 

This section discusses various techniques used in the 
literature to tackle above mentioned challenges. Section A 
describes the reason behind using incremental learning, 
section B elaborates on misinformation detection techniques 
and section C focuses on fact-checking methods. 

A. Incremental Learning Approach 

The classic problem of false information or 
misinformation detection and fact-checking deals with the 
static data and does not consider the streaming nature of the 
data. The profile of information classified as true and false 
may change over time. This results in a phenomenon called 
concept drift of data drift. In the literature, the researchers 
have fingered such problems using techniques like ensemble 
learning, or incremental learning [14, 15]. The technique of 
ensemble learning involves dividing the data stream into small 
chunks and then training each of the data chunks with 
different classifiers and ultimately choosing the best classifier. 
These types of algorithms are recommended to handle sudden 
or rigorous concept drift and are not much suitable for 
incremental drift of data [14]. In [15] the authors have used 
ensemble learning technique with online Bagging with 
classifiers viz. multi-layer perceptron, Gaussian Naïve Bayes 
Hoeffding Tree. Incremental Learning (IL) techniques 
iteratively learn knowledge from newly arriving data without 
forgetting previously learned knowledge without retraining the 
model on a complete dataset. Thus, the necessity of the 
availability of whole labeled data vanishes. Hence, the 
incremental learning approach is considered to be more 
suitable to handle smooth concept drifts, and have better 
performance on efficiency [16, 17, 18 19]. In the literature, 
researchers have used incremental learning techniques to 
detect fake news using Artificial Neural Networks (ANN). 
However, ANNs suffer from catastrophic forgetting which 
lowers the performance of the model as data streams arrive 
[20]. The deep learning and neural network-based techniques 
can classify short text appearing sequentially but require large 
memory space and training time, thus reducing the 
performance of the model [19]. Therefore, a novel incremental 
approach of VSM can be efficiently used to classify the 
textual data of false information or misinformation. 

B. Detecting Misinformation using Sentiment Analysis 

Detecting misinformation has gained researchers' attention 
and is widely focused on politics and mass communication 
areas. However, less attention is paid to the healthcare 
domain. The healthcare-related misinformation is studied in 
five different categories mainly communicable diseases, 
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infections like Zika Virus, Ebola, influenza, etc., chronic non-
communicable diseases, diet and nutrition, smoking, and water 
safety. The selection of the right features plays a key role in 
detecting misinformation. In the literature, researchers have 
focused on several types of features like syntactical, user-
specific, image-specific, sentimental, etc. However, 
sentimental features are found to be the most effective in 
determining the percentage of misinformation in a document 
[6, 21]. In [22, 23] authors have focused on sentimental 
features for healthcare misinformation detection. Thus, in this 
research authors have considered the sentimental features as a 
central feature. 

C. Fact-Checking using Incremental Learning 

The baseline approach for automatic fact-checking using 
referencing is finding the resemblance among new statements 
with already fact-checked statements such as Jaccard 
Distance, Cosine Similarity, Euclidian Distance, Manhattan 
Distance, etc. [24]. However, the static model can’t cope up 
with incremental data popping up over a period of time. Thus 
techniques like incremental learning should be adopted. 
Incremental learning is the process of adapting to the newly 
arriving data, without the need to reprocess the old instance 
but remembering previously learned knowledge. In a research 
incremental learning was adopted to identify new features and 
new classes as the documents evolve over the time period with 
the help of incremental neural network based on neural 
perceptron [25]. To classify documents based on security, a 
methodology consisting of the combination of incremental 
learning and similarity features was proposed. Incremental 
learning is achieved through documental representation and 
similarity is measured by fetching sentence features. The 
classification process is based on security labels of already 
classified documents [26]. In another research, incremental 
learning for Hierarchical Dirichlet Process (HDP) was used 
with partial supervision i.e. the training data contains a 
mixture of labeled and unlabeled documents. Incremental 
learning is considered for newly arriving data without 
referring to previously learned data and also maintaining the 
robustness and consistency of the model. It was observed that 
the partially labeled dataset makes an important contribution 
to achieving good accuracy. The model also introduces 
granular computing to handle unlabeled data [27]. Thus, to 
update the model automatically after the arrival of new data 
and consequently classify/cluster the newly arriving 
documents either into a fixed number of classes or identify 
new classes or generate new features for document 
classification or clustering, it is a good approach to combine 
incremental learning and document similarity techniques [24, 
28, 29]. In the author’s previous work [1], a fact-checking 
model was proposed to find misinformation in the healthcare 
domain. In this research, authors have proposed a new 
technique of threshold computation function to classify URLs 
as legitimate or non-legitimate along with incremental 
learning to deal with data drifts occurring over the period of 
time and perform fact-checking. 

D. Potential Research Gaps Identified 

Following is the summarized list of potential research gaps 
identified through extensive literature from section A, B 
and C: 

1) The research work conducted previously does not 

tackle the problem of incremental data appearing at different 

interval of time while dealing with the misinformation 

detection problem. 

2) To the best of the author's knowledge, detecting 

misinformation via fact-checking is not studied extensively in 

the literature. 

3) Recent techniques in this area focus on extracting 

features from the text and classifying the text as true or false. 

However, the authors found that the veracity of information 

plays a significant role in the classification of misinformation. 

III. METHODOLOGY 

The Veracity Scanning Model (VSM) detects and 
performs fact-checking of healthcare data using an 
incremental learning approach. VSM consists of three main 
phases viz. Monitoring, Spotting, and Checking. These phases 
are generated based on the fact-checking process model 
defined in the literature [12]. The Monitoring phase consists of 
fetching healthcare URLs and generating sentimental Bag-of-
Words (s-BoW). The spotting phase includes extracting 
features and detecting misinformation based on features 
extracted. The checking Phase consists of performing fact-
checking and ultimately classifying URLs into True or False. 
This section elaborates on the working of every phase in 
detail. Fig. 1 displays the detailed methodology of Veracity 
Scanning Model (VSM) architecture, comprising of both 
iterations, diagrammatically. 

1) Fetch healthcare-related web URLs:  In this research, 

the authors have considered a document as a web page or 

URL text. Thus, to fetch the web URLs the authors have 

collected URLs from the Google search engine by using the 

set of keywords related to the healthcare domain. The list of 

25 predefined keywords related to the healthcare domain 

along with their synonyms is maintained to get appropriate 

search results. The authors have collected 1000 URLs. Apart 

from these 1000 URLs, authors have fact-checked 200 URLs 

from healthcare based on expert opinions, existing valid 

datasets, and manual checking. This dataset of 200 URLs is 

used for Fact-checking. 

2) Sentimental Bag-of-Words (s-BoW): In this phase, the 

textual contents of each URL are scrapped using a web scraper 

developed as a part of this research. The newly designed web 

scrapper can fetch only healthcare-related contents from the 

URL and remove non-healthcare-related contents. In the pre-

processing stage, punctuations, single characters, stop words 

and duplicate data are removed thus reducing the size of the 

corpus and removing unwanted information appearing in the 

text. Further, a sentimental Bag-of-Words (s-BoW) related to 

the healthcare domain is developed. Initially, s-BoW contains 

manually identified and labeled sentimental words from the 

healthcare domain. This s-BoW evolves and grows as the 

model fetches and extracts new URLs incrementally. 
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Fig. 1. Diagrammatic Representation of Methodology with the use of ‘Veracity Scanning Model (VSM).

3) Feature extraction: In this phase, required features are 

extracted from the text using Term-Frequency (TF). The 

features extracted include a number of positive and negative 

words, count of words, nouns, pronouns, adjectives, and 

distances. The final list of features is the same as that used in 

the author’s previous work. 

4) Change detection: In the second and subsequent 

iterations, URLs are fetched to detect changes in the contents. 

The changes are detected based on the change in the word 

count, sentimental words, and sentence polarity. These 

changes are recorded and features are updated accordingly. 

Also, the sentimental Bag-of-Words is updated based on the 

newly arriving sentimental words. This helps to identify 

misinformation on new content. 

5) Detecting misinformation, perform fact-checking, and 

classify URLs: This phase involves detecting the percentage of 

misinformation in URLs and categorizing them into True or 

False using a state-of-the-art classifier. The methodology to 

perform fact-checking is based on the author’s previous work 

[1]. In this research, authors have devised a threshold-based 

fact-checking algorithm to perform fact-checking. The 

classification of URLs is based on the threshold value 

generated. An algorithm to compute the threshold value is 

shown in Fig. 2. Once the URL is fetched, the distance 
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between the incoming URL is computed with one of the URLs 

from the legitimate URL set using standard distance measure 

formulas of Jaccard Distance, Euclidean Distance, and Cosine 

Similarity [1]. The process is repeated for all the 2000 URLs 

at time T2. Further, a threshold value is computed by finding 

an average of all the distances of all the URLs. Thus, URLs 

are classified based on this threshold value. Apart from these 

classifications, Euclidean distance, Jaccard distance, and 

cosine similarity are used as a feature. The five state-of-the-art 

classifiers are used for classification viz. Logistic regression 

(LR), Support Vector Machine (SVM), Naïve Bayes (NB), 

Decision Tree (DT) and Random Forest (RF). 

Input: URL 

Output: 1. Classification of URLs into Legitimate 

or Non-Legitimate 

Algorithmic Steps: 

1. Compute distance of URL w.r.t 

Legitimate URLs using Jaccard, 

Euclidean, and Cosine similarity 

measures 

2. Compute threshold value T1 using 

distance with respect to Legitimate URLs 

separately for each distance measure. 

 

𝑇1 =
∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑈𝑅𝐿𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑈𝑅𝐿𝑠
  

 

3. if (distance > T1) 

4.  Class= Non-Legitimate URLs 

5. else 

6.  Class= Legitimate URLs 

Fig. 2. A Threshold-based Fact-checking Algorithm for Classifying URLs. 

IV.  EXPERIMENTAL RESULTS AND DISCUSSION 

This section elaborates on the analysis of the results and 
performance of the model. The classification of URLs as 
Legitimate (True URLs) and Non-Legitimate (URLs with 
Misinformation) is performed using state-of-the-art classifiers 
viz. Logistic Regression (LR), Support Vector Machine 
(SVM), Naïve Bayes (NB), Decision Tree (DT), Random 
Forest (RF), and also, threshold-based distance measure 
algorithms. 

A. Performance Evaluation 

The performance evaluation is measured through accuracy, 
precision, recall and F1-score and presented graphically 
respectively through Fig. 3 to Fig. 6 for document similarity 
measures on various classifiers. It can be seen that the RF 
Classifier outperformed the other 79.2% accuracy for the JD 
measure followed by LR Classifier 78.1% accuracy for JD 
Measure. The SVM model showed the least performance with 
an accuracy of 60.4% on the Cosine Similarity measure. 

 

Fig. 3. Accuracy of the Proposed Model in Comparison with Standard 
Distance Measures. 

 

Fig. 4. The Precision of the Proposed Model in Comparison with Standard 

Distance Measures using Machine Learning Classifiers. 

 

Fig. 5. Recall Matrix of the Proposed Model in Comparison with Standard 

Distance Measures using Machine Learning Classifiers. 
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Fig. 6. F1-Score for the Proposed Model in Comparison with Standard 

Distance Measures. 

Tables I to IV show the performance measures of 
accuracy, precision, recall, and F1-score, all in percentage and 
concerning distance measures for the five different classifiers, 
viz. LR, SVM, NB, DT and RF. 

TABLE I. ACCURACY IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

Accuracy 

  ED JD CS 

LR 71.5 78.1 63.8 

SVM 68.9 72.5 60.4 

NB 62.4 74.8 62.9 

DT 66 77.3 65.7 

RF 67.6 79.2 67.2 

TABLE II. PRECISION IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

Precision 

  ED JD CS 

LR 79.91% 80.40% 74.14% 

SVM 78.16% 78.48% 71.90% 

NB 71.45% 79.49% 73.41% 

DT 75.70% 81.83% 75.43% 

RF 77.27% 83.05% 76.38% 

TABLE III. RECALL IN PERCENTAGE FOR THE PROPOSED MODEL FOR THE 

DISTANCE MEASURES 

Recall 

  ED JD CS 

LR 76.93% 89.14% 70.83% 

SVM 74.55% 81.40% 67.41% 

NB 73.36% 84.23% 70.24% 

DT 72.77% 85.12% 72.62% 

RF 73.36% 86.76% 74.11% 

TABLE IV. F1-SCORE IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

F1-Score 

  ED JD CS 

LR 78.39% 84.54% 72.45% 

SVM 76.31% 79.91% 69.59% 

NB 72.39% 81.79% 71.79% 

DT 74.20% 83.44% 74.00% 

RF 75.27% 84.86% 75.23% 

B. Analysis of the Proposed Model (VSM) 

To evaluate the performance of VSM, the authors have 
analyzed the results of VSM at three different time intervals 
T1, T2, and T3. For time T1, the data of 2000 URLs were 
collected and analyzed to detect the percentage of 
misinformation in URLs and classify them into Legitimate or 
Non-Legitimate URLs after performing fact-checking. At time 
T2, once again the 2000 URLs are scrapped to detect any 
changes in the data. The changes are detected based on the 
count total number of words, sentimental words, and sentence 
polarity. Fig. 7 shows the number of URLs changed at time T2 
and T3. It can be seen that at time T2 52 URLs have changed 
while at time T3 22 URLs have shown changes in data. Fig. 8 
and Fig. 11 shows the change in percentage of misinformation 
due to change in incoming data at different time interval T1, 
T2, and T3. Thus, it can be seen from the figures that 50% of 
the URLs show a major increase in the percentage of 
misinformation at times T2 and T3. Another observation is 
that around 20% of the URLs showed a decrease in the 
percentage of misinformation. Also, 6 such URLs showed a 
change in data throughout the three iterations. The fluctuation 
in the percentage of these 6 URLs is shown in Fig. 10. It can 
be seen that 50% of URLs have increased in percentage of 
misinformation. Fig. 12, Fig. 13, Fig. 14 shows the confusion 
matrix of the VSM model for three-time intervals T1, T2, and 
T3. Fig. 9 displays the statistical analysis of the VSM model 
in terms of mean, mode, and standard deviation of legitimate 
and non-legitimate URLs. Hence, it has become a need of time 
to track the changes occurring in the data and update the 
model accordingly to detect and fact-check the newly changed 
data for misinformation increase or decrease. Incremental 
learning plays a key role to handle such a situation. 

 

Fig. 7. Number of URLs changed at Time Interval T2 and T3. 
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Fig. 8. URLs showing the change in Percentage of Misinformation at T1 and 
T2. 

 

Fig. 9. Jaccard Distance Measure based on Mean, Mode, and Standard 

Deviation of the URLs. 

 

Fig. 10. URLs showing the change in Percentage of Misinformation in Three 

Iterations. 

 

Fig. 11. URLs showing the change in Percentage of Misinformation at T1 and 

T3. 

 

Fig. 12. Confusion Matrix at Time T1. 

 

Fig. 13. Confusion Matrix at Time T2. 
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Fig. 14. Confusion Matrix at Time T3. 

To evaluate the performance of the model on incremental 
data, 1000 URLs data was converted into five iterations. Each 

iteration has 200 URLs with a train and test split of 60% and 
40% respectively. The threshold values for three distance 
measures viz. Jaccard, Euclidean, and Cosine are 0.177, 92.06, 
and 0.27 respectively. It can be seen from Fig. 15 that Jaccard 
distance showed max accuracy of 100% on test data, thus 
leading to model overfitting. However, in successive 
iterations, it showed an accuracy of about 90% to 93%. 
Euclidean distance measure showed maximum accuracy of 
97.14% on training data followed by Jaccard distance and 
Cosine similarity with approx. 95% of accuracy. Also, the 
minimum accuracy for training and test data is 65% and 70% 
respectively using the Jaccard distance measure. Thus overall, 
the Euclidean distance measure performed well compared to 
others for both train and test data with an accuracy of 97.14% 
and 98.33%, respectively. 

C. Comparison of VSM Model with Existing Technique 

The proposed VSM model outperformed [22] in terms of 
accuracy. The work [22] showed the highest accuracy of 
87.6% with random forest classifier using topic, linguistic, 
sentiment, and behavioral features while VSM showed an 
accuracy of 91.67%. 

 

Fig. 15. Accuracy of Similarity Measures based Algorithms for Five Iterations of Incremental Data.

V. CONCLUSION AND FUTURE ENHANCEMENTS 

In this research authors have proposed a Veracity Scanning 
Model (VSM) using incremental learning, sentiment analysis, 
and document similarity approach. VSM overcomes the 
limitations of static models which fail to record changes at 
different time intervals. It was observed that URLs keep 
changing the contents with time and that fluctuates the 
percentage of misinformation in URLs. Therefore, to identify 

trustworthy URLs, especially in the healthcare domain there is 
a need for techniques like incremental learning to be adopted. 
The experimental results show that the Jaccard distance 
measure outperformed other distance measures with an 
accuracy of 79.2% with the Random Forest classifier, whereas 
the cosine similarity measure showed less performance of 
60.4% accuracy with Support Vector Machine Classifier. 
Also, when implemented as an algorithm Euclidean distance 
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showed an accuracy of 97.14% and 98.33% respectively for 
train and test data. 

In the future, the author wants to propose a new distance 
measure algorithm to classify URLs into legitimate and non-
legitimate URLs and compare the performance with standard 
distance measures. 
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Abstract—The present study seeks to propose a novel 

pedagogical strategy for enhancing EFL students’ collocational 

usage of the node ‘coronavirus’ as currently used in the Corpus 

of Contemporary American English (COCA) across its five 

genre-based sections, viz. TV/Movies, Blog, Web-General, 

Spoken, Fiction, Magazine, Newspaper, and Academic. Drawing 

on a corpus-driven approach, we conducted a pedagogical 

descriptive analysis of the ‘coronavirus’ top collocates generated 

by the COCA. The target collocates have been calculated by the 

Mutual Information (MI) of 3 or above and specified in terms of 

the four main lexical parts of speech of nouns, verbs, adjectives, 

and adverbs. The study has reached three main results. First, 

employing the COCA as a pedagogical corpus tool can enhance 

the collocational competence of EFL students should a corpus-

driven approach be used descriptively in the classroom. Second, 

the two methodological stages of demonstration and praxis could 

facilitate the process of topical priority as a significant index of 

collocational usage and its thematic relevance. Third, more 

empirically, the naturally occurring collocates of the node 

‘coronavirus’ have proven significant to the pedagogical situation 

of teaching the node’s collocational meanings encoded in the 

syntactic categories of nouns, verbs, adjectives, and adverbs, e.g. 

infection, cause, novel, and closely, respectively. 

Keywords—COCA; collocations; coronavirus; corpus-driven 

approach; EFL learners; extended lexical units 

I. INTRODUCTION 

Corpus-bereft research on collocations and their EFL 
usage can be said to remain captive of a good deal of 
misconceptions about the pedagogical nature of teaching and 
learning vocabulary at large. This type of research can readily 
be cited in support of the seemingly challenging claim stated 
above [1, 2, 3-6, 7]. Lamentably, drawing on limited sets of 
data, research of the sort has offered results about EFL 
collocational usage that are insensitive to balanced genres in 
the target learning language, not least because the various 
patterns of co-occurring words have been conspicuously 
absent from the analysis of lexical items with collocates used 
in various domains of human experience. 

In an attempt to tout a practical solution to the foregoing 
problem, we propose to utilize the Corpus of Contemporary 

American English, commonly known and cited as COCA [8]. 
The node selected as a model for corpus collocational analysis 
is the lexical item ‘coronavirus’ as a currently globally used 
term in multifarious English-language genres. Towards the 
collocational analysis of ‘coronavirus’ in the COCA, we adopt 
a corpus-driven approach of the extended lexical unit [9, 10] 
as a methodological tool whereby the following research 
question can be addressed: How can the COCA be utilized in 
enhancing EFL students’ collocational usage of ‘coronavirus’? 

Indeed, the question raised above should highlight the 
significance of the present study as a highly pedagogical and 
empirical medium for EFL teachers as a community of 
practice. It is through such a medium that innovative corpus-
driven methods can be used for easing EFL students’ 
comprehension of the collocational meanings associated with 
lexemes of wide-scale thematic relevance and topical interest 
within the same community of practice. The practical example 
of the lexeme ‘coronavirus’, alongside its potential collocates, 
is claimed to be a practically good and productive site of such 
relevance and interest. On a more general note, the corpus-
driven approach adopted in the current study is likely to secure 
the ligature between the use of computationally and 
linguistically tagged corpora such as COCA and the 
pedagogical applications of teaching one of the most 
problematic areas in the study of English as an FL – 
collocational meaning. 

In keeping with the corpus-driven approach, therefore, we 
posit an EFL hypothesis that is subject to empirical validation; 
the hypothesis can be formulated as such: Applying a corpus-
driven approach to the COCA can aid in enhancing the EFL 
students’ collocational usage of the node ‘coronavirus’. 
Addressing the question raised above, and thus (dis-)proving 
the foregoing hypothesis, the upcoming structure of the paper 
unfolds in the following way. First, Section 2 presents a 
review of the literature relevant to the principal point of 
research. Second, Section 3 elucidates the study’s corpus-
driven approach as a theoretical framework for the corpus data 
analysis. Third, Section 4 outlines the current research 
methodology with a focus on the corpus data (COCA) and the 
procedure of analysis. Finally, Section 5 concludes the study 
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by offering a discussion of the main findings and a prospect 
for future research. 

II. LITERATURE REVIEW 

Language learners’ use of collocations received notable 
scholarly linguistic interest with the focus of exploring their 
patterns, distribution and frequency, identifying common 
errors in collocational usage, and experimenting research 
methods in collocation research. Findings of related studies 
should ideally be reinforced with investigating the 
collocational behaviour of pedagogic search terms, identifying 
their lexico-grammatical patterns, enhancing and testing 
collocational competence, and gaining insights regarding 
collocation learning and teaching. The methods employed in 
collocation research can be generally divided into two 
directions. The first direction explores the production of 
collocations by means of large learner corpora [11-18]. The 
second direction targets collocations collected from 
questionnaires, interviews, and tests, especially translation 
[19-22]. 

Based on collocation sets extracted from learners’ essays, 
Granger [13] compared the way native and non-native learners 
of English used collocations structured as intensifiers + 
adjectives. She found that non-native students used atypical 
word combinations marked as unacceptable by non-native 
students. Likewise, Howarth [14] focused on the verb-object 
collocations used by native and non-native learners in 
different written modes. Findings showed that both native and 
non-native learners produced non-standard – especially 
restricted – collocations. Similar findings were reported in 
Nesselhauf [46] who affirmed that non-native learners’ errors 
in using combinations were distributed over a continuum 
ranging from free combinations to idioms. 

In a similar vein, Durrant and Schmitt [12] compared the 
native and non-native use of highly frequent collocations used 
in two parallel corpora composed of students’ writing 
assignments in pre-sessional and in-sessional courses in the 
UK and Turkey. They targeted manually extracted adjacent 
modifier-noun word pairs claimed to be particularly common. 
Using the association measures of Mutual Information (MI) 
score and T-score, the frequency and strength of such 
collocations were compared to the same collocations used in 
BNC as a reference corpus. Findings showed that unlike non-
natives, native learners tended to use more low-frequent 
combinations out of conservatism while writing long essays. 
Also, non-natives significantly overused strong collocations, 
but they showed a significant preference to the use of 
particular combinations. 

Altenberg and Granger [11] applied a corpus-based 
approach, by means of WordSmith Tools, for exploring EFL 
French/Swedish learners’ use of highly frequent collocations 
based on the verb ‘make’. An authentic learner corpus was 
compared with a native-speaker corpus, namely, the Louvain 
Corpus of Native English Essays (LOCNESS). Findings 
highlighted that even advanced learners misused collocations. 
Although eight uses of ‘make’-based collocations have been 
identified, learners underused delexical (e.g. ‘make a 
decision’) and causative (e.g. ‘make something possible’) 
structures. A similar approach was followed by Laufer and 

Waldman [15] who compared learner (the Israeli Learner 
Corpus of Written English, ILCoWE) and native speaker 
(LOCNESS) corpora regarding the frequency and correctness 
of verb-noun collocations. Findings showed that unlike native 
speakers, non-native learners used fewer collocations. 
Furthermore, even more advanced learners misused 
collocations. Also, Paquot and Granger [18] explored the use 
of English formulaic language in learner corpora, including 
collocations, phrasal verbs, compounds, idioms, speech 
formulae, etc. Findings affirmed the relative negative impact 
of L1 on learners’ use of formulaic language regardless of 
their proficiency level. 

Li and Schmitt [23] were concerned with how far L2 
learners’ collocational competence develops over a year of 
training on the usage of collocations in an academic writing 
course in an MA English language teaching program. The 
reported findings showed no statistically significant 
development in learners’ knowledge of collocations as they 
tended to overuse specific collocations. Certain errors 
remained unchanged as learners relied heavily on creativity 
rather than following lexical patterning. Similarly, Nguyen 
and Webb [17] explored Vietnamese EFL learners’ knowledge 
of collocations at different frequency levels, the correlation 
between knowledge of collocations and single-word items, 
and the predictors of receptive knowledge of collocation. 
Findings affirmed the positive correlation between knowledge 
of collocations and single-word items. Also, the major 
predictors of receptive knowledge – and accordingly the 
learnability – of collocations included node word frequency, 
collocation frequency, mutual information score, collocation 
congruency, and part of speech. 

Bahns and Eldaw [19] focused on testing the collocational 
competence of advanced EFL German learners’ by means of 
translation activities and a cloze test. Findings showed that 
students sought to paraphrase collocations. Even though some 
collocations were successfully paraphrased, most paraphrases 
were unacceptable. Therefore, paraphrasable collocations 
should not be given prominence in English language teaching. 
Unlike Bahns and Eldaw [19], Farghal and Obiedat [21] 
compared the collocational competence of two groups. While 
the first group included junior and senior Jordanian students at 
Yarmouk University, the second included English language 
teachers. Towards this objective, two questionnaires have 
been administered in the form of fill-in-the-blank and 
translation tasks. Findings demonstrated that learners’ 
deficiency in using collocations forced them to use lexical 
simplification strategies, e.g. synonymy, paraphrasing, 
avoidance, and transfer. 

Biskup [20] explored the challenges that faced Polish and 
German university learners in translating lexical collocations 
into English. Such translations were then assessed by native 
speakers of English in terms of acceptability and equivalence. 
Findings affirmed that both Polish and German students had 
translational errors. However, while German learners’ errors 
were due to similarity in form, Polish learners’ errors were 
ascribed largely to extending the meaning of L1 collocations 
to L2. Similarly, Hasselgren [22] explored Norwegian 
learners’ awareness of English collocations during translation 
tasks. He affirmed that learners’ misunderstanding and poor 
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knowledge of collocations led them to rely on literal 
translation creating what he describes as “collocational 
dissonance.” That is, though the emerging collocations were 
grammatically sound, they were not native-like. 

Given the Corpus of Contemporary American English 
(COCA) as the target corpus of present study, several studies 
have affirmed its efficacy in enriching students’ collocational 
use especially in writing [24-29]. Hu [25] explored the 
challenge that near-synonyms impose on the learnability and 
use of collocations for EFL students. The target synonymous 
adjective pairs were ‘initial/preliminary’, ‘following/ 
subsequent’, and ‘sufficient/adequate’. Whilst such pairs were 
used interchangeably in isolation, findings showed that these 
collocates designate different prosodies (positive, neutral, and 
negative) in academic discourse with diverse attitudinal and 
evaluative meanings. 

Mansour [27] sought to foster L2 students’ use of 
collocations for improving their writing competence and 
translation performance through getting them to use COCA 
effectively. Using the COCA’s list display and collocates 
display options, students have shown significant development 
in using collocations after receiving the proper training. 
Likewise, following quasi-experimental research design, 
Kartal and Yangineksi [26] explored how EFL students learn 
and produce verb-noun collocations. Hence, experimental and 
control groups were created, and a collocation knowledge test 
was administered before and after training students to use 
collocations through the COCA concordance tool. Findings 
showed statistically significant differences between the 
experimental and control groups in terms of the production of 
collocations. Yet, no significant differences have been noted 
regarding their collocational knowledge. Similarly, Fang, Ma 
and Yan [24] explored the way corpus-based training on data-
driven learning activities could improve Chinese secondary 
school students’ writing performance and vocabulary 
competence in IELTS, including the use of collocations. 
Students were trained to search two main corpora: COCA and 
Word and Phrase Concordance. Towards fulfilling this main 
objective, pre-writing and post-writing tests were used. 
Findings affirmed that students’ performance in word 
selection significantly improved as the frequency of 
collocational errors decreased. 

Oktavianti and Sarage [28] studied the frequent and strong 
collocates of the adjectives ‘great’ and ‘good’ in a corpus 
compiled from Indonesian EFL textbooks and compared them 
with those used in COCA. Based on the MI score of 
collocates, both corpora were similar regarding the verb + 
adjective structure (e.g. ‘look great/good’). However, 
considerable mismatches were reported regarding the adverb + 
adjective structure (e.g. ‘pretty good’ and ‘unpredictably 
great’), and prominent collocations following the structure of 
adjective + noun (e.g. ‘great deal’ and ‘good idea’) were 
markedly absent. Accordingly, textbooks were recommended 
to be re-examined to render the presented collocations more 
authentic. Relatedly, Wu [29] investigated how Taiwanese 
students studying English used the COCA, in an essay writing 
course, for discovering the collocational patterns of thirty 
near-synonymous change-of-state verbs. Towards this 
objective, mixed methods were used including pre-, post-, and 

delayed post-tests, video files of corpus consultation, a 
questionnaire, and interviews. Findings showed that although 
students had some challenges in using the COCA in correcting 
their miscollocations while drafting their essays, their 
performance in using collocations improved and such 
improvement lasted for a considerable time as affirmed by the 
delayed post-test results. 

In view of the foregoing literature review, there seems to 
be a problematic paucity of corpus-driven investigations of 
collocations that reflect globally thematic significance and 
relevance to EFL students/learners in general. Indeed, the 
collocational use of lexemes whose magnitude of topical 
saliency and eventfulness is imposing in various semantic 
domains of expression can be crucial to EFL learners/students 
at the pedagogical level. One such exemplar is the globally 
used search-term lemma ‘coronavirus’; and since the term has 
become a de facto topical attraction in classrooms, either in 
translation or in writing, there needs to be a particular concern 
with and focus on the lemma’s collocational usage. This 
should be especially so at the syntactic level of different parts 
of speech in genre-balanced corpora wherein collocational 
usage is likely to be conducive to enhancing competence and 
developing idiomatic expression. As a corollary of this 
research gap, the present study attempts to investigate the 
collocational usage of the lemma ‘coronavirus’ in the COCA 
in a bid to enhancing the EFL competence of using the 
currently widely used lemma, and thereby improving the 
students’/learners’ performance when it comes to using the 
word-forms associated with this lemma in various pedagogic 
settings. 

III. THEORETICAL FRAMEWORK 

The lexical meaning of a word is often determined in light 
of the words that syntagmatically co-occur with it. Such words 
that tend to hang out together as ready-made chunks came to 
be known as ‘collocations’. A collocation is commonly 
viewed as a multi-word formulaic unit (lexical bundle) just 
like idioms (e.g. ‘back to square one’), proverbs (e.g. ‘let’s 
make hay while the sun shines’), functional expressions (e.g. 
‘excuse me’), fillers (e.g. ‘kind of’), and standardized phrases 
(e.g. ‘there is a growing body of evidence that’) [30]. Cruse 
[31] defines collocations as “sequences of lexical items which 
habitually co-occur” (p. 40). Indeed, Nattinger and DeCarrico 
[4] define collocations as “strings of words that seem to have 
certain ‘mutual expectancy’, or a greater-than-chance 
likelihood that they will co-occur in any text” (p. 21). Hoey 
[32] affirms that high frequency is the most salient principle 
marking the behaviour of collocations in a language. He 
assumes that collocations refer to “the relationship a lexical 
item has with items that appear with greater than random 
probability in its (textual) context” (p. 7) [32]. 

Despite its classification as a unit of formulaic language, a 
collocation, unlike an idiom, is a compositional phraseme (i.e. 
a phraseological unit) since its meaning is relatively 
transparent, i.e. it can – but not necessarily – be inferred from 
the meaning of its individual parts. Structurally speaking, a 
collocation is substitutable even when synonyms or near-
synonyms are applied; for instance, ‘strong/powerful 
argument’ is a recurrent collocation, while the collocations 
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‘strong car’ and ‘powerful tea’ are awkward. Also, while a 
combination such as ‘good fortune’ is recurrent, the 
combination ‘nice fortune’ is semantically unacceptable. 
Furthermore, unlike free combinations, collocations are 
somehow considered “grammar in terms of vocabulary” (p. 
216) [33], i.e. their co-occurrence always adheres to a set of 
grammatical principles. 

Collocations still, however, could be distributed over a 
phraseological continuum [34] (Fig. 1) ranging from free 
combinations (e.g. ‘want a car’), to restricted colocations (e.g. 
‘hold a discussion’), and finally to frozen idioms (e.g. 
‘sweeten the pill’) [14]. The items in free combination are 
easily replaceable in terms of grammar. Yet, unlike frozen 
idioms, the meaning of collocations is much more transparent. 

 

Fig. 1. Cowie’s Phraseological Continuum [34]. 

Gledhill [35] posits that the term ‘collocation’ tend to 
signify different notions as far as different perspectives are 
adopted. First, from a statistical/textual perspective, a 
collocation signifies a node and its collocates recurrent in a 
text, i.e. a particular lexical item frequently accompanies 
another lexical item due to constraints of usage. Therefore, the 
collocational patterns of a particular phrase are triggered by 
other phrases at a distance. Second, from a semantic/syntactic 
level, collocations are approached in terms of lexical 
combinability, i.e. they are regarded as recurrent, restricted 
composite units of meaning arranged in particular 
grammatical sequences, taking into consideration that such 
sequences are inseparable from their propositional meaning. 
This collocational restriction means that the meaning of an 
individual word in specific two-word collocations is restricted 
or confined to such collocation [36]. For instance, the word 
‘white’ in ‘white coffee’, ‘white noise’, and ‘white wine’ has 
different senses. Finally, from a discoursal/rhetorical 
perspective, collocations are assigned diverse pragmatic 
functions across discourses such as marking topics (e.g. ‘let’s 
look at’), shifting topics (e.g. ‘ok now’), summarizing (e.g. ‘so 
then’), relating (e.g. ‘it has to do with’), and qualifying (e.g. 
‘the catch is that’). 

Insofar as the classification of collocations is concerned, 
two approaches can be enlisted: the phraseological and the 
distributional [17, 37]. While the phraseological approach 
focuses on the semantic relation among the words forming the 
collocation and the non-compositionality of their meaning, the 
distributional approach focuses on the frequency of a 
collocation in a corpus or corpora. In view of this demarcation 
and based on the items forming collocations, collocations are 
classified into lexical and grammatical collocations. 
Grammatical collocations are more frequent in English, and 
they are lexicalized as single units with formulaic meanings. 
Bahns [38] affirms that grammatical collocations take the 
form of a noun, an adjective, or a verb followed by either a 
particle, an infinitive, or a clause, e.g. ‘by accident’, ‘angry 
at’, ‘afraid that’, and ‘adhere to’. Unlike grammatical 
collocations, lexical collocations have no grammatical 

elements as they are composed of open-class lexical items 
[39]. They are structured as noun + noun (e.g. ‘ceasefire 
agreement’), adjective + noun (e.g. ‘strong tea’), noun + verb 
(e.g. ‘results showed’), verb + noun (e.g. ‘make a mistake’), 
verb + adverb (e.g. ‘walk slowly’), and adverb + adjective 
(e.g. ‘amazingly gorgeous’). Furthermore, clusters of lexical 
collocations are claimed to share a similar semantic prosody 
[40]. Yet, based on the frequency of collocations, Hill [41] 
divides collocations into four types: weak collocations (e.g. 
‘red wine’), medium-strength collocations (e.g. ‘Sun reader’), 
strong collocations (e.g. ‘rancid butter’), and unique 
collocations (e.g. ‘leg room’). 

With regard to collocational use, a set of parameters have 
been proposed. One crucial parameter of collocational use is 
high frequency, i.e. highly frequent word combinations are 
systematically classified as collocations. Another important 
parameter is that of word association strength as specific 
words tend to co-occur biasedly [42]. In this regard, diverse 
statistical measures could be employed such as Mutual 
Information (MI), T-Score, and Z-Score. A third parameter is 
that of substitutability, i.e. how far an item in a collocation 
could be substituted by a synonym or a near synonym. As an 
integrative part of any language, collocations are processed in 
the mind of language user in two different ways: analytic 
processing and holistic processing [43]. On the one hand, in 
analytic processing, the lexical items and grammatical patterns 
of word combinations are computed and then their meanings 
are retrieved by assembling each item’s meaning. This kind of 
processing occurs at a slower speed with much processing 
load. Holistic processing, on the other hand, is conducted at a 
faster speech with less processing load as word combinations 
are memorized as units (prefabricated forms) whose meanings 
are relatively difficult to be retrieved from the meanings of 
their individual parts, such as phrasal verbs and compounds. 
Still, collocation processing might occur in a parallel mode 
[43]. 

Indeed, the surge of publications in collocation teaching 
and learning is by all accounts an index of the significance of 
collocation competence, which is in turn crucial to language 
proficiency. For instance, Gledhill [35] asserts that “it is 
impossible for a writer to be fluent without a thorough 
knowledge of the phraseology of the particular field he or she 
is writing in” (p. 1). Equally important, Hill and Lewis [44] 
regard collocation use as “one of the most powerful forces in 
making language coherent, fluent, comprehensible, and 
predictable” (p. 1). Similarly, in any text, collocations are 
claimed to have “a cohesive force” [45]. Additionally, 
Fillmore, Kay, and O’Connor [46] point out that collocations 
should be integrated in language learning since they are 
culturally salient. 

Hill [41] affirms that collocations represent “the most 
powerful force in the creation and comprehension of all 
naturally occurring text” (p. 49). In the context of English 
Language Teaching (ELT), it has been largely claimed that the 
accurate use of collocation is an essential component of 
communicative competence [47] and an indicator of 
proficiency as collocational knowledge allows native-like 
language use [48]. That is why the misuse of collocations is 
envisaged as “a major indicator of foreignness” (p. 232) [38]. 
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That is, most of the collocational errors are experienced by 
non-native speakers usually due to lack of lexical proficiency. 
In this regard, Nation [3] explains that less proficient learners 
tend to “encode words in memory on the basis of sound and 
spelling rather than by association meaning” (p.3). Similarly, 
Laufer [49] and Erman, Lundell and Lewis [50] affirm that 
collocations, among other formulaic units are linked to native 
speakers’ fluent and natural language production as well as 
linguistic diversity. 

Crucially, a methodological distinction is always made 
between corpus-based and corpus-driven approaches. The 
corpus-based approach (CBA) targets previously identified 
linguistic features and constructs as well as patterns of 
variation and use. In other words, the corpus would support 
intuitive knowledge, confirm linguistic pre-set assumptions, 
and provide illustrative examples. Meanwhile, the corpus-
driven approach (CDA) aims at exploiting the potential of 
corpora for the identification of recurrent linguistic categories 
and patterns emerging in context not fully recognized before 
[51-52]. Furthermore, CBA starts with no prior assumption, 
and all conclusions are usually reached relying on corpus 
observations. The corpus-driven approach has been largely 
used in the analysis of multi-word sequences known as 
‘lexical bundles’ including idioms, proverbs, and collocations. 
The target is always their frequency, and distribution, usually 
followed by an analysis of emerging patterns and functional 
characteristics. 

Indeed, many factors have been reported to affect the 
learnability of collocations. One of these factors is in the 
semantic complexity of a collocation. Regarding semantic 
complexity, collocations could be distributed over a 
continuum from total transparency to opacity. Figuring out the 
meaning of a collocation depends on the language user’s 
familiarity with the individual words forming the collocation. 
Accordingly, it is largely claimed that learners are expected to 
spot the meaning of free combinations (e.g. ‘pay money’) 
more than restricted (e.g. ‘pay attention’), and idiomatic 
collocations (e.g. ‘pay lip service’) [15, 53]. Furthermore, 
collocational congruency is also claimed to affect 
collocational usage as EFL students are reported to make more 
errors and react more slowly to incongruent collocations than 
congruent collocations (p. 647) [54]. Specifically in restricted 
collocations, L2 learners are reported to make “overliberal 
assumptions about the collocational equivalence of 
semantically similar items” (p. 202) [48]. That is, they tend to 
be able to produce atypical word combinations using items 
with similar meanings, e.g. ‘plastic operation’ instead of 
‘plastic surgery’. The reason is that they perceive lexical items 
individually rather than in combination, and therefore they 
strategically tend to simplify the lexemes form collocations 
through the use of synonyms, paraphrasing, and transferring 
L1 items to L2 through literal translation [21]. Generally, L1 
interference is largely claimed to produce many of the errors 
in collocational usage, even on the part of advanced learners 
[55]. Such words that learners learnt at early stages and tend to 
cling to them even after training came to be known as “lexical 
teddy bears” [22]. 

Indeed, the introduction of corpus tools and techniques 
formed a turning point in phraseology studies in general and 

the study of formulaic units (including collocations) in 
particular. L2 research benefited greatly from such tools and 
techniques which offered more comprehensive empirical 
techniques for building, analyzing, and comparing corpora, 
thereby allowing the exploration of authentic language as 
practised by language learners compared to native speakers. 
This line of research is referred to as ‘data-driven learning’ 
(DDL) [9, 56, 57]. In DDL, language is viewed as data and the 
main objective of DDL tasks is to lead learners to identify 
patterns and uses of language by means of corpus tools, and 
thereby developing their autonomy. Software packages such 
as WordSmith, ConcGram, AntConc, etc. offer tools for 
calculating frequencies of words and their token/type ratio, 
extracting concordance lines with the target key words, 
featuring their various co-texts. As mentioned in the literature 
review section, corpora – taking native-speaker corpora as the 
norm – have been employed in investigating the typology of 
collocations as well as collocational underuse, overuse, and 
misuse. 

IV. METHODOLOGY 

A. Data 

The present study is geared towards eliciting the highly 
frequent collocates used by native speakers of General 
American English (GA) when covering information of 
different types on the outbreak and progression of 
‘coronavirus’ (or more technically, COVID-19) as represented 
in the American Corpus of Contemporary American English 
(COCA) [10]. The COCA has been selected in this study for a 
host of reasons. First, updated in 2021, the COCA (available 
at https://www.english-corpora.org/coca/) contains more than 
one billion words of data distributed over 485,202 texts, and 
therefore it is regarded as the most widely used, freely 
available corpus worldwide. Secondly, it is genre-balanced as 
it offers data covering a wide range of spoken and written, 
formal and informal genres. These genres are web genres and 
blog, newspapers, magazines, spoken, academic, fiction, and 
TV/movies. Thirdly, and finally, the user-friendly interface of 
COCA allows getting information about – and comparing – 
the frequency, currency, time span, and prosody of words, 
phrases, and grammatical constructions across diverse genres. 
Besides, the COCA offers information on definitions, keyness, 
related topics, collocates, clusters, lemmas, synonyms, and 
customized word lists. 

B. Procedure 

The methodological procedure adopted in the present 
study is a two-stage process of addressing the primary 
research question of how the COCA can be utilized in 
enhancing EFL students’ collocational usage of ‘coronavirus’ 
(see Fig. 2). The first stage is concerned with setting the 
pedagogical scene; it amounted to a demonstration of how the 
COCA’s interface can potentially be utilized in terms of its 
available POS syntactic tagging and the sort/limit function as 
well as the frequency cut-off point and hits specified. In 
respect of the second stage of the procedure, the lexical item 
‘coronavirus’ has been presented with its assigned part-of-
speech collocates with the automatic generation calculated by 
an MI score of 3 or above and the collocability default range 
±4. At this stage, too, the frequency distribution of 
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‘coronavirus’ over the COCA’s genre-based sections was 
calculated based on the generated collocates themselves, and 
thereafter the topical priority associated with ‘coronavirus’ 
collocates in COCA was automatically retrieved in relation to 
the extracted collocational pairs. 

 

Fig. 2. The Procedure of Analysis. 

V. DATA ANALYSIS AND DISCUSSION 

The present section of analysis is divided into two stages. 
The first stage is dedicated to the demonstration of the 
COCA’s interface as a way of setting the pedagogical scene; 
the second stage is a proposed EFL pedagogical praxis 
whereby the automatic generation of ‘coronavirus’ collocates 
and their relevant topical priority across the COCA’s different 
genre-specific sections. 

A. Setting the Pedagogical Scene: The COCA in Focus 

The current stage of analysis can best be described as an 
EFL demonstration of the COCA’s interface. As exhibited in 
Fig. 3, the lexical item ‘coronavirus’ has been entered into the 
COCA’s search box with the particular POS tagging noun. 
ALL, which restricts the search hits to coronavirus as an 
exclusively nominal form. Also, demonstrably, the different 
COCA sections are presented for a potential selection, 
whereby an EFL teacher can decidedly opt for a genre-based 
search domain for ‘coronavirus’, say, TV/MOVIES or 
FICTION; and, perhaps, the teacher can interestingly compare 
such sections. 

 

Fig. 3. The COCA’s Genre-based Sections and POS Tagging. 

 

Fig. 4. The COCA’s Sort/Limit Function for Lemma Search. 

Moving to Fig. 4, EFL students can be trained in how to 
use the COCA’s Sort/Limit function for lemma search. The 
teacher is just supposed to employ this function as a way of 
specifying the frequency cut-off point of 20. The function is 
crucial since it facilitates the pedagogic situation by rendering 
the search process manageable enough to the students, let 
alone the fact that the same function generates the highly 
frequent occurrence of the lexical item as a lemma. 

There are yet other COCA-built functions for lemma 
search as shown in Fig. 5, where other options are displayed. 
At this point, the teacher should ideally keep the students 
focused on the number of hits germane to ‘coronavirus’ (100 
times) and the KWIC scope allowed (by default 200) as well 
as the featured raw frequency; these more options can further 
be used to facilitate the process of searching for the significant 
instances of the lemma ‘coronavirus’. Of course, thus far, we 
have not touched upon the actual distribution the lemma 
(‘coronavirus’) over the genre-based sections – which is so 
pedagogically crucial to the recognition of vitiations in use. 

 

Fig. 5. The COCA’s Other Significant Functions for Limiting Lemma 

Search. 
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Fig. 6. Frequency Distribution of ‘Coronavirus’ Over the COCA’s Genre-

based Sections. 

Coming to Fig. 6, the teacher can be said to be able to 
prepare his/her students for the recognition of the variations in 
lemma use referred to above, with a closer eye on frequency 
distribution. Thus, on closer inspection, students will readily 
observe that ‘coronavirus’ is most frequently used in the 
section WEB PAGES next to which in frequency is 
ACADEMIC. Perhaps, this may be ascribed to the fact that the 
Internet as an electronic medium has consistently 
demonstrated global-scale impact due to “its intensity of use” 
(p. 5) [58]. The frequency associated with the COCA’s section 
ACADEMIC can be explained on the grounds that the topical 
nature of ‘coronavirus’ is scientific in the first place. Also, the 
low frequency of ‘coronavirus’ in the sections of FICTION (0 
frequency), TV/M (1 time), NEWS (4 times), and BLOG (5 
times) can be explained against the background genre nature. 
A good teacher, we argue, ought to think of the widespread 
use of a given lemma in a certain genre, and here there lies the 
rub: compared to the WEB PAGES and ACADEMIC, the rest 
of the low-frequency genres lack in sub-genres. Thus, when it 
comes to searching for a currently global term such as 
‘coronavirus’, students should be directed to sub-genre-
composed genres. 

As the current EFL demonstration proceeds, we need to 
draw teachers’ attention to the fact that in order for students to 
gain the utmost pedagogical benefits out of the COCA’s 
interface, the frequency of ‘coronavirus’ or of any other search 
term is far from enough; there needs to be an investigation of 
the patterns of use associated with ‘coronavirus’, or again with 
any comparable term. At this point of analysis, therefore, 
collocational usage of ‘coronavirus’ is presented as a 
pedagogical praxis in the coming sub-section. 

B. Proposing a Pedagogical Praxis: The COCA-Driven 

Collocates of ‘Coronavirus’ 

EFL students’ competence for the collocational usage of 
‘coronavirus’ – and indeed any other lexical item – can be 
well enhanced should the teacher make a point of searching 
for the collocates strongly co-occurring with the node word 
‘coronavirus’. As exhibited in Fig. 7, this is feasible via the 
COCA’s interface by clicking the ‘collocates’ icon after 
specifying the POS tagging of target collocates. The figure 
features the tagging adj. ALL of such collocates and offers the 
default range ±4, i.e. four collocates to the right and/or the left 
of the search term as the topmost span (4:4 collocates). 
Further, crucially, the teacher needs to present students with 
the collocation measurement of Mutual Information (MI of 3 
or above). 

 

Fig. 7. Searching for the Collocates of ‘Coronavirus’ on COCA’s Interface. 

Moving to the next practical step in EFL class demands a 
pedagogically direct engagement with the top collocates of 
‘coronavirus’ in terms of their lexical parts of speech, i.e. 
nouns, adjectives, verbs, and adverbs. Indeed, this is one of 
the most useful tools of the COCA’s interface. As shown in 
Fig. 8, the tool is corpus-driven, in that it provides the top 
part-of-speech collocates based on their frequency of co-
occurrence with the node ‘coronavirus’ in varying degrees of 
highlighting. Thus, the order of noun collocates are infection, 
probability, syndrome, sar, virus, and ferret; the adjective 
collocates are novel, respiratory, and new; the verb collocates 
are cause, identify, confirm, and ferret; the adverb collocates 
are closely, newly, previously, meanwhile, and widely. Given 
such a corpus-driven set, students should be equipped with a 
whole profile of the main collocates in their various lexical 
parts of speech; at this point, the teacher is required to engage 
with the teaching situation by asking students to use 
collocations in different lexico-grammatical patterns, or to 
emulate certain native-like usages of comparable patterns. 

 

Fig. 8. Top Collocates of ‘Coronavirus’ and their Lexical Parts of Speech in 

COCA. 
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Fig. 9. Topical Priority Associated with ‘Coronavirus’ Collocates in COCA. 

As well as identifying the lexical part-of-speech collocates 
of ‘coronavirus’, the COCA’s interface has the pedagogically 
effective feature of what we prefer to call the corpus-driven 
topical priority associated with the collocates. As 
demonstrated in Fig. 9, the topical priority generated by the 
COCA and regarded as thematically relevant to the 
collocational pairs identified in Fig. 7 consists largely in 
specific topical domains: virus, acute, respiratory, disease, 
contact, coronaviruses, novel, and severe. Further, as 
presented in Fig. 8, the node term ‘coronavirus’ is defined 
within the topical scope of {virology}, which can be said to 
reveal the semantic nature of ‘coronavirus’ as [+viral]. 

Thus, bringing together the last two steps of part-of-
speech-bound collocates and their topical priority may well 
improve the EFL students’ understanding of ‘coronavirus’ as a 
concept; that is, beyond the term as a de-contextualized lexical 
item that is isolated from its significant collocates. 

VI. CONCLUSION AND FUTURE RESEARCH 

In conclusion, we are in a position to round off the 
pedagogical strategy proposed in the present study for 
enhancing EFL students’ COCA-induced collocational usage 
of ‘coronavirus’. The approach used towards the fulfilment of 
this goal has been presented as more corpus-driven than 
corpus-based. The COCA has been utilized for empirically 
validating the proposed strategy. Such a strategy can be said to 
have yielded three results. First, a node word can be 
semantically defined in relation to its potential collocates 
provided there should be (a) a lexically orientated part-of-
speech framing of these collocates and (b) a genre-sensitive 
balanced set of data manipulated by corpus software. The 
present case in point was presented in the nominal form 
‘coronavirus’ whose lexical collocates were statistically 
calculated and formally recognized as nouns, adjectives, 
verbs, and adverbs in the COCA. 

Second, a two-stage investigation of the ‘coronavirus’ 
node-collocate relation has been undertaken in a 
pedagogically systematic fashion. The first stage was a 
demonstration of the COCA’s interface and its main functions 
of sorting and limiting the searches for a particular term via 

grammatically annotated settings of POS tagging as well as 
other relevant functions of specifying frequency and MI 
collocation statistics. The second stage was provided as a 
pedagogical praxis with specific highlights: (i) setting the 
collocation default range ±4, (ii) constructing coronavirus 
frequency distribution over the COCA’s genre-based sections 
(TV/Movies, Blog, Web-General, Spoken, Fiction, Magazine, 
Newspaper, and Academic), (iii) generating the top collocates 
of ‘coronavirus’ and their lexical parts of speech in the 
COCA, and bringing out the topical priority associated with 
‘coronavirus’ collocates in the same corpus data. 

Third, on a rather empirical level, the actual collocates of 
the node word ‘coronavirus’ have been generated from the 
COCA as nouns, e.g. infection, probability, syndrome, sar, 
virus, and ferret; adjectives, e.g. novel, respiratory, and new; 
verbs, e.g. cause, identify, confirm, and ferret; and adverbs, 
e.g. closely, newly, previously, meanwhile, and widely. 
Further, on the same empirical level, collocation-induced 
topical priority was derived from the COCA in thematic 
relevance to the above collocates of ‘coronavirus’; and they 
consisted in the following topical domains: virus, acute, 
respiratory, disease, contact, coronaviruses, novel, and severe. 
In view of such an empirical finding, with recurrent COCA 
generation of ‘virus’, the node ‘coronavirus’ has (perhaps 
unsurprisingly) been demonstrated to fall in the topical scope 
of {virology}. 
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Abstract—This paper presents a computer-based frequency 

distribution analysis to decode the pragma-stylistic meanings in 

one of the narrative discourse represented by Orwell’s dystopian 

novel Animal Farm. The main objective of the paper is to explore 

the extent to which computer software contribute to the linguistic 

analysis of texts. The paper uses the variable of frequency 

distribution analysis (FDA) generated by concordance software 

to decode the pragmatic and stylistic significance beyond the 

mere linguistic expressions employed by the writer in the selected 

data. Some words were selected to undergo a frequency 

distribution analysis so as to highlight their pragmatic and 

linguistic weight which, in turn, helps arrive at a comprehensive 

understanding of the thematic message intended by the writer. 

The paper is grounded on one analytical strand: Frequency 

distribution analysis conducted by concordance. Results reveal 

that applying a frequency distribution analysis to the linguistic 

analysis of large data fictional texts serves to (i) identify the 

various types of discourse in these texts; (ii) create a thematic 

categorization that is based on the frequency distribution 

analysis of specific words in texts; and (iii) indicate that not only 

high frequency words are indicative in the production of 

particular pragmatic and stylistic meanings in discourse, but also 

low frequency words are highly indicative in this regard. These 

results accentuate a further general finding that computer 

software contribute significantly to the linguistic analysis of texts, 

particularly those pertaining to literature. The paper 

recommends further and intensive incorporation of computer 

and CALL (computer-assisted language learning) software in 

teaching and learning literary texts in EFL (English as a foreign 

language) settings. 

Keywords—Frequency distribution analysis; narrative 

discourse; pragma-stylistic meanings; thematic categorization 

I. INTRODUCTION 

For a long time, the use of computer-aided text analysis 
software has proven useful and contributive to the linguistic 
investigation of texts, particularly literary texts [1]. The reason 
why computer-aided text analysis (henceforth, CATA) tools 
are positively constructive in the analysis of literary genres lies 
in the fact that this type of texts always abound in large amount 
of data, i.e. a huge and vast number of lexis that it would be 
difficult to be analyzed without the help of computer [2], [3]. 
This paper, therefore, attempts to explore the pragma-stylistic 
meanings pertaining to George Orwell‟s Animal Farm, by 
using a frequency distribution analysis (FDA), which is 
considered one of the variables of CATA, to generate the 
occurrences of particular selected words, which, in turn, helps 
decode the various pragmatic and stylistic meanings pertaining 

to the text under investigation. The employment of CATA 
facilitates the whole process of readership and text reception on 
the part of readers, on the one hand, and helps clarify the 
different pragmatic and stylistic meanings encoded in the 
specific usage of each linguistic expression, on the other [4]. 
Linguistic expressions, in the context of this paper, include the 
different linguistic units, such as the word, the phrase, and the 
sentence. However, the analytical focus here will be on the 
level of the word. That is, some particular words are selected 
from the novel under investigation to undergo a frequency 
distribution analysis, by generating the total occurrences they 
have in the text, and the extent to which their frequency 
influences the general message of the text, the pragmatic 
meanings beyond the semantic proposition of the linguistic 
expressions, and the stylistic features adopted by the writer and 
textually reflected in the selected text. 

A. Research Significance 

The significance of this paper lies in its attempt to highlight 
the effective work of computer software in the linguistic 
analysis of large data texts, particularly fictional texts, by 
demonstrating the extent to which the pragmatic and stylistic 
meanings of some words can be revealed by the application of 
these computer software, such as the frequency distribution 
analysis adopted in this paper. This serves to emphasize the 
importance of applying and using the different computer 
software in the linguistic and textual analysis of texts. It is also 
anticipated to contribute to EFL (English as a foreign 
language) settings, computational linguistics, and corpus 
linguistics studies. 

B. Research Questions 

The current study attempts to answer the following research 
questions: 

1) To what extent does a computer-based frequency 

analysis contribute to clarifying the pragma-stylistic meanings 

pertaining to particular words in the selected novel? 

2) How does a frequency distribution analysis 

communicate specific pragmatic and stylistic meanings in the 

novel under investigation? 

3) How do high frequency words mirror the thematic and 

discursive nature of the analyzed text? 

4) Does the use and application of a frequency 

distribution analysis facilitate an intelligible perception and 

understanding of various types of texts? 
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C. Research Objectives 

By applying a frequency distribution analysis to a number 
of selected words from the novel at hand, the study tries to 
achieve the following research objectives: 

1) To explore the extent to which the use and application 

of computer software contribute significantly to the linguistic 

analysis of large data texts, particularly the fictional ones, as is 

the case with the novel under investigation. 

2) To highlight the importance of incorporating the 

various computer software into the readership process of 

fictional texts. 

3) To demonstrate the significance of applying computer 

software to the general understanding of the pragmatic, 

stylistic and thematic messages of literary texts. 

The remainder of this article is structured as follows. 
Section II presents the literature review pertinent to the current 
study, as well as the related literature and the previous studies 
that addressed the same topic. Section III offers the 
methodology of the study, in which the selected data is 
described and the adopted analytical procedures are provided. 
Section IV demonstrates the analysis and results of the paper. 
Section V is dedicated to the discussion of the obtained results. 
Section VI is the conclusion, wherein some recommendations 
for future research are offered. 

II. LITERATURE REVIEW 

This section presents the review of literature as well as 
some previous studies that are relevant to the current study. 

A. Computer-Aided Text Analysis (CATA) 

The computer-aided text analysis offers a variety of 
analytical variables that can be employed in the analysis of the 
different types of texts [5], [6]. Various types of computer 
software are used in the linguistic analysis of texts, as they 
provide the analysts with different analytical options that help 
in deciphering the meanings beyond the linguistic expressions 
[7], [8]. According to [9], before the emergence and 
applications of modern technologies in teaching and learning, 
particularly in EFL settings, the analysis of large data texts 
such as the literary ones as well as the process of teaching them 
was very difficult. This is because the teacher and the student 
alike had to read the whole text in order to arrive at the 
meaning s/he targets, or what is called the thematic message of 
the text. The traditional way of reading literary texts, their 
reception on the part of students and their presentation on the 
part of teachers constituted an academic burden on both parties 
[10]. Furthermore, [11] emphasizes that the majority of results 
pertaining to the traditional analysis of literary texts are 
inaccurate. There is always some sort of mistake, specifically 
in terms of approaching the number of occurrences a given 
lexical item or a linguistic expression has in text. Traditional 
way of analyzing literary texts was a big problem, as it required 
much more effort and time than is the case if such analyses 
were conducted by means of CATA, with its different 
analytical options and software [12]. 

According to [13], the use of the computer and 
computational linguistics work makes it possible to process, 

access and examine large data for a diversity of purposes, and 
to investigate questions which could not plausibly be answered 
if the analysis was carried manually. He maintains that 
computer software provide various applications in automated 
indexing, classification, concordance, content analysis, 
thematic categorization and syntactic analysis. Furthermore, 
these computational software provide information on the 
company words keep in a corpus, and can also display a variety 
of senses of a lexical item type. 

It is worth mentioning that CATA offers a number of 
analytical variables that contribute effectively to the process of 
analyzing large data texts in general, and literary genres in 
particular [14]. One of these variables is the frequency 
distribution analysis (FDA), which will analytically be applied 
in the current paper. An FDA serves to show the different 
frequencies and occurrences a given searched item has in a text 
[15]. One advantage of this variable is its ability to offer 
accurate, credible, authentic and concise results that rest 
beyond any supposed analytical vulnerability. According to 
[15], this high level of verification, credibility and authenticity 
attained by the application of FDA reflects the relevance of 
applying computer software to the analysis of the different 
types of texts. 

Another analytical variable provided by CATA is what is 
called Key Word in Context (KWIC) [16]. This variable 
functions to offer the contextual environment in which the 
searched word occurs, which, in turn, serves to extend the 
pragmatic and stylistic purposes beyond the surface usage of 
this word. For [17], through KWIC, one can have a clear and 
credible picture of the preceding and subsequent words in 
company of the searched item. These preceding and subsequent 
contexts add more clarification to the pragmatic power of the 
linguistic expression, as well as to the way this single linguistic 
item contributes to the interpretation of the whole text. 

According to [18], Content Analysis (CA) is another 
analytical variable that can be generated by CATA. This 
variable constitutes the process of analyzing the content 
produced, reproduced and maintained by any given lexical item. 
Significantly, by means of content analysis, one can delve into 
both the semantic compatibility of words; that is, the different 
semantic propositions these words communicate in the 
analyzed text and the pragmatic interpretation attributed to 
these words with their specific usages in texts. 

A further variable offered by CATA in the context of this 
paper is related to the Thematic Categorization of discourse 
types [19]. This analytical option allows the analyst to 
categorize the various words with their frequencies with the 
themes they address in texts. Thematic distribution, therefore, 
is closely related to text clustering, as it identifies the different 
themes according to the number of frequencies words have. 
Crucially, this analytical variable operates in combination with 
KWIC; that is, it targets the thematic distribution of any 
searched word according to its contextual environment. 

The last processing variable generated by CATA in this 
study is the variable of Lemmatization [20], a processing 
option which provides counts of lemmas (sets of grammatical 
words having the same stem and / or meaning and belonging to 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

222 | P a g e  

www.ijacsa.thesai.org 

the same major word classes, differing only in inflection and/or 
spelling. For [21], lemmatization serves to offer a classification 
of all the identical or related forms of a word under a common 
headword, which further functions to give a clear picture to the 
interpretative atmosphere of the analyzed text. 

Significantly, all the aforementioned processing options can 
be generated by concordance, a computer software that allows 
researchers to access and process large data texts to produce 
the occurrences of particular tokens. According to Sinclair [22], 
the process of producing and accessing word indexes and 
concordances is the most obvious, conceivable and plausible 
application of the computer software in literary research. He 
emphasizes that such an automated approach to text analysis 
sets the analytical foundation for theoretical, empirical and 
analytical decisions on the various linguistic aspects of 
vocabulary expression, morphological, syntactic, and semantic 
dimensions of contained data, and the presentation of lexical 
and syntactic items and collocations of both high and low 
frequency tokens [23]. 

B. Previous Studies 

Much previous research has been conducted on the 
application of CATA software into the linguistic investigation 
of texts. One study was presented by [24], who employed a 
computational approach that is based on a frequency 
distribution analysis to decode the extremist ideologies in the 
discourse of ISIS (Islamic State in Iraq and Syria). The study 
utilized the program of concordance to arrive at the total 
frequencies of specific words and collocations that help in the 
ultimate analysis of the discourse of ISIS. This study 
concluded that computer software are very effective in the 
analysis of all types of texts, as they offer accurate and credible 
results upon which discourse analysts can predicate their 
thematic and ideological investigation. 

Another study conducted by [25] provided a computer-
aided text analysis within courtroom discourse. This study 
employed CATA to explore the persuasive strategies used in 
the legal discourse of attorneys in the trial of Moussaoui that 
occupied the world and public opinion during the 1990s. The 
study clarified that CATA software are effective in deciphering 
the various persuasive tools employed by the two attorneys of 
the trial. The study further demonstrated the extent to which 
the number of occurrences of specific expressions within 
particular contexts in courtroom facilitates the process of 
persuasion on the part of the attorneys, either during their 
conversational turns with the allocated judge of the court or 
with testimonies of the witnesses. The study recommends the 
application of CATA software to the analysis of the different 
legal texts. 

A third study by [26] investigated the ideological agency 
exercised by speakers over their recipients. This study uses 
concordance software in the analysis of the data to show the 
frequency distribution of the function words that indicate 
agency. The study also clarified that concordance proves useful 
in demonstrating the indicative occurrences out of the total 
frequency of each lexical token. This study concluded that the 
concept of ideological agency is better revealed via the 
application of computer software manifested in concordance. 

A further relevant study was the one conducted by [27], in 
which they explored the extent to which CALL (computer-
assisted language learning) software is effective in the EFL 
contexts. This study is entirely based on testing the 
effectiveness of using the two computer programs of SnagitTM 
and Screencast on acquiring the skill of reading. The study 
revealed that the application of the two computer software 
serves to improve the academic level of students, by fostering 
the linguistic skills pertinent to the acquisition of the skill of 
reading. The study also reported that such technological 
incorporation into EFL course functions to develop not only 
the linguistic competence of EFL students, but also their 
communicative skills. This study recommended the application 
of the different CALL software to the different EFL courses, as 
they facilitate the process of teaching and learning on the part 
of both teachers and students. 

The previous studies so far have employed CATA software 
into the linguistic analysis of texts. Some of these studies 
focused on fictional texts, whereas other studies have presented 
discussions on legal texts and EFL settings. One observation 
concerning related literature is that it did not use CATA 
software within the scope of pragmatics and stylistics; that is, 
none of the previous studies has employed CATA software to 
explore the different pragmatic or stylistic purposes in 
discourse. This last point is the core concern of the current 
study, which constitutes the research gap attempted to be 
addressed in this article. The current study, therefore, tries to 
fulfill in part this research gap, by showing the effectiveness of 
using a frequency distribution analysis (FDA) as an indicator 
of discourse type and thematic categorization, as well as an 
analytical identifier of both the indicative and/or non-indicative 
occurrences in a corpus. 

III. METHODOLOGY 

This section presents the methodology of the study which 
constitutes data collection and description, the procedures 
adopted in the analysis of the selected data, and the rationale 
beyond the study. 

A. Data: Collection and Description 

The data in this paper comprises one literary text written by 
George Orwell: Animal Farm. A number of words from the 
novel were selected to undergo a frequency distribution 
analysis, which in turn clarified the high frequency words and 
the low frequency words and the extent to which both groups 
of words are indicative in reflecting the pragma-stylistic 
meanings pertaining to the selected novel. The selected words 
revolve around the discourse types of equality and inequality; 
the themes of oppression, rebellion and violence; and the point 
of view of the writer. Clarifying the way these concepts were 
perceived by means of the application of an FDA serves to 
mirror both the pragmatic and stylistic purposes targeted 
beyond their usage in the novel. 

B. Research Procedures 

Three procedural stages were adopted in this research. First, 
the use of the computer software adopted here has involved the 
preparation of the selected work by scanning and storing it 
electronically in order to be ready for computational analysis. 
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Second, the selected words were highlighted to undergo a 
frequency distribution analysis to generate their frequency of 
occurrences in the text under investigation. This stage was 
followed by content and thematic categorization analysis, 
wherein a connection has been made between the occurrences 
of each selected word and its significance to the pragmatics and 
stylistics of the novel as a whole. The third stage constitutes the 
interpretation and explanation of the results, as well as to relate 
the obtained results with the pragma-stylistic meanings 
communicated in the novel at hand. 

C. Rationale of the Study 

There are three reasons that constitute the rationale beyond 
the selection of Animal Farm: first, the novel has two different 
types of discourse: the discourse of equality and the discourse 
of inequality. Thus the selection of some words to undergo a 
frequency distribution analysis is relevant to identify the type 
of discourse. Second, the novel also abounds in themes that can 
further be decoded and categorized by the frequency analysis 
of a group of selected words. Third, the novel witnesses a 
number of words that are highly indicative in the production of 
the total interpretation of its incidents despite the fact that some 
of these words are very low in frequency. 

IV. ANALYSIS AND RESULTS 

A. FDA as Indicator of Discourse Type 

The application of an FDA serves to demonstrate the type 
of discourse stylistically communicated by the writer of the 
novel. The number of occurrences of some particular words 
mirrors the type of discourse in which these words occur and 
address. In Animal Farm, there are two types of discourse: the 
discourse of equality and the discourse of inequality. Consider 
the following table. 

TABLE I. FREQUENCY DISTRIBUTION ANALYSIS TO SHOW TYPE OF 

DISCOURSE 

Lexical item Total Frequency Indicative Occurrences 

comrades 55 23 

rebellion 29 2 

wisdom 2 2 

man 21 11 

remains 1 1 

miserable 5 3 

slavery 3 1 

free 7 1 

leader 8 5 

sacrifice 4 2 

cruelty 2 1 

criminal 1 1 

traitor 3 2 

laborious 3 1 

tactics 2 2 

comrade 41 13 

equal 8 2 

rich 3 1 

brothers 1 1 

percent 3 3 

welfare 2 1 

necessary 13 1 

nonsense 1 1 

nothing 24 1 

agent 3 3 

maneuver 2 1 

get rid of 2 1 

let us 12 2 

true 7 1 

enemy 12 12 

friendship 1 1 

friend 4 2 

equality 2 2 

Table I shows a number of words with the occurrences they 
have in the novel. The table demonstrates that there are some 
words pertinent to the discourse of equality, including equality, 
friendship, comrades, rebellion, wisdom, brother, and free. The 
associative meaning of closeness, brotherhood, cooperation 
and solidarity these words carry is an indication that they are 
related to the discourse of equality. It is also obvious from the 
table that there are some words among this group that have 
high frequency (e.g., rebellion, comrades), and other words that 
have low frequency (e.g., equality); however, the indication is 
that the word, regardless of its number of occurrences, may be 
very indicative in carrying the meaning of a specific type of 
discourse. In the same vein, Table I displays some words that 
can be perceived as indicators of an inequality discourse. 
Words such as man, miserable, cruelty, traitor, criminal, enemy, 
and remains also communicate the connotative meanings of 
oppression, domination and inequality. Again, the low 
frequency words of this group accentuate the fact that the 
words may be very low in frequency (e.g., slavery, laborious) 
but highly indicative in carrying the meaning of the discourse 
targeted by the writer. 

B. FDA as Indicator of Thematic Categorization 

The FDA can also be an indicator that clarifies the 
categorization of themes in texts. In the novel under 
investigation, one can identify a number of themes, such as 
violence, rebellion and oppression. These themes can be 
decoded by means of a frequency analysis that classifies the 
different words addressing a particular theme. Consider the 
following table. 
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TABLE II. FREQUENCY DISTRIBUTION ANALYSIS OF THE WORDS 

CONVEYING THE CONNOTATIVE MEANINGS OF „VIOLENCE‟ 

The Word Frequency 

kill 4 

slaughtered 2 

attack 10 

executed 2 

blood 6 

shot 4 

destruction 1 

confessed 6 

killed 5 

destroyed 5 

crush 1 

suicide 1 

tortured 1 

torn 2 

tore 1 

executions 2 

slaughter 1 

bloodshed 1 

Table II displays the words that encode the associative 
meaning of the lexical item „violence‟. One observation is that 
all words included in the above table are ideologically-loaded. 
That is, they are carriers of specific meanings pertaining to 
specific theme, which is violence. The words in the table direct 
the readers to one meaning, that is, there is violence among 
discourse participants. All words connote the violent meanings 
of torture and suffering. 

The theme of „rebellion‟ can also be detected by the FDA 
as is shown in the following table. 

TABLE III. FREQUENCY DISTRIBUTION ANALYSIS OF THE WORDS 

CARRYING CONCEPTUAL AND ASSOCIATIVE MEANINGS OF „REBELLION‟ 

The Word Frequency 

rebellion 29 

remove 1 

expel 2 

expulsion 8 

uprising 1 

striking 1 

quarrel 2 

quarrelling 1 

dismissed 1 

disobey 1 

disobedience 1 

rebelliousness 1 

revolutionary 1 

get rid of 2 

Table III indicates that Orwell enriches the text with words 
indicating the meaning of rebellion, which is one of the main 
themes presented in Animal Farm. All lexis in the above table 
communicate the meaning of rebellion, both literally (e.g., 
rebellion, uprising, rebelliousness, revolutionary) and 
associatively (e.g., remove, get rid of, disobedience, dismissed, 
expel, striking). Further, it is not only high frequency words 
that communicate the theme of rebellion, but also low 
frequency words are carriers of the same theme. 

A further theme presented in the novel can be also 
identified via the FDA and the number of occurrences of 
specific words. It is the theme of „oppression‟ as is displayed in 
the following table. 

TABLE IV. FREQUENCY DISTRIBUTION ANALYSIS OF THE WORDS 

CARRYING CONCEPTUAL AND ASSOCIATIVE MEANINGS OF „OPPRESSION‟ 

The Word Frequency 

destruction 1 

slavery 3 

miserable 5 

cruelty 2 

traitor 3 

laborious 3 

criminal 1 

execution 1 

kill 4 

destroy 1 

execute 2 

destroyer 1 

dominate 3 

Table IV clarifies the various words carrying the literal and 
connotative meanings of oppression. The semantic potentials 
of the list of words in the above table refer to the theme of 
oppression and domination. All words in this list carry 
meanings that indicate suffering, submission and dominance; 
such meanings are much more pertinent to the theme of 
oppression than to any other themes in the discourse of the 
novel. 

C. FDA as Identifier of Indicative / Non-indicative 

Occurrences 

This part of the analysis sheds light on one important idea 
beyond FDA adopted in this paper, that is, the significance of 
both high frequency and low frequency words in 
communicating the various pragmatic and stylistic purposes in 
discourse. Unlike the general assumption that only high 
frequency words are significant in delineating the various 
discursive aspects of texts, the paper shows that low frequency 
words have the same significance in producing and 
maintaining specific discourse meanings and themes. Consider 
the following Tables V and VI. 
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TABLE V. INDICATIVE HIGH FREQUENCY WORDS IN ANIMAL FARM 

The Word Frequency 

comrades 55 

enemy 12 

comrade 41 

work 72 

rebellion 29 

man 21 

all 174 

no 102 

TABLE VI. INDICATIVE LOW FREQUENCY WORDS IN ANIMAL FARM 

Word Frequency 

equal 8 

friends 5 

blood 6 

equality 2 

revolutionary 1 

uprising 1 

expulsion 8 

remove 1 

friendship 1 

Tables V and VI demonstrate a number of words with high 
frequency occurrences (Table V), and other words with low 
frequency occurrences (Table VI). In both cases, the words 
contribute to the general interpretation of the text under 
investigation. For example, the words work, comrades and 
rebellion show high frequencies of 72, 55, and 29, respectively. 
The indication here is that the high frequency of occurrences 
pertaining to these words communicates various discourse 
meanings, such as equality, cooperation and friendship. These 
meanings, in turn, are indicators of the type of discourse as 
well as the theme intended to be conveyed pragmatically 
and/or stylistically by the writer. Likewise, the very low 
frequency of occurrences of words, such as equal, uprising, 
blood, remove and expulsion (Table VI) does not mean that 
these words are insignificant and, thus, do not contribute to the 
discourse meanings of the novel. Contradictorily, these words, 
however, low in frequency, are highly contributive to the 
identification of the thematic message of the novel at hand. 

D. FDA as Lemmas Generator 

A frequency distribution analysis can further be perceived 
as a generator of lemmatization. These lemmas are also 
indicators of the pragma-stylistic meanings targeted in the 
novel, as they refer to the various discursive and thematic 
purposes beyond the text in which they occur. Consider the 
following Tables VII and VIII. 

TABLE VII. LEMMATIZATION IN ANIMAL FARM 

Destroy lemma Execute lemma Kill lemma confess lemma 

word F word F word F word F 

destroy 1 executed 2 kill 4 confess 2 

Destroyed 5 execution 1 kills 1 confessed 6 

Destroyer 1 execution-s 2 killed 5 confessing 1 

destroying 1   killing 1 confession 1 

destruction 1     confessions 1 

(F) means frequency 

TABLE VIII. LEMMATIZATION IN ANIMAL FARM 

equality 

lemma 

friend 

lemma 
comrade lemma rebellion lemma 

word F word F word F word F 

equal 8 friend 4 comrade 34 rebellion 29 

equally 3 friends 2 comrades 46 rebellions 1 

equality 2 friendly 3 comrade-ship 1 rebelling 1 

  
friend- 
ship 

1   
rebelliou-
sness 

1 

(F) means frequency 

The two tables display the lemmas of various indicative 
words in the discourse of the novel. These lemmas are 
indicators of the stylistic way of writing adopted by the writer. 
The selection and use of these words, together with their 
different lemmas is dexterously employed to direct the 
cognitive background of the reader towards specific meanings 
that serve to arrive at the pragmatic interpretation of texts. 
Lemmas are very indicative in indentifying the type of 
discourse as well as in classifying the different themes in texts. 

V. DISCUSSION 

The above analysis demonstrates the effectiveness of using 
and applying CATA represented by FDA to the linguistic 
analysis of texts. It is analytically clarified that the use of 
modern technology in the linguistic and textual analysis of 
texts, particularly literary ones contributes effectively to the 
interpretation of these texts. In light of this paper, the 
application of FDA proves useful and contributive in creating 
and deleneating the general interpretative atmosphere of the 
novel under investigation. This variable of CATA facilitates 
the process of decoding the various pragmatic and stylistic 
meanings pertaining to the text at hand. Themes such equality, 
violence, oppression and rebellion have computationally been 
decoded by means of FDA. This correlates with a number of 
previous studies, such as [28], [29] and [25], which emphasize 
the importance of applying modern technologies to the textual 
and linguistic analysis of texts. Crucially, computer software, 
when used in corpus linguistic, function to facilitate the process 
of linguistic analysis, as they help make texts more manageable 
analytically (Research question No. A: to what extent does a 
computer-based frequency analysis contribute to clarifying the 
pragma-stylistic meanings pertaining to particular words in the 
selected novel?). 
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Pragmatically, the application of CATA software in general 
and FDA in particular proves useful in deciphering the various 
pragmatic meanings pertaining to the discourse of Animal 
Farm. Pragmatic meanings are meant to the implied or the 
invisible meanings. This is conducted by using FDA as an 
indicator to mirror the intended meanings targeted by the writer. 
For example, FDA has shown certain pragmatic meanings 
relevant to the idea of totalitarianisn, oppression and 
submission, which represent the main meanings intended 
beyond the surface meanings of the linguistic expressions in 
the novel [30]. Deciphering the intended meanings of the work 
under investigation by means of FDA also serves to reflect the 
intention of the writer, which is further meant by the 
ideological point of view (Research question No. B: How does 
a frequency distribution analysis communicate specific 
pragmatic and stylistic meanings in the novel under 
investigation?). 

Stylistically, the use of FDA demonstrates the way the 
writer employes certain lexis that communicate specific 
meanings beyond the style of his writing. The analysis shows 
two types of discourse: the discourse of equality and the 
discourse of inequality. Each type of discourse is featured by a 
number of stylistic devices manifested in the clever use of 
specific words that direct the interpretative wheel of the text 
towards the targeted type of discourse. Consequently, one 
conclusion can be drawn here, that is, CATA software can be 
used to determine the type of discourse in texts. This finding 
goes in conformity with some previous studies, such as [20], 
[23] and [31], who clarified that the application of CATA to 
the linguistic study of literary texts serves to identify the nature 
of discursivity in literary genres (Research question No. B: 
How does a frequency distribution analysis communicate 
specific pragmatic and stylistic meanings in the novel under 
investigation?). 

Thematically, the application of FDA helps classify the 
different themes addressed in literary texts. Such thematic 
categorization is highly required, particularly in literary genres, 
for the very nature these texts have concerning the large data 
they contain. The thematic classification can also facilitate the 
process of teaching and learning literary courses. This 
reconciles with [32], who emphasizes the significant 
contribution computer software can present to EFL settings. 
The application of these software can save time and effort on 
the part of both teachers and students. It also tunes with [33], 
who argue that CATA software prove contributive to the 
acquisition of the different language skills, particulaly, reading, 
writing, as well the acquistion of vocabulary. The use of 
computer software serves to improve students‟ performance 
and competency (Research question No. C: How do high 
frequency words mirror the thematic and discursive nature of 
the analyzed text?). 

Crucially, the huge technological development necessitates 
the integration of computer softwar not only in EFL settings, or 
in the linguistic study of literary texts, but also in the linguistic 
investigation of further types of texts, such as legal and 
religious texts. The application of the various CATA software 
produce credible, authentic and concise results [34]. Using 
computer software also opens new analytical and pedagogical 
insights that would be difficult to be identified if the analysis is 

conducted without the help of computer. This last point was 
accentuated by [35], who shed light on the different theoretical, 
analytical and pedagogical horizons computer software offer 
for researchers in the different fields of the academic and 
scientific research (Research question No. D: Does the use and 
application of a frequency distribution analysis facilitate an 
intelligible perception and understanding of various types of 
texts?). 

VI. CONCLUSION 

This paper presented a computer-based frequency analysis 
to decode the pragma-stylistic meanings in Orwell‟s Animal 
Farm. The paper demonstrated the significance of using and 
applying computer software in general and FDA in particular 
to the linguistic study of literary texts. These software function 
to save both time and effort, as well as provide results that are 
more credible, accurate and concise than those arrived at by 
traditional ways of linguistic analysis (i.e. without the work of 
computer). The analysis of the current paper clarified that FDA 
proves useful in (i) identifying the types of discourse in the 
novel at hand; (ii) categorizing the various themes in discourse; 
and (iii) highlighting the indicative and non-indicative 
occurrences that communicate different pragmatic and stylistic 
purposes in the novel under investigation. These three 
analytically-evidenced findings are computationally enabled by 
the application of FDA. The paper emphasizes the findings 
revealed by previous studies, by highlighting the significance 
and necessity of using the various computer software in the 
linguistic analysis of texts, particularly large data fictional texts. 
This is because these software facilitate the whole process of 
analysis, open new analytical horizons in the field, improve 
textual and contextual intelligibility pertaining to texts, provide 
fast, credible and concise results, and mirror the pragmatic and 
stylistic meanings communicated by writers. 

Finally, for future research, this paper recommends further 
applications of the different computer software to the analysis 
of texts other than the literary ones. For example, to investigate 
the effectiveness of GBL (Game-Based Learning) on the 
performance of EFL (English as a Foreign Language) majors 
concerning vocabulary acquisition, or investigating the impact 
of CAT (Computer Assisted Translation) Trados Studio 
software on the teaching and learning translation. These 
recommended studies might reveal similar and/or different 
results than those approached in the current paper. Crucially, 
integrating computer software in the EFL settings contributes 
significantly to the teaching methods on the part of instructors, 
and to the learning outcomes on the part of students. 
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Abstract—Numerous approaches have been developed over 

recent years to detect hate speech on social media networks. 

Nevertheless, a great deal of what is generally recognized as hate 

speech cannot yet be detected. There remain many challenges to 

assuring the effectiveness and reliability of automatic detection 

systems in different languages, including Arabic. Social media 

platforms and networks such as Facebook continue to encounter 

difficulties regarding the automatic detection of hate speech in 

Arabic content. Given the importance of developing reliable 

artificial intelligence and automatic detection systems that can 

reduce the problems and crimes associated with the spread of 

hate speech on social media platforms, this study is concerned 

with evaluating the performance of the automatic detection and 

tracking of hate speech in Arabic content on Facebook. As an 

example, the study evaluates the period in October 2020 that 

came to be known as France’s cartoon controversy. Two 

different corpora were designed. The first corpus comprised 347 

posts deleted by Facebook, now known as Meta. The second 

corpus was composed of 1,856 posts that were randomly selected 

using the hashtag إلا رسول الله (except the Prophet of Allah). The 

results indicate that there is a considerable amount of hate 

speech taken from or influenced by the Islamic religious 

discourse, but that automatic detection systems are unable to 

address the peculiar linguistic features of Arabic. There is also a 

lack of clarity in defining what constitutes “hate speech”. The 

study suggests that social media networks, including Facebook, 

need to adopt more reliable automatic detection systems that 

consider the linguistic properties of Arabic. Political thinkers and 

religious scholars should be involved in defining what constitutes 

hate speech in Arabic. 

Keywords—Artificial intelligence; automatic detection; 

Facebook; hate speech; Islamic discourse; social media networks 

I. INTRODUCTION 

In recent years, the spread of social media networks and 
platforms has resulted in the emergence of different forms of 
hate speech, which have negative impacts on the stability of 
societies [1]. Millions of users around the world today use 
these social media networks and platforms to spread hate 
against specific groups and individuals [2, 3]. It is clear that 
hate speech has a central role in various discussions, including 
those on immigration, politics, sports, religion, and even 
diseases [4-6]. Hate speech has also been associated with 
crime, racial hatred, and violence [7, 8]. In the face of the 

increasing threats posed by hate speech to the lives of 
individuals and societies, social media networks have adopted 
a range of automatic detection systems with capabilities in 
different languages, especially Indo-European languages [9]. 
For his part, Mark Zuckerberg, the Chief Executive of 
Facebook, expressed his commitment to addressing the issue of 
hate speech on the platform. In a speech made at the ceremony 
for the newly established Axel Springer Award in Berlin on 25 
February, 2016, Zuckerberg stressed that “hate speech has no 
place on Facebook and in our community”. In a recent report, 
Facebook announced that the company removed 22.3 million 
pieces of content containing hate speech, down from 31.5 
million in the second quarter of 2021, as shown in Fig. 1.  

However, a report by the Wall Street Journal in 2021 
highlighted that Facebook removed posts that generated just 
2% of the hate speech viewed on the platform and that violated 
its rules [10]. In the face of these contradictory statistics, many 
users, groups, and organizations have questioned Facebook’s 
figures and thus the reliability of automatic detection and the 
artificial intelligence systems adopted by Facebook for 
detecting and tracking hate speech in its content. Many users 
have criticized the lack of effectiveness of the company’s 
procedures for curbing hate speech on the platform, for 
instance allowing ISIS members and supporters to use it. In 
contrast, others have described the company as taking a Big 
Brother approach in dictating what can and cannot be said [11]. 

 

Fig. 1. Global Number of Hate Speech-containing Content removed by 

Facebook from 4th Quarter 2017 to 3rd Quarter 2021. 
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To illustrate the issue, this study evaluates the automatic 
detection of hate speech on Facebook in October 2020 during 
what came to be known as France’s cartoon controversy. In 
October 2020, statements made by the French President 
Emmanuel Macron concerning Islam and the Prophet 
Muhammad led to many protests in the Arab and Muslim 
world. In these statements, Macron declared that his country 
would not stop publication of offensive cartoons of the 
Prophet, referring to them as freedom of expression. Macron’s 
statements were warmly received by many activists, who 
described them as an assertion of France's “freedom to speak, 
to write, to think, to draw”. Millions of Facebook users 
supported Macron’s case, depicting Muslims as terrorists, 
especially after the brutal murder of a French teacher beheaded 
for showing his students cartoons of the Prophet Mohammed 
[12]. In turn, many commentators depicted Macron’s 
statements as hate speech and a call for violence [13]. 
Furthermore, several hashtags trended in different Arab and 
Muslim countries through which activists described the 
statements of the French President as an insult to the Prophet of 
Islam and Muslims around the world. These hashtags included 
“except the Prophet of Allah”, “boycott French products”, “our 
prophet is a red line”, “Macron offends the Prophet”, and “stop 
insulting our Prophet”. For its part, Facebook removed 
thousands of posts that were defined by the company as hate 
speech. In light of the above, this study seeks to evaluate the 
performance of artificial intelligence and automatic detection 
systems adopted by Facebook to understand how well they 
work and the extent to which they achieve their goals. 

The remainder of this article is organized as follows. 
Section II provides a brief survey of automatic detection 
systems and approaches. Section III describes the methods and 
procedures. Section IV reports the results of the study. 
Section V is an interpretation of the results. Section VI 
concludes. 

II. RELATED WORK 

Recent years have seen increasing interest in “hate speech” 
in research studies. The phenomenon has been extensively 
studied in various disciplines, including discourse studies, 
social media research, sociology, and recently artificial 
intelligence, data mining, and information studies. This can be 
attributed to the increasing rates of crimes associated with hate 
speech on social media networks and platforms. Although the 
concept of “hate speech” was evident in different societies 
before the emergence of social media networks and platforms, 
the concept has recently been linked to social media [14]. 
Despite the usefulness and reliability of these networks and 
platforms for bringing people closer to each other, they have 
unfortunately also helped to disseminate user-generated 
content that gives rise to hate speech on heated political and 
religious topics [15, 16]. 

In the face of this issue, researchers have sought to develop 
automatic detection systems and algorithms with the capability 
of identifying hate speech in content so that such posts can be 
removed [1, 17]. Studies in this tradition are usually 
multidisciplinary. That is, they are based on different 
disciplines, including artificial intelligence, data mining, 
natural language processing, and computational linguistics [18, 

19]. The underlying principle is that algorithms should be 
trained to identify linguistic content and detect forms of hate 
speech through artificial intelligence and data mining tools [20, 
21]. In this regard, linguistics research has always been central 
to the development of automatic detection systems. Capozzi et 
al. [22] argue that hate speech can be deployed through various 
morphological structures and lexical choices with a myriad of 
nuances geared to the context of situation. In some languages, 
dictionaries of terms used in hate speech have been compiled. 

As noted by Cobbe [23], artificial intelligence systems can 
usefully be employed to control and monitor hate speech on 
social platforms. Fortuna and Nunes [24] similarly argue that 
automatic detection methods are effective mapping tools for 
tracking the diffusion of hate speech on a large scale across 
regions. Nonetheless, the detection of hate speech can be 
challenging for machines, let alone humans, due to the 
complexity of determining lexical referentiality [25]. Natural 
language processing designers have developed operational 
frameworks focusing on representative features and based on 
semantic classifications [26], but these always have to be 
linked to the context for the meaning of the lexis to be 
effectively attributed to the notion of hate speech [27]. 

The literature indicates that much automatic detection 
research has focused on social media networks and platforms, 
including Facebook and Twitter. Since these networks exhibit 
different forms of hate speech, they provide good opportunities 
for researchers to test their models in different languages, 
including English, Spanish, Italian, and Chinese [28]. For 
instance, Poletto et al. [29] used the Twitter platform for data 
collection to detect hate speech communicated by Italian users 
on social media with regard to immigrants. Similarly, Vigna et 
al. [30] examined the hateful content of speech presented on 
Facebook. 

Although there is extensive literature on the automatic 
detection of hate speech in different languages, including 
English and Chinese, very little has been done in Arabic due to 
the linguistic differences between Arabic and Western 
languages. However, the considerable spread of hate speech 
and abusive language on social media in recent years has led to 
pressure on the industry and researchers to find workable and 
reliable solutions for hate speech problems in the Arab world. 

According to Bahaa-eddin [31], the rise in hate speech on 
social media in Arab countries can be described as a “tsunami” 
that has grave consequences for the stability of Arab societies. 
He suggests that the unprecedented growth in hate speech in 
recent years can be ascribed to the intermittent, but ongoing 
turmoil in the region, such as the Iraqi invasion of Kuwait, the 
9/11 attacks that left Arabs with diverse views, the war on Iraq, 
the Israeli–Palestinian conflict, the clashes between Shias and 
Sunnis, and very recently the Arab Spring with all its 
repercussions. All these events and more have had a significant 
effect on the temper of the Arab public. Within this 
environment, social media platforms allow domains in which 
people can comment and use insulting and offensive language 
in their interactions. 

In this regard, there have been various attempts in recent 
years to develop automatic detection systems to address hate 
speech in Arabic. Al-Hassan and Al-Dossari [32], for instance, 
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used deep learning within artificial neural networks to build a 
model that mimics layers of neurons to identify patterns in the 
text. Likewise, Watanabe et al. [33] proposed the use of n-gram 
features for detecting hate speech on Twitter. In addition to 
these efforts, the study of hate speech in Arabic content on 
social media platforms still accelerates in many respects. 

III. METHODS, DATA AND PROCEDURES 

This study is based on two different corpora built from 
Facebook posts covering France’s cartoon controversy in 
October 2020. The first corpus is composed of 1,347 posts 
deleted by Facebook, now known as Meta. The second corpus 
comprises 1,856 posts that were randomly selected using the 
hashtag إلا رسول الله (except the Prophet of Allah). Data were 
collected from October 18 through November 5, 2020. The 
study is limited to posts in Arabic. 

The deleted posts from Facebook included terms that were 
described as of a threatening nature, as shown in Table I. 

In the second corpus (based on the hashtag إلا رسول الله 
[except the Prophet of Allah]), posts were clustered using 
vector space clustering methods. The posts were classified into 
four main groups (clusters). The most distinctive lexical 
features of Cluster 1 included words such as coexistence, 
tolerance, understanding, values, peace, and mercy. The second 
cluster included words such as “terrorists”, “murderers”, 
“bloody”, and “beasts”. The third cluster included words such 
as “pigs”, “Jews”, “Christians”, and “enemies”. Finally, the last 
cluster included almost all the words in the third cluster and 
encompassing different writing styles. 

TABLE I. LIST OF HATE SPEECH DELETED BY FACEBOOK 

Arabic Terms English Translation 

  may you pour out your wrath and hatred انزل غضبك ومقتك

 !O scumbags يا حثالة

 !O dogs يا كلاب

ماكرونالكلب   Macron, the dog 

  May you pour out your wrath and hatred انزل غضبك و سخطك

 take revenge on them انتقم منهم اشد انتقام

 The Zionists المتصهينين

 May Allah close off their hearts طبع الله علي قلوبهم

 the Jews will never change لن يتغير البهود

 the losers الخاسرين

 may Allah silence you قطع الله ألسنتكم

 son of a dog ابن الكلب

 مواجهة التوسع الصهيوني و

 الإيديولوجية المسيحية

confronting Zionist expansion and Christian 

ideology 

 Remove their country أزل دولتهم

 may you grant them a disease which has no cure سلط داء ليس له دواء

ابن احفظ لنا ماكرون و

 اليهودية في ثلاجة الموتى
keep Macron, the son of Judaism, in the mortuary 

 O worshippers of cows ياعــبـيـد الــبقــر

 may Allah paralyze you شل الإله لكَ اليمين

 may their hands be paralyzed شلت أيـديـهـم

 may you annihilate the wrongdoers اللهم عليكَ بالظالمين

 may you wipe the unbelievers out اللهم عليك بالكفر وأهله

 Nazism النازية

 dissolve their unity شتت شملهم

  divide their gatherings فرق جمعهم

For the purposes of the study, Facebook’s Policy Rationale 
developed for the definition of hate speech is adopted, as 
shown in Fig. 2. 

 

Fig. 2. Facebook’s Policy of Hate Speech. 

IV. RESULTS 

As mentioned above, the posts in the second corpus were 
clustered into four distinct classes. To identify the thematic 
features of each group, a centroid-based lexical analysis was 
carried out. Based on Facebook’s policies and definition of 
hate speech, Clusters 2, 3, and 4 are classified as hate speech 
and harmful content. Posts in these clusters constitute around 
67% of the overall posts in the corpus, as shown in Table II. 

It was clear that many users employed undefined writing 
systems to deceive Facebook’s artificial intelligence 
algorithms. Arabic has a unique writing system, which is 
completely different from Western languages. In the Arabic 
orthographic system, dotting is a special characteristic that is 
used to address the problem of ambiguities in Arabic 
consonants [34]. According to Maroun [35], thirteen of the 28 
Arabic letters include dots, which can be placed above or 
below letters. Some of these letters have one dot (e.g., ب /b/), 
while others have two (e.g., ي /j/) or three (e.g., /∫/ش). 
Sometimes, just one dot can distinguish between two or more 
words (e.g., جديد حديد /ħadiːd/,/ʤadiːd/ iron, new). Interestingly, 
Classical Arabic was used without dotting. According to Al-
Azami [36], only context was used to identify the consonants, 
as shown in Fig. 3. 

TABLE II. CLASSIFICATION OF THE FOUR LEXICAL CLUSTERS 

Cluster  Number of posts Percentage 

Cluster 1 618 33% 

Cluster 2 137 7% 

Cluster 3 837 46% 

Cluster 4  264 14% 
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Fig. 3. An Example of Quranic Text. 

Historically, with the expansion of the Arab and Muslim 
empire and the use of Arabic as a global language, it was 
difficult for many speakers of other languages to distinguish 
consonants. Thus, the dotting system was introduced in the 12th 
century [37, 38]. From that time on, Arabic has typically used 
dots for differentiation. Today, both standard Arabic and 
colloquial dialects are written using the standard dotting 
system, as shown in Fig. 4. 

However, in the Facebook posts, contrary to usual practice 
in the standard writing system of Arabic, many users resorted 
to writing without dotting to circumvent Facebook’s 
algorithms, which are trained to identify, track, and delete 
content that are classified as offensive and incite hatred in 
violation of its rules, as shown in Fig. 5. 

 

Fig. 4. The Arabic Alphabet (Source Britannica.com). 

 

Fig. 5. An Example of the use of Arabic without Dots on Facebook. 

Among users, to help with this form of writing, different 
algorithms have been developed to help convert written forms 
and differentiate them (without using dots) so that their posts 
are not deleted by Facebook. This has also been used as a way 
of enabling users to keep their accounts active, rather than 
being blocked or deleted by Facebook. It was clear that the 
artificial intelligence algorithms developed by Facebook were 
not effective in dealing with these non-standard linguistic 
features of Arabic, which can still be understood by many users 
even without the dotting system. 

V. ANALYSIS AND DISCUSSION 

Based on the findings of the study, it seems that the 
artificial intelligence algorithms developed by Facebook for the 
automatic detection and tracking of hate speech tend not be 
effective for content in Arabic. This can be attributed mainly to 
the design of standard automatic detection systems not being 
appropriate for Arabic content. Arabic, as a Semitic language, 
has a unique linguistic system that is completely different from 
Indo-European languages [39]. Today, Arabic is the fifth most 
widely spoken language globally. It is also ranked fourth in 
languages used on the Internet [40]. Thus, the linguistic 
features of Arabic should be considered in the development of 
artificial intelligence algorithms and automatic detection 
systems. 

The findings of the study agree with the bulk of the related 
literature in that so far there is no consensus regarding the 
definition of hate speech. MacAvaney et al. [41] assert that 
there are disagreements concerning how hate speech should be 
defined. In our case, it was clear that much of the hate speech 
in the content identified by Facebook is related to the influence 
of the religion of Islam. Indeed, many, if not most, hate terms 
and phrases are taken from or influenced by religious Islamic 
discourse. For instance, the results showed that posts including 
the phrases لعنة الله عليهم (May Allah’s curse be upon them) and 
 were tracked and deleted. These (pigs and apes) القردة والخنازير
phrases were classified by Facebook as inciting hatred against 
specific groups, namely Christians and Jews. Thus, millions of 
Facebook users sought to undermine the platform’s recognition 
of these phrases as hate speech by finding ways of deceiving 
the artificial intelligence algorithms. 

In certain interpretations of the Qurʾān, which is believed 
by Muslims to be the word of God revealed to His prophet 
Muhammad, the phrase لعنة الله عليهم (May Allah’s curse be 
upon them) is a form of prayer or invocation used to ask Allah 
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to harm and curse others. According to Ibn manẓūr, those who 
are thus cursed are rejected by Allah, shunned from his mercy, 
and hence damned. The verb laʿana means to curse, namely to 
call upon divine or supernatural power to inflict injury upon 
somebody. The word laʿana and its derivatives are mentioned 
41 times in the Qurʾān, where it is invoked for specific rejected 
groups of people. For instance, the curse of Allah is invoked 
upon all those who reject faith in Allah, hypocrites, polytheists, 
and pagans. 

Likewise, the two terms “apes” and “pigs” are used 
figuratively in the sense of “Carry on behaving like apes and 
pigs if you want to”, rather than literally [42]. This term of 
address is given to polytheists. Apes alone are mentioned in the 
Qur’ān in Chapter/Surat Al-Araf (The Heights) to refer to a 
specific group of Jews who are blamed by God for their 
disobedience and breaking the Sabbath by fishing. When the 
Qur’ān casts blame on Jews, Christians, or the followers of any 
other religion, it does so specifically on certain people for 
aberrant behavior, not on the adherents of the religion as a 
whole [43]. 

However, contrary to moderate interpretations of the 
Qur’ān, many phrases have been taken out of context and used 
to incite hatred against specific groups. Thus, there is a need 
for religious authorities to point out that such terms and phrases 
related to particular contexts and specific groups of people, 
based solely on their lack of belief, transgressions, 
disobedience, hypocrisy, or aggression, and that it is 
unacceptable to exploit religious texts, taking such terms and 
phrases out of context and using them as hate speech on social 
media. 

VI. CONCLUSION 

In recent years, hate speech on social media networks has 
become a serious challenge for both individuals and 
institutions. This study aimed to evaluate the performance of 
artificial intelligence algorithms developed by social media 
networks for the automatic detection of hate speech. The study 
was based on evaluating the automatic detection of hate speech 
in Arabic on Facebook during the 2020 cartoon controversy in 
France. It can be concluded that automatic detection in Arabic 
poses a major challenge both for research and social media 
platforms. This can be attributed to the peculiar linguistic 
features of Arabic, which are different from those of Western 
languages. Finally, hate speech in Arabic is greatly influenced 
by the Muslim religious discourse. Social media posts 
reproduce verses of Qur’anic text taken out of context and 
misinterpreting them. Religious organizations and leaders 
should emphasize that such words and expressions should not 
be used to disseminate hate or justify hatred and violence. 
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Abstract—Region-based compression technique is 
particularly useful for radiological archiving system as it allows 
diagnostically important regions to be compressed with near 
lossless quality while the non-diagnostically important regions 
(NROI) to be compressed at lossy quality. In this paper, we 
present a region-based compression technique tailored for MRI 
brain scans. In the proposed technique termed as automated 
arbitrary PCA (AAPCA), an automatic segmentation based on 
brain symmetrical property is used to separate the ROI from the 
background. The arbitrary-shape ROI is then compressed by 
block-to-row PCA algorithm (BTRPCA) based on a factorization 
approach. The ROI is optimally compressed with lower 
compression rate while the NROI is compressed with higher 
compression rate. The proposed technique achieves satisfactory 
segmentation performance. The subjective and objective 
evaluation performed confirmed that the proposed technique 
achieves better performance metrics (PSNR and CoC) and 
higher overall compression rate. The experimental results also 
demonstrated that the proposed technique is more superior to 
various state-of-the-art compression methods. 

Keywords—Principal component analysis; region-of-interest 
(ROI); automated segmentation; MRI brain scans; region-based 
compression 

I. INTRODUCTION 
Since the technological advancement in medical imaging 

modalities, medical image processing and image analysis have 
become the important diagnostic aids for medical diagnostics 
and healthcare. In order for any diagnostic aids to be reliable, 
the images acquired from imaging modalities need to be of 
adequate quality and thus requires high amount of resolution. 
According to the Diagnostic Imaging Dataset Annual Statistics 
by England (2020) [1], there were 3.8 million MRI test taken in 
England in between April 2019 to March 2020. The relatively 
low figure in year 2020 is impacted by the effect of the 
COVID-19 pandemic but these test images has already 
summed up to memory storage of as large as Tera bytes per 
year. The medical images may be required to be saved in 
PACS and HIS for over thirty years and an efficient 
compression algorithm is in need to store and archive the 
images. 

Image compression is a process of efficiently coding digital 
images to reduce the number of bits required in representing an 
image [2]. Image compression is generally divided into two 

categories: lossless and lossy. Images compressed by lossless 
algorithm are perfectly reconstructed but the compression ratio 
achieved is low. Some common lossless compression methods 
include Lempel-Ziv-Welch (LZW), Run-Length Encoded 
(RLE), JPEG Lossless Compression Standard (JPEG-LS), 
Arithmetic coding and Huffman coding. These methods can 
only achieve up to 3:1 compression ratio and hence it is not a 
feasible solution for bulk medical image storage and high 
speed transmission. Images compressed by lossy algorithm are 
irreversible but the compression ratio can be ten times higher 
than the image compressed by lossless algorithm while 
maintaining good visual quality [3]. Transform coding, vector 
quantization and predictive coding are three standard methods 
for lossy image compression [4]. The transform coding 
techniques, to name a few are – Discrete Cosine Transform 
(DCT), Discrete Wavelet Transform (DWT) and Principal 
Component Analysis (PCA). The recent research in the field of 
medical image compression involves the wavelet transform are 
methods such as embedded zerotree wavelet (EZW), set 
partitioning in hierarchical trees (SPIHT) and embedded block 
coding with optimized truncation (EBCOT). 

Due to the increasing demand for higher compression ratio 
while keeping the images “visually lossless”, research on 
region-based image compression in medical community is 
continuously growing. The rationale of utilizing a region-based 
image compression algorithm is that it exploits prior 
knowledge on the input image to focus resources on those 
regions that are significant for making diagnoses. Indeed, 
medical images are highly structured; for a given imaging 
modality and given subject matter (i.e. cranial, retina, lung), 
there are many predictable features in the images that can be 
taken into account to improve the compression performance 
[5]. A compressed image should preserve the clinically 
important features that may be of concern to the radiologist and 
in most situations, the Non-ROI (NROI) region can be 
irreversibly compressed with a high compression ratio as the 
information retained by compression is important only in a 
contextual sense, helping the viewer to observe the position of 
the ROI in the original image [6]. In this way, no loss of 
diagnostically important information can be achieved [7]. 

There are reports [8-10] that review region-based 
compression approaches on medical images. Performance 
evaluation done by Rajkumar and Latte [11] showed that the 
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PSNR values obtained with region-based compression are not 
so high compared with those compressed with entire image 
compression. This is probably due to the use of fractal methods 
which could lead to insufficient data obtained from the detail 
image of the wavelet transform. Besides, the use of Huffman 
coding does not always guarantee a high PSNR value. Region-
based image compression was shown to be more suitable for 
medical images as region-based compression can compress up 
to 65% while retaining 80% of the original size [12]. In fact, 
the performance for the region-based image compression could 
be largely varied based on the ROI selection methods, 
segmentation goals and compression methods. Previous work 
in region-based compression mostly focused on compressing 
different regions with use of different compression schemes 
while a smaller number of studies on region-based image 
compression have focused on providing different levels of 
image quality in different spatial regions. In the work done by 
Sreenivasulu and Varadarajan [2], wavelet transform and 
Huffman coding were used to compress the ROI and NROI 
regions respectively in MRI brain images. Using different 
segmentation techniques, some researchers [12-13] proposed a 
Binary Plane Technique to compress the ROI in lossless mode 
and NROI in lossy mode in MRI brain images. This method 
offers an advantage in which it is capable of compressing the 
image both in lossy and lossless mode. 

Anastassopoulos and Skodras [14] compared the 
performance of the general scaling based method and 
MAXSHIFT method using nephrostogram and reported that 
MAXSHIFT method achieves better image quality than the 
general scaling based method. However, both methods may not 
be suitable for medical images because they do not support 
lossy-to-lossless compression ROI unless the ROI consists of 
the whole image [8]. Besides, both methods do not support 
arbitrary shape for ROI as it is restricted to only support 
rectangular and circular regions. 

The first attempt to compress ROI in medical image using 
PCA was proposed by Taur and Tau in 1996 [15]. In their 
research, a simple mean thresholding for blocks of pixels were 
used to segment the breast tissues. The resulting ROI were 
either oversegmented or undersegmented and the use of block-
by-block PCA algorithm in their work, as proven by our 
previous research [16], produces very poor image quality. PCA 
was also employed in study performed in a region-based colour 
images compression [17] but it was used only to determine the 
spatio-chromatic information of a colour image so that the 
existing spatial correlations between the transform coefficients 
are removed. In region-based compression research performed 
by Radha [18], foreground of the medical images was 
identified as the ROI and different compression algorithm such 
as PCA, EZW, SPIHT and ZTE coding were used to compress 
the foreground. However, a crude assumption had been made 
in the research in which ROI is defined as the foreground of 
the image but a ROI are in fact the area of interest within the 
foreground. Results comparison performed by Radha show that 
PCA-based models produce higher compression gain with 
better PSNR and faster processing speed. The results have also 
provided a ground base behind the selection of PCA algorithm 
in this research. 

Some of the early studies that applied manual segmentation 
on region-based compression studies for medical images are 
reported in [6,19-21]. In general, the reports aforementioned 
relied on user-defined ROI extracted on a display monitor for 
different types of medical images. Using the same manual 
segmentation approach, Seddiki and Guerchi [22] proposed a 
model that compresses ROI in brain MRI with lossless SPIHT 
algorithm. Lossy SPIHT compression for NROI has been 
implemented by Joshi and Rawat [23] and the ROI is selected 
manually using circular window. Elhannachi et al. [24] 
extracted the ROI by a rectangular mask and the region is 
compressed by a lossless EZW coder. 

Generally, the existing region-based compression 
algorithms exhibit a few limitations. Firstly, the ROI is 
regarded as the whole anatomy without considering the 
diagnostic values of other portion. Secondly, the ROI is 
assumed to have a regular shape. Thirdly, most of the 
automated ROI segmentation is not tailored specifically for 
brain MRI. Lastly, there is a lack of subjective evaluation 
towards the efficiency of the schemes. In this context, a region-
based compression that addressed the aforementioned 
limitations is proposed. This work deals with a block-to-row 
Principal Component Analysis (BTRPCA), which has been 
reported in our previous work [25] to be effective in the 
presence of high dimension data, as in image compression. 

 
Fig. 1. General Framework for the Proposed AAPCA Algorithm. 
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The novelty of this work lies in investigating the 
performance of BTRPCA algorithm coupling with a robust 
brain segmentation technique in image compression. Fig. 1 
depicts the pipeline of our proposed region-based image 
compression algorithm termed as automated arbitrary PCA 
(AAPCA). The results of the AAPCA will be subjectively 
evaluated by a panel of two medical experts and objectively 
compared with the entire image PCA and state-of-the-art 
region-based compression algorithms. 

The structure of the paper is organized as follows. Section 2 
elaborates on AAPCA algorithm for MRI brain images and in 
Section 3, the objective and subjective evaluation of the 
proposed methods is verified through experiments. Section 4 
concludes the work and finally Section 5 describes future 
research directions. 

II. MATERIALS AND METHODS 
The coding part for the proposed algorithm has been done 

using Matlab (R2009b), particularly using statistical, wavelet 
and image processing toolboxes. The statistical analysis has 
been performed using SPSS Statistics 21.0. The general scaling 
based method and MAXSHIFT were implemented using 
JJ2000 version 5.1. To test the robustness of AAPCA towards 
brain images obtained on different machines using different 
imaging parameters, selected axial brain images from public 
datasets namely Radiopaedic [26], Cyprus [27] and Figshare 
[28] are used as the test images in this study. The test images 
are in the size of 512 × 512 pixels. The test images are selected 
so that the brain scans consist of only single ROI, regardless of 
their acquisition parameters. In each database, the selected 
images are labelled in a sequence of 1 to 20, depending on the 
database and the corresponding bit rate (bpp = 1 to 0.0625). 

A. Automated Brain Segmentation Technique 
The detailed description of our proposed automated brain 

segmentation technique has been extensively discussed in [29]. 
The algorithm starts with a robust ellipse fitting technique that 
extracts the mid-sagittal plane (MSP) of the brain. This shape-
based method enjoys robustness towards low signal to noise 
brain images by assuming the skull of the head to be in 
elliptical shape. Once the MSP has been successfully extracted, 
the brain images will be tilted either to the left or right to 
ensure that the brain images can be equally dissected into left 
and right hemisphere. The Absolute Difference Algorithm 
(ADM) that involves a series of absolute summation and 
absolute difference operation are then performed on the left 
and right hemispheres. In this work, the ADM algorithm was 
further improved to increase the segmentation rate for smaller 
ROI. Fig. 2 shows the step-by-step image manipulation for 
right hemisphere and its flipped-left hemisphere. Although it is 
not shown, the same operations are performed for left 
hemisphere and its flipped-right hemisphere to obtain the 
largest connected component (LCC) in the hemisphere. This 
method delineates and highlights the differences in both 
hemispheres. 

With this approach, no a prior knowledge is needed on 
whether the ROI is located at the left hemisphere or right 
hemisphere and it is relatively simpler to compute than the 
ADM method proposed by Liu et al. [30]. Thresholding 

operation is then applied to select only the high intensity region 
in the image. The threshold value has been determined based 
on Otsu’s thresholding where this method finds a threshold 
value between the peaks of a histogram. Once each hemisphere 
is left with the LCC, they will be merged again to form a whole 
brain image. This is when the morphology fill operator will be 
applied so that the less significant regions are removed by 
filling in holes and small pits from the edge. The resulting ROI 
will then be superimposed on the original brain image and this 
completes the final segmentation of the ROI. The output image 
is then ready for subsequent region-based compression. 

 
Fig. 2. Proposed ADM for Right Hemisphere. 
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B. Arbitrary ROI Coding (ARC) 
The proposed ARC is a compression technique where 

arbitrary-shape ROI are explicitly defined, reshaped, factorized 
and compressed in a near lossless way whereas the NROI are 
compressed in a lossy manner. In the present work, the 
proposed ARC is mainly divided into two parts: (1) Reshaping 
and factorization of ROI and (2) Selective compression of the 
ROI and NROI with BTRPCA. 

Since the segmented ROI is in arbitrary shape, the regions 
will be reshaped in this step to form a matrix. In this step, the 
pixel values of the arbitrary-shape ROI will first be converted 
into a row, resulting in a vector of 1 q×  as shown in equation 
(1) below: 

[ ](1 )
(0,0) (0,1) ... (0, )r q

R R R R q
×

=
           (1) 

where q represents the total number of pixel values 
contained within the regions. 

With the objective of constructing a matrix from a row 
vector, the divisors of q can be obtained using factorization. 
Assume that the total number of divisors of q is found to be t, 
the row and column of the new transformed matrix will be 
selected based on the following statements given 
(0) ( 2) ( )i i t i t≤ ≤  [31]: 

1) If t is even, then i is selected from position of 2t  from 
the list of divisors. 

2) If t is odd, then i is selected from position of ( 1) 2t +  
from the list of divisors. 

where i is the row and q i  the column of the matrix. 

( )

(0,0) (0,1) ... (0, 1)
(1,0) (1,1) ... (1, 1)

( , )
: : : :

( 1,0) ( 1,1) : ( 1, 1)

f

i j

R R R j
R R R j

R x y

R i R i R i j
×

− 
 − =
 
 − − − −            (2) 

The formulated matrix that carries the ROI information by 
now has the size of ( )i j× as shown in the equation (2) that is 
ready to be compressed using block-to-row algorithm. For 
instance, the segmented arbitrary ROI contains a total of 88 
pixels. By factorization, the divisors of q are found to be 1, 2, 
4, 22, 44 and 88. The total number of divisor t is thus 6. Since t 
is an even number, i is selected from the 3rd position from the 
list of divisors and the number of row in the new matrix is 4. 
The selected arbitrary ROI will then be reshaped and 
compressed based on the size of 4 × 22 where 22 being the 
number of 88 divide by 4. 

The ROI matrix ( , )fR x y and NROI matrix ( , )fNR x y  will 
be partitioned into n n× blocks and the mean-subtracted 
transformed matrix shown in equation (3) will consist of the 
mean row vector of each block: 

2

1

2

3

( )

roi

b b n

x

x
D x

x
×

 
 
 
 =  
 
 
  



              (3) 

If the size of the medical image is not a multiple of n, zero 
paddings will be performed by adding zeros at the borders. The 
number of blocks b can be determined from block division 
with the following equation: 

2
N Mb

n
×

=
              (4) 

where N is the number of row and M is the number of 
columns for the original image. 

The resulting feature matrix, Vroi that contains only the 
chosen k principal components are given as: 

21 2 3 ( )
, , ,...,roi j n k

V
×

 = λ λ λ λ              (5) 

The ROI data is now compressed as in equation (6): 

( )

TT
roiroi roi

k b
Y V D

×

 = ∗                (6) 

Similarly, the NROI region ( , )fNR x y will also be fed into 
block-to-row algorithm where the NROI compressed data is 

obtained with the reduced feature matrix nroiV  and mean 
transformed matrix nroiD  as shown in equation (7). K is the 
chosen principal components and B is the number of blocks. 

( )

TT
nroinroi nroi

K B
Y V D

×

 = ∗                (7) 

At this stage, the dimensionality of the ROI data has been 
reduced from n to p column. Since the region-based algorithm 
divides an image into two regions, the compression ratio is 
related to the size of the ROI and NROI. The compression ratio 
of the ROI is therefore defined as [32]: 

1

1

ROI
Size of compressed ROI data total pixels in ROICR

Size of original ROI data Size of original image

k b i j
i j M N

ij k b
MN

 
= − × 
 

 ×  × = −  × ×  
 − 

=  
 

          (8) 

No compression occurs if the number of principal 

components equals to the square of block size (
2k n= ). The 

compression ratio of the NROI is defined as: 
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1

1

NROI
Size of compressed NROI data total pixels in NROICR

Size of original NROI data Size of original image

K B I J
I J M N

IJ K B
MN

 
= − × 
 

 ×  × = −  × ×  
 − 

=  
            (9) 

The following steps explain the procedure of the 
compression scheme: 

Step 1: The ROI is encoded first on a high priority basis 
followed by the NROI on a low priority. 

Step 2: Restructure the ROI into a matrix in which the size 
p × q is determined by the divisors obtained. 

Step 3: Divide the ROI into a set of blocks, 

1 1

1, , , 1, ,ij
p qs i j
n n

    
= =         

 

, where the value of n1 
used in the current experiment is 8. 

Step 4: Perform zero padding to the ROI if the size is not in 
the multiple of n1. 

Step 5: Compress the ROI selectively using block-based 
PCA algorithm with low CR and high bpp as desired i.e. 

min maxROICR CR CR< < where the range of the CRmin and 
CRmax vary according to the desired quality of reconstruction. 

Step 6: Divide the NROI into a set of blocks, 

2 2

1, , , 1, ,ij
M NS i j
n n

    
= =         

 

, where the value of n2 
used in the current experiment is 8 and 16. 

Step 7: Perform zero padding to the NROI if the size is not 
in the multiple of n2. 

Step 8: Compress the NROI selectively with the block-
based PCA algorithm with high CR and low bpp as desired i.e. 

whole ROI NROICR CR CR= +  and min maxNROICR CR CR< < where 
the range of the CRmin and CRmax vary according to the 
desired quality of reconstruction. 

Step 9: Compare and perform pixel by pixel analysis for 
original and reconstructed image using CoC analysis. If the 
CoC is not within satisfactory range between 0.9 and 1.0, 
adjust the compression rate on ROI and NROI and go to step 8. 

III. RESULTS AND DISCUSSION 
In this section, we report the quantitative analysis for the 

segmentation technique, the subjective experiment conducted 
to assess the quality of images compressed with proposed 
method and entire image method, and the objective metrics 
resuls. We also present and compare the proposed AAPCA 
with the mainstream compression methods using default 
parameters except as noted. We also present the simulated 
results for region-based algorithm proposed by Sreenivasulu 
and Varadarajan [2] (i.e. SV algorithm). 

A. Segmentation Performance 
The overall ROI segmentation performance are evaluated 

using segmentation score S as shown in equation (10) and the 

computation time in seconds. The segmentation score is used 
to evaluate the effectiveness or clustering operation of a 
segmentation algorithm and it is mathematically represented as 
[33]: 

1

( , ) ( , )
( , ) ( , )

c
n refn

n n refn

f x y f x y
S

f x y f x y=

∩
=

∪∑
          (10) 

where ( , )nf x y  represents the set of pixels belonging to the 

nth class found by the algorithm while ( , )nf x y  represents the 
set of pixels belonging to the nth class in the ground truth 
segmented image. One participant was requested to use a 
HUION HS64 drawing tablet to draw the contour of the lesions 
on the test images displayed directly on a computer screen and 
the drawn results will be served as the ground truth to compare 
with the ROI segmented by the proposed method and 
segmentation algorithm proposed by Liu et al. [30]. 

The proposed segmentation algorithm on 67 MRI brain 
scans achieves an average of 0.7414 ± 0.086 segmentation 
scores while the algorithm proposed by Liu et al. achieves 
higher scores of 0.7823 ± 0.068. Although the increase in 
mean segmentation score is 0.0409 (5.5%), Liu et al. algorithm 
took an average of 120.9627 seconds to process an image, as 
compared to the proposed algorithm that took 8.4294 seconds. 
Since the proposed segmentation algorithm is to work with a 
cascading compression algorithm, the whole infrastructure is 
aimed to be computational efficient. Hence the proposed 
segmentation has significantly achieved shorter computation 
time in the study. 

B. Subjective Evaluation 
To assess image quality to diagnostic utility, image quality 

for output images compressed at various bpp were evaluated 
subjectively by a panel of one opthalmologist and one 
radiologist (A and B). Each panel was presented independently 
with test images arranged randomly and anonymously. Four 
MRI brain images from three dataset compressed at five 
different compression ratio (over the range of bpp = 0.0625 to 
1.0) using entire image PCA and the proposed arbitrary 
methods sum up to a total of 120 test images. These images 
were shown on the computer screen and the panels were asked 
to rank the images based on the criteria as shown in Table I. 
The panels were asked to rank the images in two sessions held 
at least two weeks apart. Each session consisted of 60 
compressed images with randomized order. 

TABLE I. MOS FOR SUBJECTIVE EVALUATION 

MOS Description Comments 

5 Excellent (Imperceptible Distortion) Useful for Diagnosis 
Purposes 

4 Good (Perceptible Distortion but not 
Annoying) 

Useful for Diagnosis 
Purposes 

3 Fair (Slightly Annoying but 
acceptable) 

Useful for Diagnosis 
Purposes 

2 Bad (Annoying) Not Useful for Diagnosis 
Purposes 

1 Very bad (Very Annoying) Not Useful for Diagnosis 
Purposes 
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(a)              (b)       (c) 

Fig. 3. Image Sequence Versus MOS for All Tested Image from Three Datasets (a) Radiopaedic (b) Figshare (c) Cyprus. 

Fig. 3 shows the MOS for all tested images for proposed 
algorithm and its traditional counterpart. As expected, the 
resulted MOS decreases for images compressed at lower bit 
rate on our datasets. However, it is observed that the MOS 
values obtained in the proposed method are higher than that of 
entire image method except for bpp = 1.0 where image 
sequences are 1, 6, 11 and 16. For images compressed at bpp = 
1.0, both methods unanimously correspond to “Imperceptible 
distortion” scoring level. It can also be observed that the MOS 
values for proposed method and entire image algorithm are 
closer at higher bpp but the MOS decreases more drastically in 
the case of entire image method as bpp reduces from 1.0 to 
0.0625. As shown in the contigency table for both reviewers in 
Table II, there is a 88.3% of inter-reviewer agreement of 
scoring for a total of 120 compressed images. The intra-class 
correlation coefficient for both reviewers is 0.970 [0.957, 
0.979] and the mean difference in scores is 0.05 [0.72 -0.62]. 
The normality test using Komogorov-Sminov and Shapiro-
Wilk showed that the distribution of scores are non-normal 
hence the differences in scores between two methods were 
compared using a non-parametric test called Wilcoxon’s 
match-pairs signed rank test. The Wilcoxon signed rank test 
shows that the MOS scores for proposed method at bpp = 
0.0625, 0.125, 0.25 and 0.5 differ significantly from the MOS 
scores for entire image method at p = 0.001, p = 0.002, p = 
0.002 and p = 0.001 respectively for a two-tailed test. 
Wilcoxon signed rank tests did not yield any significant 
differences between the MOS scores for proposed method and 
the MOS scores for entire image method at bpp = 1.0 (p = 1.0). 

C. Objective Evaluation 
This study includes two image quality metrics PSNR and 

Correlation coefficient (CoC) as shown in equation (12) and 
(13). Suppose that X is the original image and Y is the 

compressed/reconstructed image with size of m × n, where ijX

and ijY  the values of the ith and jth pixels in X and Y 
respectively, the MSE is the cumulative squared error between 
the original and the compressed image: 

2

1 1

1( , ) ( )
m n

ij ij
i j

MSE X Y
mn = =

= −∑∑X Y
         (11) 

TABLE II. CONTINGENCY TABLE OF SCORES 

 Panel B 

Pa
ne

l A
 

 

Score 5 4 3 2 1 

5 36 
(30.0%) 

3 
(2.5%) - - - 

4 2 
(1.67%) 

18 
(15.0%) 

2 
(1.67%) - - 

3 - 1 
(0.83%) 

22 
(18.3%) 

1 
(0.83%) - 

2 - - 1 
(0.83%) 

18 
(15.0%) 

4 
(3.33%) 

1 - - - - 12 
(10.0%) 

In the literature of image compression, MSE is often 
converted into the PSNR measure: 

( )

2

10

10

10 log

2 1
10log

B

LPSNR
MSE

MSE

=

−
=

           (12) 

where L is the dynamic range of allowable image pixel 
intensities and B is number of bits that represent a pixel. PSNR 
is measured in the unit of decibel (dB) and the metric provides 
a straightforward notion related to the image fidelity - the 
higher the PSNR value, the higher the image fidelity and vice 
versa. The second performance metric is CoC that suggests 
how closely the reconstructed image is correlated with an 
original image, on a scale of 0-1. The closer the value of CoC 
to 1, the higher the correlation of the compressed image to the 
original image is. The CoC is defined as: 

( ) 1 1

2 2

1 1 1 1

,

m n

ij ij
i j

m n m n

ij ij
i j i j

X Y
CoC

X Y

= =

= = = =

=
∑∑

∑∑ ∑∑
X Y

         (13) 

The values of PSNR and CoC are plotted against the image 
sequence as shown in Fig. 4 and Fig.5 respectively for our 
datasets. It can be observed that across all graphs, the AAPCA 
clearly outperforms the entire image algorithm in terms of 
PSNR and CoC. The resulting trend somewhat echoed the 
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subjective evaluation performance achieved by the proposed 
method. The average PSNR of AAPCA is compared with 
JPEG, JPEG2000, EZW, SPIHT and entire image PCA that are 
applied to the whole image. As shown in Fig. 7, the proposed 
method performs better than JPEG, EZW and entire image 
PCA at all tested bit rate. Statistical results demonstrate that the 
mean PSNR for AAPCA increased significantly with the mean 
PSNR for the EZW (30.4930 vs. 47.9696, p < 0.001) and JPEG 
(40.4758 vs. 47.9696, p < 0.001). It is interesting to learn that 
while EZW performance fell behind the other compression 
methods, the PSNR performance for entire image PCA and 
JPEG were close to each other. The AAPCA performs slightly 
inferior to JPEG2000 at low bpp. The rate-distortion 
performance for AAPCA is equivalent to that of SPIHT at high 
bpp but inferior to SPIHT at low bpp. This can probably be 
explained by the fact that progressive transmission in SPIHT 
reduces the MSE distortion more significantly for every bit-
plane sent even though the image is compressed at high 
compression ratio. 

The AAPCA is also compared with the four existing 
region-based methods and it is observed from Fig. 8 that the 
proposed method achieves higher PSNR than EBCOT and SV 
algorithm. The mean PSNR for the AAPCA increased 
significantly with the mean PSNR for the EBCOT (37.0275 vs. 
47.9696, p < 0.001) and SV algorithm (30.9163 vs. 47.9696, p 
< 0.001). However the average PSNR for AAPCA is seen to be 
lower than MAXSHIFT towards the higher end (above 0.8 
bpp) and lower end (below 0.125 bpp) of the bpp as shown in 
Fig. 8. Similarly the PSNR of AAPCA is higher than the 

general scaling based method except at higher end (above 0.8 
bpp) and lower end (below 0.125 bpp) of the bpp. A reason for 
the drop of PSNR compare to general scaling based method 
and MAXSHIFT is due to the block-based nature of the block-
based PCA algorithm. It should also be noted that while 
AAPCA needs to encode the shape information of the ROI, it 
is not necessary with the MAXSHIFT method, enabling lower 
computational cost. 

The original and reconstructed image output of AAPCA for 
part of the test images at bpp = 1.0, bpp = 0.25 and bpp = 
0.0625 are provided in Fig. 6. The ROI automatically 
segmented using the AAPCA is also included in the figures to 
illustrate the region selected and extracted by the algorithm. 
The NROI (not shown on the figures) is the image region void 
of the ROI region. The same common observation made across 
all three databases is that reconstructed images suffer little or 
no visual distortion at bpp = 1.0 and the visual quality is 
maintained even at lower bit rate, bpp = 0.25. Notice that there 
are no visible blocking and unnatural noise artifacts. However, 
the image quality of the reconstructed images compressed at 
bpp = 0.0625 is slightly deteriorated and the images are seen to 
be impaired to a certain extent, preserving only the image 
quality of the ROI. The impairment, if noticeable, are blocking 
artifacts usually exhibited at the ROI edges and blurring. These 
artifacts are the reason the proposed method loses PSNR 
compared to SPIHT, the general scaling based method and 
MAXSHIFT at low bit rate. Another common observation that 
can be made is that the arbitrary-shape ROI are faithfully 
represented using AAPCA compressed at different bit rates. 

 
(a)       (b)       (c) 

Fig. 4. Image Sequence Versus PSNR for All Tested Image from Three Datasets (a) Radiopaedic (b) Figshare (c) Cyprus. 

 
(a)               (b)        (c) 

Fig. 5. Image Sequence Versus CoC for All Tested Image from Three Datasets (a) Radiopaedic (b) Figshare (c) Cyprus. 
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(a) (b) (c) (d) (e) 
Fig. 6. MRI Brain Images Reconstructed with the Proposed Algorithm at different bpp and CR (a) Original Images (b) Extracted ROI using AAPCA (c) 

Reconstructed Images at bpp = 1.00 (d) Reconstructed Images at bpp = 0.25 (e) Reconstructed Images at bpp = 0.0625. 

 
Fig. 7. Graphical Presentation of bpp vs. Average PSNR for JPEG, 
JPEG2000, EZW, SPIHT, Entire Image PCA and Proposed AAPCA. 

 
Fig. 8. Comparison of Average PSNR between Proposed AAPCA and the 

Existing Region-based Compression Algorithms. 
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IV. CONCLUSION 
In this work, to provide solutions for an efficient region-

based image compression, we presented an automated 
segmentation/compression algorithm termed as automated 
arbitrary Principal Component Analysis (AAPCA), which 
takes into account of arbitrary shape ROI using principal 
component analysis as the core compression method. The 
experimental results demonstrated that this technique is 
applicable to axial brain scans for which the quality of an 
arbitrary shape region is desired to be lossless and the brain 
segmentation is to be automated. We successfully applied 
AAPCA in the framework of MRI brain image compression 
from three public databases where the ROI is the lesion. 

The objective and subjective evaluation confirmed that the 
proposed method is capable of extending beyond the 
compression limits of conventional PCA algorithm. Statistical 
analysis shows that AAPCA outperforms JPEG, EZW, 
EBCOT, and technique proposed by [2] both in CR and 
reconstruction quality. No image noise and blockiness are 
observed at bpp as low as 0.25. The only limitation is that there 
is possibility of loss of information at the edge of the ROI at 
high compression rate. However one may argue that the 
compression parameter of the image can be optimally adjusted 
so that the edge of the ROI can be highly preserved without 
compromising the bit rate. Although the proposed algorithm is 
markedly tailored to MRI brain images, similar algorithms can 
be devised for other image modality or anatomy of interest. 
The main objective is to focus resources on a given medical 
image modality and exploit the knowledge of its invariant 
features. 

V. FUTURE WORK 
While the results gathered in the study are promising, there 

is room for improvement. One topic that deserves further 
investigation is that AAPCA is a 2D model. In order to better 
segment the ROI, the algorithm can be implemented in 3D 
environment to enable better analysis and detection of ROI in 
3D since 3D based models are less susceptible to the 
disorientation of MSP. On top of that, implementing 
segmentation in 3D environment allows the 
segmentation/compression algorithm to compress the whole 
volume of ROI. Continuation of this study might include 
suppressing the blocking artifacts with the use of a post-
processing algorithm such as a deblocking filter. 

Future work can also include the extraction of multiple ROI 
regions prior to compression for example in the case of 
metastatic brain tumors. One may also choose the best suited 
region-based compression technique for all kinds of 
telemedicine archiving system based on a specific application. 
It would be interesting to predict visual quality of other 
compression technique. The current proposed method is 
believed to be a probable tool for future research focusing on 
medical images where arbitrary ROI coding is of concern in 
multimedia application, and even some telecommunication 
applications. Along with its value for the specific application, 
the presented results in this thesis reveal the fact that 
segmentation/compression published thus far can be improved 
considerably. The benefits reaped are significant by developing 
more powerful segmentation technique. 
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Abstract—In today's world, traffic accidents are one of the 
main reasons of mortality and long-term injury. Bangladesh is no 
exception in this case. Several vehicle accidents each year have 
become an everyday occurrence in Bangladesh. Bangladesh's 
largest highway, the Dhaka-Banglabandha National Highway, 
has a significant number of accidents each year. In this work, we 
gathered accident data from the Dhaka-Banglabandha highway 
over an eight-year period and attempted to determine the 
subtypes present in this dataset. Then we tested with various 
classification algorithms to see which ones performed the best at 
classifying accident subtypes. To describe the discriminatory 
factors among the subtypes, we also used an interpretable model. 
This experiment gives essential information on traffic accidents 
and so helps in the development of policies to reduce road traffic 
collisions on Bangladesh's Dhaka-Banglabandha National 
Highway. 

Keywords—Traffic accident; clustering analysis; machine 
learning; feature selection; classification; discriminatory factors 

I. INTRODUCTION 
Traffic accidents have become one of the leading causes of 

loss of life and property. The likelihood of traffic accidents is 
increasing as the number of vehicles and roads increases. In 
2020, total of 4,891 vehicle accidents in Bangladesh killed 
6,686 people and wounded 8,600 others [1]. As a result, 18 
individuals died in traffic accidents each day across the 
country. In its yearly road accident observing report for 2020, 
Bangladesh Passengers Welfare Association (BPWA) 
disclosed these data. According to the Accident Research 
Institute of Bangladesh University of Engineering and 
Technology (BUET), 56,987 individuals have perished in 
58,208 vehicle accidents in Bangladesh in the last two decades. 
Many researchers have examined road accident datasets and 
used various machine learning methods to predict the risk of an 
accident; some of their findings are summarized in the 
Literature Review section. All of the research efforts on these 
datasets are aimed at classifying the risk of a car accident. 
Many organizations exist in many countries around the world 
to maintain road safety in order to reduce the threat of fatal 
road traffic accidents. Researchers, more-over, used a variety 
of techniques, particularly statistics methods, to define the 
reasons of traffic road accidents through a historical path traffic 
road dataset. Using various data mining tools and techniques, 
the data mineworkers investigated different parameters or 
variables for the reasons of traffic accidents besides diver 
behaviors. A lot of researchers used to expend a significant 

amount of time attempting to find the greatest performing data 
mining procedure for mining the traffic road accidents dataset. 

 In this research, we collected traffic accident data in the 
DBH from the Accident Research Institute (ARI), BUET, from 
2007 to 2015, and we only used fatal data records. This 
research aims to identify only accident fatal subtypes and 
identify important discriminant features that will assist 
authorities in better understanding accident risks. 

The rest of this paper is as follows. Section II is dedicated 
to related activity. Section III discusses traffic accident data 
analysis and methodology. The findings of the experiments are 
contained in Section IV. Finally, Section V summarizes the 
work's findings. 

II. LITERATURE REVIEW 
Several studies have been launched to investigate traffic 

accident data using various approaches. In 2021, M. Bobermin 
et al. suggested a novel framework based on Clustering 
Analysis for the definition of driving simulator experiments 
[2]. Amir Mohammadi Amiri et al. (2021) used five different 
hotspot identification algorithms. They are as follows: Getis-
Ord Gi*, Average Nearest Neighbor, kernel density KDE, 
Global Moran's I, and mean center. Global Moran's I approach 
outperforms other methods in locating hotspots, according to 
the findings [3]. In the same year, F. Francis used Hierarchical 
clustering and K-means clustering the same year to merge the 
spatially specified groupings into six clusters based on the 
similarity of their temporal patterns [4]. Dooti Roy et al. (2021) 
introduced a two-stage clustering-based technique based on 
SOM followed by neural gas clustering to build a data-driven 
taxonomy of bus crashes [5]. Rocio Suarez-del Fueyo et al. 
(2021) used unsupervised clustering methods to identify badly 
injured, belted occupants into groups, bio-mechanical 
characteristics, and accident severity [6]. The applicability of 
the k-prototypes clustering method in massive truck-involved 
crashes was investigated by Syed As-Sadeq Tahfim et al. 
(2021). To predict the severity of injuries in major truck 
incidents, four gradients boosted decision trees techniques 
were used to the dataset and individual clusters [7]. Filbert 
Francis et al. (2021) found high-risk areas in Dar es Salaam for 
motorcycle-related injuries. Three distinct motorcycle injury 
hotspot clusters have been discovered [8]. 

Mert Ersen et al. (2020) used the Kernel Density approach 
to examine statistical analyses based on accident kinds. The 
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Kernel Density approach has been found to produce better 
visual results than other spatial methods [9]. Seyed Mohsen 
Hosseinian et al. (2020) investigated the effect of different 
factors on the severity of urban traffic accidents in Rasht 
metropolis by using frequency analysis of accident data [10]. 
Qiuru Cai (2020) created the Apriori algorithm to mine the 
rules that govern the relationship between risk issues and the 
cause of traffic accidents on urban roads [11].In 2020, 
Yunduan Lin et al. used crowdsourcing data to investigate the 
technique of predicting the complicated behavior of traffic flow 
evolution after traffic accidents. According to the results, NN 
outperforms the other models [12]. 

Sharaf AlKheder et al. (2020), on the other hand, used three 
data mining algorithms to conduct a thorough investigation of 
risk factors associated to the severity of traffic accidents. In 
comparison to previous models, the Bayesian network was 
more accurate in predicting the variables [13]. Yang Yong 
Zheng et al. (2020) discovered the elements that influence 
traffic accidents in undersea tunnels and developed a prediction 
model for undersea tunnel traffic accidents [14]. Marjana 
Cubranic-Dobrodolac et al. (2020) suggested a model for 
assessing and making decisions about a driver's proclivity for 
traffic accidents that is based on an estimation of the driver's 
psychological attributes [15]. 

Based on single-vehicle crashes, Natalia Casado-Sanz et al. 
(2020) found the contributing factors to a fatal outcome. The 
most relevant factors related with driver injury severity were 
identified using a Multinomial Logit model [16]. Human error 
was highlighted as a major contributory element in road traffic 
accidents by Asad Iqbal et al. (2020), and the Salt Range was 
classified as a black spot-on account of vehicle braking failure 
[17]. Minglei Song et al. suggested a road accident prediction 
model based on joint probability density feature extraction 
from big data in 2019 [18]. Eight impact factors were chosen 
by Cheng Zhang et al. (2019), and the Bayesian network was 
the best model to potentially predict road accident black spots 
[19]. 

On accident datasets, Sadiq Hussain et al. (2019) used J48, 
Multi-layer Perceptron, and BayesNet classifiers. The Multi-
layer Perceptron classifier per-formed well in the study, with 
an accuracy of 85.33 percent [20]. According to Juan Pineda-
Jaramillo et al. (2019), road traffic collisions occur in all 
clusters, although zones surrounded by landscapes and parks 
have more run overs than fallen residents [21]. 

III. MATERIALS AND METHODS 

A. Dataset Description 
From 2007 to 2015, we collected 1283 data of traffic 

incidents on the N5NH (N5 National Highway) from MAAP5 
of the Accident Research Institute (ARI), BUET Accident 
report forms have been distributed to various police stations in 
Bangladesh. There are two parts to the accident report form. 
One is the main form, while the other is the supplementary 
form. Each accident record is filled out on the main form, 
where the top 37 columns depict preliminary information on 
the severity of the traffic accident. Accidental vehicle 
information is stored in columns 38-45, whereas driver 
information is stored in columns 68-52. Furthermore, columns 

53-58 and 59-64 contain detailed information about passengers 
and pedestrians, respectively. 65-67 columns, on the other 
hand, are utilized to identify the causes of an accident. 

B. Proposed Discriminatory Factors of Fatal Subtype 
Detection Model 
Fig. 1 depicts an overview of our process for identifying 

discriminatory characteristics, which is briefly detailed step by 
step. 

Step 1: Data Preprocessing and Analysis: In this section, all 
portions of the data, including the route number, have a 
recurring value. Furthermore, some data, such as XY map, X 
coordinate, and Y coordinate, have no values. 67 percent 
values are also missing in the kilometer post and 100-meter 
attributes. As a result, we decide experimental data eliminate 
them. We have separated 1002 fatal data from 1283 entries. 
Numeric and nominal values are blended throughout all 
records. All nominal values have been converted to numeric 
values. The features dealing with vehicle details (columns 38-
45), driver details (columns 46-52), passenger details (columns 
53-58), and pedestrian details (columns 53-58) are deleted 
from empirical traffic accident data as unusable features. Table 
I illustrates these characteristics with a brief explanation. 
Report Number, FIR Number, and Thana are not deemed 
particularly important and are detached from the empirical 
data. Formerly, we construct a hit-map to detect linked traits 
(see Fig. 2). So, we see that the number of vehicles is 
correlated to the number of driver and pedestrian victims. As a 
result, we eliminate these two attributes. The remaining 
attributes are useful in determining the more accurate outcomes 
in this experiment. 

Data Preprocessing

Data 
Normalization

Feature Selection

Explore Best Classifier Applying LIME Analysis

Best Fatal Sub-types

Accident Dataset

Exploring Discriminatory
 Factors

Classification

Dendrogram Analysis
(Hierarchical Clustering)

 
Fig. 1. Proposed Identifying Discriminatory Factors of Fatal Subtype Model. 
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TABLE I. ACCIDENT DATASET DESCRIPTION 

 Sl. Feature Name Feature Description 
1.  Report Number Accident report number. 

2.  FIR Number Accident FIR number. 
3.  Thana Thana number. 
4.  District District name. 

5.  Number of Pedestrian Victims Pedestrian victims’ number. 
6.  Number of Passenger Victims Passenger victims’ number. 

7.  Number of Driver Victims Driver victims’ number. 
8.  Number of Vehicles Vehicles intricate numbers. 
9.  Day of Week The casualty occurred the day. 

10.  Month The casualty occurred a month. 
11.  Date of Month Casualty date. 

12.  Year The casualty occurred a year. 
13.  Accident Type Collision type of occurred accident. 

14.  Movement Road variety. 
15.  Type of Junction Diversity of junction. 
16.  Traffic Control The behavior of regulating traffic. 

17.  Divider Existents of the divider. 

18.  Weather Condition of weather when the 
accident occurred. 

19.  Light Light condition on the road surface. 

20.  Road Geometry The geometry of road surface. 
21.  Severity Type of a casualty. 

22.  Type of Surface Variation of the road surface. 
23.  Condition of Surface Condition of the road surface. 

24.  Surface Quality The road quality. 
25.  Type of Location Accident location. 
26.  Read Feature Variation of road. 

27.  Road Class Road Category. 
28.  Responsible Factors 1 An accident-related factor. 

29.  Responsible Factors 2 An accident-related factor. 
30.  Responsible Factors 3 An accident-related factor. 

 
Fig. 2. Hit-Map for Identifying Correlated Features. 

Step 2: Employing Clustering Analysis: Clustering analysis 
is a technique for categorizing cases into comparable important 
groups based on their unique characteristics. The 
agglomerative mode of hierarchical clustering algorithms 
divides every cluster into small sub clusters or assembles them 
into super clusters on a regular basis [2]. In a hierarchical 
architecture known as a dendrogram, the connection between 
each pair of clusters is determined by the medium of 
dissimilarity or similarity. However, we apply this strategy to 
generate numerous fatal sub-types in the accident dataset. To 
reveal the predictability of the proposed model, these subtypes 
are considered as separate class labels. 

Step 3: Chi-Square Test for Feature Ranking: When two 
attributes are independent, the executed count is close to the 
awaited count, resulting in a reduced Chi-Square value. The 
higher the Chi-Square number, the more dependent the 
property is on the response. Then it can be chosen for model 
training. However, in our research, we rank attributes in order 
to identify the appeasement set of most significant factors that 
result in the maximum accuracy. After identifying the sub-
types, we utilized the Chi-Square test feature ranking technique 
on the accidental dataset to discover the optimal set of most 
significant attributes. 

Step 4: Normalization: Normalization is a data preparation 
method used frequently in machine learning. Its major purpose 
is to use a common scale to adjust the values of numeric 
columns in the dataset without losing information. In this 
paper, we use the MinMaxScaler class in Python to normalize 
fatal sub-types data of the most significant attributes and create 
a balanced dataset with appropriate structures. 

Step 5: Classification Approach: Classification Approach: 
To compute the class of objects, Classification is a mode of 
function discovery in which concepts or classes are interpreted 
and isolated whose label is unfamiliar to the target. On the 
normalized dataset, we use six machine learning classification 
algorithms to identify the observed sub-types: Decision Tree 
(DT), Naive Bayes (NB), K-Nearest Neighbor (KNN), 
Random Forest (RF), Multi-layer Perceptron (MLP and 
Support Vector Machine (SVM). Previous studies of road 
accidents have used these classifiers extensively [12, 19]. To 
find the best classifier with the highest accuracy, some 
evaluation metrics (see Table II) such as Accuracy, F1-Score, 
and AUROC were used. 

Step 6: Exploring Discriminatory Factors Using LIME: 
Local Interpretable Model-Agnostic Explanations (LIME) is an 
algorithm that can interpret a model by distracting the data 
sample input and knowing how the predictions vary. LIME 
produces a set of interpretations that show how each feature 
performs against a prediction for a single sample, which is a 
type of local interpretability. We use LIME to find which 
characteristics contributed the most to attaining the best result 
in categorizing the sub-types on the dataset using all the 
attributes for the best per-forming classifier. As a result, we 
have discriminatory variables for the classification of subtypes. 
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TABLE II. EVALUATION MATRIX 

Metrics Details Formula 

Accuracy 

Accuracy is the ratio of the 
number of all correct 
predictions and the total 
number of the data. 

Acc. = TP+TN
TP+FN+FP+TN

 

F1-Score 
F1-Score is a harmonic 
mean of precision and 
recall. 

𝐹 =
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

 

AUROC 
AUC is the summation of 
all TP rates and TN rates 
divided by two.  

𝐴𝑈𝑅𝑂𝐶 =
𝑇𝑃 𝑟𝑎𝑡𝑒 + 𝑇𝑁 𝑟𝑎𝑡𝑒

2
 

IV. RESULT AND DISCUSSION 
In our work, we identified the clusters using hierarchical 

clustering on the dataset. Each cluster is defined as an observed 
subtype present in the accident dataset. We utilized the Chi-
Square test to determine the most significant features after 
identifying the subtypes. Then, on the selected features, we 
performed data normalization using Python's MinMaxScaler 
class. On the datasets, we used various classification 
algorithms (i.e., DT, KNN, NB, RF, SVM, MLP) to classify 
the observed subtypes. Classification is accomplished through 
the use of 10-fold cross-validation. Finally, we used LIME to 
interpret features for discriminatory factors. Jupyter Notebook 
version 6.1.4 is used for all of the experiments. 

A. The Analogy of Performance of Distinct Classifiers 
In this study, Hierarchical clustering yields two subtypes 

(subtype-1 and subtype-2) (see Fig. 3). The ratio of subtype-1 
to subtype-2 is found to be the same. As a result, no data 
balancing was required. The Chi-Square test result is displayed 
in Table III. As can be seen in the table, the features are 
ordered in ascending order depending on their P-Values. The 
feature with the lower P-Value is more important. We took the 
different number of features (i.e., 5, 10, 15, 20, and 24) from 
those significant feature lists and applied different classifiers to 
the datasets. The experimental results for different classifiers 
(described in section III.B) utilized to categorize the sub-types 
are shown in Tables IV, V, VI, VII, and VIII. To explain our 
findings, we used a variety of evaluation matrices (Accuracy, 
F1- score, and AUROC). Performance Analysis of All 
Significant Features is shown in Fig. 4. 

 
Fig. 3. Dendrogram Analysis to Identify the Fatal Subtypes. 

TABLE III. P-VALUES IN ASCENDING ORDERS FOR DIFFERENT FEATURES 

Features P-Value 

Date of Month 0.000000 

Number of Passenger Victims 0.000017 

Month 0.000634 

District  0.003480 

Surface Quality 0.010259 

Type of Junction 0.015621 

Light 0.047291 

Accident Type 0.059001 

Condition of Surface 0.240108 

Type of Location 0.252266 

Responsible Factors 1 0.419230 

Number of Vehicles 0.479777 

Day of Week 0.495156 

Traffic Control 0.510946 

Weather 0.545987 

Divider 0.582690 

Responsible Factors 2 0.681025 

Road Class 0.885795 

Year 0.895612 

Movement 0.942830 

Responsible Factors 3 0.954226 

Road Geometry 0.957346 

Road Feature 0.988516 

TABLE IV. PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS (5 
SIGNIFICANT FEATURES) 

Classifier Accuracy F1-Score AUROC 

DT 99.80 99.80 99.80 

KNN 91.91 91.91 97.91 

NB 97.00 97.00 98.81 

RF 99.90 99.90 100.00 

SVM 97.60 97.60 99.77 

MLP 99.30 99.50 99.94 

TABLE V. PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS (10 
SIGNIFICANT FEATURES) 

Classifier Accuracy F1-Score AUROC 

DT 99.80 99.60 99.80 

KNN 77.34 77.34 85.07 

NB 95.61 95.61 98.10 

RF 99.80 99.80 100.00 

SVM 95.21 95.21 99.11 

MLP 98.20 98.60 99.78 
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TABLE VI. PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS (15 
SIGNIFICANT FEATURES) 

Classifier Accuracy F1-Score AUROC 

DT 99.60 99.70 99.50 

KNN 65.06 65.06 70.74 

NB 94.91 94.91 97.96 

RF 99.70 99.70 100.00 

SVM 92.32 92.32 98.29 

MLP 97.60 97.70 99.76 

TABLE VII. PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS (20 
SIGNIFICANT FEATURES) 

Classifier Accuracy F1-Score AUROC 

DT 99.50 99.60 99.50 

KNN 62.26 62.26 65.39 

NB 93.61 93.61 97.31 

RF 99.70 99.60 100.00 

SVM 92.31 92.31 98.10 

MLP 97.10 96.70 99.65 

TABLE VIII. PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS (24 
SIGNIFICANT FEATURES) 

Classifier Accuracy F1-Score AUROC 

DT 99.60 99.60 99.50 

KNN 55.38 55.38 57.79 

NB 92.71 92.71 97.05 

RF 99.80 99.90 100.00 

SVM 90.31 90.31 97.62 

MLP 96.31 96.31 99.61 

 
Fig. 4. Performance Analysis of All Significant Features. 

From the table, we can see that RF outperforms all other 
classifiers in terms of accuracy, F1-score, and AUROC (see 
Table IV to VIII) for all different number of features. For the 
dataset with only the five most significant features, RF 
achieves 99.90% accuracy, 99.90% F1-score, and 100.00% 
AUROC. This is the highest possible score in our study. For 
other sets of features, RF receives slightly different scores. 
Furthermore, all other classifiers, with the exception of KNN, 
achieve high results (i.e., above 90%). It is also worth noting 
that all classifiers performed best with the most significant 5 
feature subset, and their performance degraded as the number 
of features used increased. 

B. Interpretation of Features for Discriminatory Factors 
We used LIME on the dataset (with all features) to find the 

highest performing RF classifier and determine which features 
contributed the most to correctly categorizing the subtypes. As 
a result, we obtain discriminatory factors for sub-type 
classification. The features that contributed the most to 
identifying distinct sub-types are shown in Fig. 5, which differs 
significantly from the statistical result we obtained using the 
Chi-Square test for important features. The most crucial feature 
identified for subtype classification is 'Road Feature,' as seen in 
Fig. 5. The relationship between road features and accident 
subtype is seen in Table IX. The table shows that "Road 
Feature" - General is the most prevalent cause of accidents and 
has about the same ratio in both categories. "Road Feature"- 
Bridge is twice as common in subtype-1 as in subtype-2. 
Culverts and Speed Breakers are more common in subtypes 1 
and 2, respectively. The second most significant attribute is 
'Road Class.' The relationship between road classes and 
accident subtypes is shown in Table X. It is apparent that the 
most prevalent type of accident is 'Road Class'- Natural and has 
nearly the same ratio in both subtypes. 'Road Class'- Feeder' is 
twice as common in subtype-1 as it is in subtype-2. 'No. of 
Vehicles' is the third most essential aspect. The relationship 
between the 'No. of Vehicles' and the types of accidents is seen 
in Table XI. 

 
Fig. 5. Interpreting Important Features using LIME. 
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TABLE IX. THE RELATION BETWEEN “ROAD FEATURE” AND ACCIDENT 
SUBTYPE 

Road Feature  Cluster No. of instances 

General 
Subtype-1 484 

Subtype-2 486 

Bridge 
Subtype-1 14 

Subtype-2 7 

Culvert 
Subtype-1 1 

Subtype-2 3 

Speed Braker 
Subtype-1 2 

Subtype-2 3 

Narrow 
Subtype-1 1 

Subtype-2 1 

TABLE X. THE RELATION BETWEEN “ROAD CLASS” AND ACCIDENT 
SUBTYPE 

Road Class  Cluster No. of instances 

Natural 
Subtype-1 488 

Subtype-2 486 

Feeder 
Subtype-1 4 

Subtype-2 2 

Regional 
Subtype-1 6 

Subtype-2 8 

Rural 
Subtype-1 2 

Subtype-2 3 

City 
Subtype-1 2 

Subtype-2 1 

TABLE XI. THE RELATION BETWEEN “NO. OF VEHICLES” AND ACCIDENT 
SUBTYPE 

No. of Vehicles Cluster No. of instances 

1 
Subtype-1 299 

Subtype-2 265 

2 
Subtype-1 198 

Subtype-2 234 

3 
Subtype-1 4 

Subtype-2 1 

5 Subtype-1 1 

TABLE XII. THE RELATION BETWEEN “WEATHER” AND ACCIDENT 
SUBTYPE 

Weather  Cluster No. of instances 

Clean/Fair 
Subtype-1 461 

Subtype-2 458 

Fog 
Subtype-1 18 

Subtype-2 25 

Rain 
Subtype-1 21 

Subtype-2 17 

Wind Subtype-1 2 

The table shows that for subtype-1, ‘No. of Vehicles' 1 is 
more prevalent, while for subtype-2, ‘No. of Vehicles' 2 is 
more common. 'No. of Vehicles' 5 appears only in subtype-1. 
'Weather' is the fourth most essential feature. The relationship 
between weather and accident subtypes is seen in Table XII. 
The data shows that 'Weather'- Clean/ Fair has a higher risk of 
accidents. 'Weather'-Rain is exclusively related to the subtype-
1. As shown in Fig. 5, 'Traffic Control,' 'Junction Type,' and 
'Divider' all play a role in subtype classification. Other features 
in the list have a negative relationship with classification into 
subtypes. 

C. Relative Studies and Implication 
Many researchers have looked into road accident 

classification, and some of their findings are included in 
Section 2. We discovered that all of the research efforts on 
these datasets were focused on classifying the risk of a traffic 
collision. However, no attempt was made to identify the 
various forms of road accidents (as far as our knowledge). We 
used clustering to determine the subtypes in this study, and the 
appropriate number of clusters for each dataset is justified. 
Then we used classifiers to find the best classification of 
subtypes using relevant feature sets. Then, using the 
explainable AI technique, we showed key features that 
contributed to the identification of subtypes. Identifying 
subtypes will assist authorities in better understanding accident 
risks. We discovered important elements that will assist them 
in identifying sub-types as well as accident risks. 

V. CONCLUSION AND FUTURE WORK 
Traffic accidents are viewed as a global issue that results in 

fatalities and serious injuries. The study of traffic accident data 
assists the traffic department in identifying the primary 
persuasive elements of accidents and revealing the 
relationships between these issues, creating the groundwork for 
risk control measures to be developed. Discriminatory factors 
can increase the likelihood of traffic accidents or other factors 
that contribute to the severity of injuries sustained as a result of 
traffic accidents. We've compiled a list of 24 features that are 
thought to be linked to road accidents. The information was 
obtained from the Accident Research Center (ARI) at BUET. 
To recognize the clusters, we utilized hierarchical clustering on 
the dataset. Each cluster represents a perceived subtype found 
in the accident dataset. To categorize those experimental 
subtypes, we applied six different classification methods on the 
datasets. Finally, for the interpretation of features for 
discriminatory variables, we used the LIME analysis technique. 
As a result, future work will necessitate a thorough 
examination of the updated dataset of traffic accidents from 
across the country, as well as the application of more 
classification and clustering algorithms, as well as the 
improvement of the discriminatory factors identification model 
through additional development and experiments to conduct 
follow-up traffic accidents. 
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Abstract—Software bug localization is an essential step within 

the software maintenance activity, consuming about 70% of the 

time and cost of the software development life cycle. Therefore, 

the need to enhance the automation process of software bug 

localization is important. This paper surveys various software 

bug localization techniques. Furthermore, a running 

motivational example is utilized throughout the paper. Such 

motivational example illustrates the surveyed bug localization 

techniques, while highlighting their pros and cons. The 

motivational example utilizes different software artifacts that get 

created throughout the software development lifecycle, and sheds 

light on those software artifacts that remain poorly utilized 

within existing bug localization techniques, regardless of the rich 

wealth of knowledge embedded within them. This research thus 

presents guidance on what artifacts should future bug 

localization techniques focus, to enhance the accuracy of bug 

localization, and speedup the software maintenance process. 

Keywords—Bug localization; bug localization artifacts; 

information retrieval; program spectrum 

I. INTRODUCTION 

Software maintenance is considered a continuous process 
in software projects. However, software maintenance is one of 
the most expensive stages in the software development life 
cycle [1]. According to Erlikh [2], maintenance consumes 70% 
and maybe up to 90% of the time of any product's life cycle. In 
addition to that, Hunt et al. [3] presented that the maintenance 
process takes above 50% of the software life cycle. Also, 
Lientz and Swanson [4] claimed that software maintenance 
spending from 20% to 70% of the efforts exerting on 
maintenance. Software Maintenance is defined by Sommerville 
[5] as "the modification of a software product after delivery to 
correct faults, to improve performance or other attributes". 
Software maintenance must be applied to improve the design, 
implement enhancements, and interface with other legacy 
software [6] to build a new one with some updates or solve 
bugs. 

A different view of software maintenance [7] defines it as 
"error, flaw, or fault in a computer program or system that 
produces unexpected results or behavior". Once the bug 
occurs, the bug triaging and localization process is applied to 
solve the bug [7]. The process involves: (i) understanding the 
bug, (ii) assigning a maintainer, and (iii) bug localization 
within the source code, and (iv) bug fixing. The bug 
localization process is the action of determining the location 
of the bug in the software program [8]. However, locating the 
bug manually could be time consuming, cost consuming, and 
infeasible [10]. 

Several techniques have been utilized to localize bugs 
automatically, including: information retrieval [9], machine 
learning. [10], program spectrum [11], and program slicing 
[12]. Those techniques use different software artifacts like bug 
reports, stack traces, source code files. However, such 
techniques do not necessarily benefit from all the information 
present within those artifacts. For instance, techniques that 
utilize source code do not use the structural relationships 
between source code elements to locate bugs, although such 
information could improve the accuracy of bug localization. 
Hence, a review is conducted to identify the different artifacts 
utilized by bug localization techniques, and how well such 
artifacts’ information gets utilized. 

Furthermore, a motivational example is introduced. Within 
such motivational example, we present a running example that 
includes different software artifacts and a set of injected bugs. 
We applied various existing bug localization techniques that 
utilized subsets of the included artifacts, to locate the injected 
bugs within such example, and assessed various bug 
localization techniques on those bugs. What difference in this 
review that the process of motivational example helps in 
identifying the limitations of those bug localization. Besides it 
gives perspective for better utilization of the different software 
artifacts to increase the quality of the results of such bug 
localization techniques. 

The rest of this paper is structured as follows. Section II 
will present the related works to software bug localization 
techniques. Section III presents the motivational example and 
its software artifacts. Three categories of bug localization 
techniques: information retrieval, machine learning, and 
program spectrum will be explained, and applied to the 
motivation example within Sections IV, V, and VI 
respectively. Section VII discusses the findings and concludes 
the review. 

II. RELATED WORK 

A. Related Work on Information Retrieval 

An information retrieval technique called (BLIA) bug 
localization using integrated analysis [9] proposed by Klaus 
Changsun et al. to illustrate the technique besides showing 
limitations. Such work utilizes different software artifacts like 
stack traces, comments, bug reports, and the history of code 
modifications are features utilized in the work. 

Klaus Changsun et al. evaluated their work on three open-
source projects: Aspect-oriented extension to Java (AspectJ), 
Widget toolkit for Java (SWT), and Barcode image processing 
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library (Zxing). The number of bugs and source files that they 
worked on are as follows: AspectJ (284 bugs, 5188 source 
files), SWT (98 bugs, 738 source files), and Zxing (20 bugs, 
391 source files). Five steps were followed to complete their 
approach. First, an information retrieval technique is used for 
measuring the similarity between the bug reports text and 
source code files called rVSM [13]. Then the structured data 
in the bug reports like bug description, bug summary and 
other stated before in the bug report artifact are analyzed and 
integrated with the above data. After that, if stack traces 
appeared in the bug report, they would be analyzed to extract 
the beneficial information to improve the results of retrieval. 
Moreover, the historical data for code modifications which is 
extracted from version control systems to predict the affected 
files and methods. Finally, similarity measurements were 
applied between the accumulative data from the above steps 
and the source code files. The results will be ranked by scores 
to the files of the code which is mainly expected to have the 
error. The proposed approach resulted in an enhancement in 
the mean precision over some other approaches like 
BugLocator with 54%, BLUiR with 42%, and BRTracer with 
30%, and Amalgam with 25%. 

Wen et al. proposed an information retrieval technique to 
localize bugs called FineLocator. FineLocator recommends 
the position of bugs based on method level [14]. It means that 
not only recommend the source file that contains bug but also 
the method contains bug. The proposed architecture consists 
of three main components are method extraction, method 
expansion, and method retrieval. The method extraction 
process is applied by extracting the methods names and their 
bodies using the abstract syntax tree for the code. 
Additionally, the timestamp for the methods is also extracted 
from version history systems and the dependence information 
for each method is also extracted. The first sub-component of 
method expansion is the semantic similarity measurement 
between methods. This step will be applied first by generating 
a numeric vector for each method by generating a bag of 
words and among all methods of the code. Then the scores are 
calculated between every two methods to know the similarity 
score between them. Then the call dependency is applied 
among the class level and the method level to enhance the 
similarity scores between methods. Besides, another score is 
calculated which is temporal proximity measure which 
calculates the difference in time of edit between the methods 
as the methods that edited in time near each other will be more 
probable to be near to each other. Then all the above scores 
are combined to one value which is the method augmentation 
value. They test their work on ArgoUML, Maven, Kylin, Ant, 
and AspectJ and enhance the performance of the method level 
by 20% MRR. 

Yaojing et al. [15] proposed an approach with three main 
considerations which are 1) the fix history relationships with 
old bug reports, 2) word co-occurrence in the bug reports and 
source files, 3) The long source files. The proposed model 
consists of a supervised topic modeling technique called LDA 
for classifying the old bug reports and bug reports with special 
topic w. Then the word co-occurrence with words from bug 
reports that appear in the bug reports. In addition to the 
creation of the long source files and stack traces in bug 

reports. They test their work on 10-fold cross-validation. Also, 
the proposed model was applied to three main projects PDE 
with 3900 bug reports and 2319 source files, the platform with 
3954 bug reports and 3696 source files, and JDT with 6267 
bug reports and 7153 source files. 

Mills et al. [16] constructed an approach trying to enhance 
the process of text retrieval bug localization by studying the 
most important elements of a bug report. A genetic algorithm 
is applied to find the optimal query to retrieve the true results 
from source files. Yu Zhou et al. construct an approach [17] 
that consists of three steps to classify bug reports: Classifying 
the summary part of each bug into (high, middle, and low) 
using a machine learner. It will help to increase the accuracy 
of bug localization systems. Then some structured features are 
used from the bug reports using a machine learner. 

Additionally, the results are merged from the above steps 
and other machine learning algorithms are used. The authors 
manually classify the bug reports into six categories (BUG, 
RFE, IMPR, DOC, REFAC, other). Additionally, a voting is 
applied [18] between different developers to classify each bug 
report to label them. They need to classify either the bug 
report is a bug or not. They answer the question of that a given 
report is a corrective bug or not by using different fields in the 
bug report. Also, the proposed approach Combines text 
mining and a data mining approach to solve the problem. The 
approach evaluated using 3200 random reports from large 
projects like Mozilla, Eclipse, JBoss, firefox, and 
OpenFOAM. The Use Bugzilla as the bug tracking system. 
They use the only reports that are tagged by resolved or closed 
to analyze them. They consider multiple fields of the bug 
report like (textual summary, severity, priority, component, 
assignee, and reporter. 

Alessandro Murgia et al… Tonelli [19] tried to make bug 
tracking systems linked with CVS to enhance the bug fixing 
and relations between different versions of the software and 
the bugs and also the end-users. Each commit component 
consists of (author when it was done, modified files, and 
commit messages). The work was stressed on fixing-issue 
commits. They manually labeled the data of commits to 
training their classifier through one author and this is a 
drawback as the author may do not know enough the data in 
the commits then maybe the classifier is biased to their 
labeling. Preprocessing steps from natural language 
processing are used like stemming and stop words removal to 
enhance the classifier. Additionally, some regular expressions 
are used to filter commits that relate to specific bugs. The 
features used to feed the classifier are the words extracted 
from the commits. They applied their experiments to Netbeans 
and Eclipse projects. The machine learning classifier got a 
precision of 99.9% for classifying fix issue and non-fix issue 
commits. The dataset used has not appeared as they didn't use 
a benchmark dataset. Besides, they identify the main terms 
used for bug-fixing issues like the fix, for, and bug. The 
support vector machines are classified with accuracy up to 
99.9%. 

B. Related Work on Machine Learning 

In [52], the authors produced an approach for localizing the 
bugs automatically using ranking. The source code files are 
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ranked to the most probably that contains the bug reported. 
Different features will be used as a bag of words used from 
source code files and bug reports. The similarity that is 
measured between bug reports and source code files using 
cosine similarity. Also, the API information is used to enhance 
the features. Another feature is collaborative filtering which is 
applied between similar bug reports. Additionally, the class 
names and the bug fixing frequency considered to be featured. 
They apply their experiment on AspectJ, Eclipse UI, JDT, 
SWT, and Tomcat. The average accuracy of 70% achieved all 
over the top 10 ranked files. 

In [20], an approach proposed using deep learning with 
rVSM to enhance the process of bug localization. The revised 
vector space model (rVSM) is utilized to set up the features 
that are used in measuring the similarity between bug 
documents and source code files. The DNN is used to measure 
the relevancy of the term between the terms in bug reports and 
source code files. Also, another type of feature rather than 
terms is the metadata feature about source code files, it seems 
like logs about the file. The inputs are text similarity, metadata 
about source code files. They used DNN to learn all the 
features. They applied on different datasets like AspectJ, Birt, 
Eclipse UI, JDT, SWT, and Tomcat. They got an average 
precision of 0.52 using the tomcat dataset. 

Dongsun Kim, Sunghun Kim, and Andreas Zeller 
proposed a model [21] with two phases to predict the files to 
be fixed. The bug report in many cases as mentioned by the 
authors may not contain sufficient information to help in 
predicting the files needed to be fixed. A machine learning 
approach is applied to classify the bug reports as predictable 
which means contain useful information or not predictable. 
The Features extracted from the bug reports are the summary, 
platform, operating system, severity, priority, and reporter. 
Then the model is trained using the specified machine learning 
and tested. Then in phase two, the predictable bug reports to 
be fixed are then entering a multi-class classification model to 
know the exact files to be fixed. The recommended model was 
evaluated using 70 percent of the dataset for training and 30 
percent for testing. They achieved an average accuracy for 
predicting files to be fixed with 70 percent. 

ERIC et al. [22] proposed a neural networks technique 
based on the code coverage data as a feature. This coverage 
data comes from applying virtual test cases to each line in the 
code. Then they feed them to a neural network. The technique 
was tested on four different benchmark datasets (Siemens, 
UNIX, Grep, and Gzip). They enhance the performance of 
examining lines of code than [23]. 

In [24], [25] a deep learning model are applied in order to 
localize bugs using source code files and bug reports. They 
got accuracy of applying on different benchmark datasets. 

Liang et al. [10], proposed a deep learning system to 
localize bugs. Bug reports text terms are utilized besides the 
terms of source code files. The works are evaluated on four 
datasets (AspectJ, SWT, JDT, and Tomcat) with the following 
MAP (0.439, 0.457, 0.482, and 0.561). 

C. Related Work on Program Spectrum 

Jeongho et al. proposed a spectrum-based technique that 
localizes bugs based on the variables that are most probably 
suspicious [11] to rank the lines most probably contain bugs. 
A limitation discussed in this paper about previous work 
considering program spectrum that if there is an else block as 
an example and the block contains many lines. The outcome 
of the ranking of lines contains code will not be accurate and 
maybe the cause of the error be directly before the block. To 
overcome the above limitation, the variable-based technique 
proposed to keep track of mainly the information about the 
suspicious variables and their coverage in the code. First, the 
variable spectra are created by using the test cases as an input 
in addition to the execution trace data for each variable. Then 
the suspicious ratios are calculated by substituting the variable 
spectra with the coefficient's similarity. The final step is 
applied by rank the most variables that are most suspicious in 
descending order to the bug solver. The work was evaluated 
using the Exam score evaluation metric. 

On the other side, Henrique et al. constructed a spectrum-
based fault localization tool called Jaguar which stands for 
Java coverage fault localization ranking [26]. An architecture 
was formulated for the tool consists of two main components 
which are Jaguar Runner and Jaguar Viewer. The java runner 
component gathers the data for control flow spectra and data 
the data flow using different unit tests. After the data 
collection steps applied, then a metric score calculated using 
one of past known calculations Metric like [27]. After that, the 
mixed scores between data and control flow matrices are 
normalized for the suspicious parts of the code. Then the 
jaguar viewer colors the suspicious entities of the code 
according to their score with for different colors according to 
their danger. They assessed t their work based on the 
Defects4J dataset. 

A new method that depends on the level of predicates not 
all the lines of the code was constructed by B´ela that utilizing 
the data from test cases and code coverage data [28]. This 
special type of spectrum-based fault localization took into 
consideration which methods will be hit in the run time of test 
cases to use these data in ranking the most suspicious 
methods. Additionally, different past research metrics for 
ranking that used for the lines of code as stated in [29] will be 
used at the method level. The pre-step to the algorithm is the 
building of the coverage matrix between the methods and the 
test cases. A graph will be generated from the coverage as the 
nodes of the graph represent the methods and the tests. The 
edges that will link different nodes with each other represent 
that a node that may be a test case will hit a node which is a 
method. Besides, the failed test cases will be marked in the 
graph. The first step was to calculate the edge weights by 
summing up the total methods that hit a failed test case to all 
methods. Then the values will be updated by calculating the 
average value of methods that cover failed test cases. The next 
step is to aggregate the values of edges to the method nodes. 
Finally, the nodes of methods values will be updated by 
calculating the resulted values concerning the number of test 
cases. They evaluated their work based on the Defects4J 
dataset that includes four projects with good results of the 
ranking. 
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 Abubakar et al. proposed a graph-based technique for the 
spectrum-based technique based on the execution of the test 
cases [30]. The technique aims at localizing not only a single 
bug in the system but also multiple bugs during execution. 
The exploration of localizing multiple bugs due to dealing 
only with the bug affects the accuracy of localization as stated 
by the authors. The graph represented here is undirected where 
the nodes of the graph represent the program statements and 
the edges represent the execution between them. Degree 
centrality is a graph centrality to measure the importance of a 
node in a network which will indicate that the part of the code 
will be more probable to contain an error. Another measure in 
which closeness centrality was used for each node to know the 
shortest path length between the node and other nodes. The 
result of this step will affect the process of multiple bug 
localization. The technique is evaluated on about 5 out of 7 
programs from the Siemens dataset (Dset6, Dset6, Dset7, 
Dset8, Dset9, and Dset11). In the experiment on single fault 
localization, 99% of the faulty version can be found by 
exploring only 80% of the code. In the two bug's version, 
about 99% of bugs found after exploring 70% of the 
executable code. They evaluated their work based on the exam 
score evaluation and the incremental Developer Expense 
(IDE) methods. 

Program slicing according to [12] [31] is a debugging 
technique that formulates a slice of code which are statements 
that affect a variable. Static slicing is a type of program slicing 
that generates slices depend on control dependencies in the 
code. Another type of program slicing is dynamic slicing 
which works on reducing the amount of space generated by 
static slicing. Dynamic slicing creates the slice depend on the 
variable values at run time to reduce the number of statements 
of the program in the debugging. However, execution slicing 
as stated by [32] applied data flow tests to formulate the slice 
or a group of slices (dice) by detecting the most probable 
statements from the tests to have the bug. 

III. MOTIVATIONAL EXAMPLE 

This section presents the software artifacts of the software 
system explained within the motivational example. These 
artifacts will be later the input the application of different bug 
localization techniques in the following sections. The system 
description will be discussed in subsection “A”, a subset of 
system source code files will be presented in subsection “B”, 
and a subset of the software bug reports are shown in section 
“C”. 

A. System Description 

Consider a system for online shopping. The aim of the 
system is to be utilized for online shopping. The customer can 
browse some products, add them to his shopping cart then 
process the order. The order will be finalized, and the total 
amount will be calculated including taxes and the customer 
payment choice. The customer chooses a payment method and 
assigns it a profile as it is either cash, or by credit card, and the 
customer can update such payment method later. The 
administrator of the shop can add new computer products to 
the inventory with specific data. The shop has two main types 
of components: "DesktopLaptop” or “ComputerComponents". 

Also, the administrator can update taxes for any product, and 
products of the same type must be updated automatically. 

Fig. 1 shows a partial class diagram the ‘Online Shopping 
System’ (OSS) including 9 classes. Customer class holds the 
customer’s information and operations does like adding a 
newproduct to the shopping cart (addProductToShopping () 
method) and assign a payment (setPayementMethod () 
method). ShoppingCart class holds information about products 
selected by the customer. Payment Method class is an 
interface for the type of payment, and it has two subclasses 
PaybyCredit and PaybyCache, with specific attributes for 
payment. ComputerProduct class is a parent class that consists 
of the basic information of any computer product of the 
system. DesktopLaptop and ComputerComponents are child 
classes of ComputerProduct class, each with specific 
properties. Inventory class manages the inventory through the 
addProduct () method for adding products with their quantity 
to the system. A relationship exists between Customer and 
ShoppingCart classes because each customer must have a 
shopping cart to add products to it. The relationship exists 
between Customer and PaymentMethod since each customer 
must decide his payment method for online shopping. 
ShoppingCart and Inventory classes are in an aggregation 
relationship with ComputerProduct class, as both classes 
consist of computer products. Such software system has a set 
of software artifacts that are presented within the following 
subsections. 

B. Motivational Example Source Code Files 

A subset of source code files for the online shopping 
system is presented in this section. The source code for the 
“Shopping Cart” class is presented in Fig. 2. The source code 
for the “Inventory” class is shown in Fig. 3. 

 

Fig. 1. A Partial Class Diagram of the Online Shopping System (OSS) 

 

Fig. 2. "ShoppingCart .java" Source Code. 
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Fig. 3. "Inventory.java" Source Code File from File from the use Case 

Example. 

C. Motivational Example Bug Reports 

A bug report is a terminology that refers to documenting 
and describing software bugs that appeared while running a 
software [33]. As stated by [33] a bug report can be submitted 
by different stakeholders related to the software project such 
as the tester or the developer or user to the system. They 
posted their bug reports on a bug tracking system [33] which 
is used mainly for open-source projects to track different bug-
report changes, assigned to solve the bug, or any other 
discussions. 

Four bug reports, for the used motivational scenario, are 
presented in this section. Three bug reports have the status 
“resolved fixed” and one new bug report has the status “New”. 

TABLE I. BUG REPORT 1 

Bug Report 1 

Bug ID 1102 

Bug Summary The payment method didn't change  

Bug Status Resolved Fixed 

Product Normal user 

Reported Online Marketing Application 

Version 5/5/2020 

Bug Description 

I purchased pc and two other products then when I 

proceed to the order, they give me a note the payment 
will be on the cache given; However, I updated my 

payment method to pay by credit before.  

Stack Trace - 

Fixed Files Customer.java 

Fixed Time 7/5/2020 

Test Cases - 

Bug report 1, shown in Table I, shows a user who had 
previously changed his payment method from using cash to 
using the credit card. When making a new purchase 
afterwards, the system still displayed that his payment method 
will be using cash. Bug report 2, shown in Table II, has the 
status New” as it will be fixed by our example. The bug 
appears with the user when adding a new product to purchase 

to his cart, the program crashed and stopped. Bug report 3 
shown in Table III presented a solved bug by adding a new 
product to the store. When the user of the system adds a new 
product to the system, a crash occurred. The bug was solved 
by the maintainers and the source code file “Inventory. Java”. 
Bug report 4 shown in Table IV presented a solved bug with 
getting an invoice for a purchasing process. It was found that 
the tax percent is calculated incorrectly however it is 
calculated before. The solution to the bug is found in the 
source file “ComputerComponents. Java”. 

Starting from Section III to Section V, different bug 
localization techniques will be discussed and applied to the 
motivational scenario showing how those techniques work and 
their limitations. 

TABLE II. BUG REPORT 2 

Bug Report 2 

Bug ID 1104  

Bug Summary Adding a PC to purchase cause an error 

Bug Status New 

Product Online Marketing Application 

Reported 5/12/2020 

Version 1.2  

Bug Description 

When trying to add a PC to purchase and browse 

some other components and added them then adding 
another pc to the cart it is crashed. 

Stack Trace - 

Fixed Files - 

Fixed Time - 

Test Cases - 

TABLE III. BUG REPORT 3 

Bug Report 3 

Bug ID 1201 

Bug Summary Error with adding a new product to the store 

Bug Status Resolved Fixed 

Product Online Marketing Application 

Reported 5/5/2020 

Version 1.1 

Bug 

Description 

When I trying to add new product to the store, the 

program crashed given the following error  

Stack Trace 

Exception in thread "main" java.lang.OutOfMemoryError: 
GC overhead limit exceeded at 

java.util.LinkedList.linkLast(LinkedList.java:142) 

at java.util.LinkedList.add(LinkedList.java:338) 
at Inventory.addProduct(Inventory.java:28) 

at project. main(project.java:15) 

Fixed Files Inventory.java 

Fixed Time 5/9/2020 

Test Cases 1201 
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TABLE IV. BUG REPORT 4 

Bug Report 4 

Bug ID 1325 

Bug Summary Error with getting an invoice  

Bug Status Resolved Fixed 

Product Online Marketing Application 

Reported 5/5/2020 

Version 1.1 

Bug Description 
When the transaction is going to be fired, it calculates the 

total invoice wrong with a problem in taxes percent 

Stack Trace - 

Fixed Files ComputerComponents.java  

Fixed Time 7/5/2020 

Test Cases - 

IV. INFORMATION RETRIEVAL TECHNIQUES 

Information retrieval (IR) [34] is finding or extracting 
beneficial data that may be documents of unstructured nature 
like text that answers information needs. In the bug 
localization process, the source code files, bug reports either 
old or new, stack traces artifacts [35] will be the unstructured 
text of the system being analyzed. The unstructured data like 
the natural text in the bug reports, stack traces and source code 
file terms. This data needs to be retrieved and ranked using 
specific queries to retrieve the file contains bug [35]. The 
information retrieval passes through steps from preprocessing 
and preparing different text sources to similarity measures. 

A. Case Study IR Experiment 

In this subsection, three experiments will be applied. First, 
historical similar bug reports artifact will be utilized. Then 
source code artifact will be utilized in the second experiment. 
Finally, Similar Bug Reports Experiment applied. 

1) Similar bug reports application: The first bug 

localization technique to apply, is an information retrieval 

technique that uses similarity scores across bugs. Klaus 

Changsun et al. [9] proposed a technique to localize bugs 

using an information retrieval technique. The assumption of 

their work depends on that if there is a new bug report similar 

in its attributes to one of the old bug reports then the fixed 

source code file by this old bug report will be the 

recommended source code file to be fixed with the new bug 

report. Such technique was applied to calculate similarity 

scores between the three resolved bug reports and the newly 

added bug report within the presented motivational example. 

The first step is to convert each bug report to a text vector as 

shown in Table V. 

Then the Term Frequency Inverse Document Frequency 
(TF-IDF) measure [36] will be applied to the text of the bug 
reports. The calculated similarity measure between the new 
bug report (i.e., bug report 2) and each of the old bug reports 
resulted in the following scores presented in Table VI: bug 

report 1 is 0.2, bug report 3 is 0.16, and bug report 4 is 0.11. 
The experiment resulted in that bug report 1 is the most 
similar bug report to the new bug report. It means that the 
fixed file within bug report 1 (Customer .java) in the old bug 
report 1 is the file that contains the bug. 

To evaluate the presented experiment, the new bug report 
needed to be fixed manually to know the files that contain the 
bug. The result of the manual investigation that the source 
code file "ShoppingCart.java”. However, experiment 1 
resulted in that the “Customer.java” is the file that contains the 
bug which means that the experiment 1 result is not true. 

To understand why the applied bug localization technique 
failed to locate the source code file that contained the bug, a 
closer look is needed at the used bug reports. As per the bug’s 
description in Section 3.2, bug report 1 was fixed by a change 
in Customer.java, whereas bug report 3 was fixed by a change 
in Inventory.java. The similarity score between bug report 1 
and the new bug report was higher than the similarity score 
between bug report 3 and the new bug report. Hence, the 
applied bug localization technique suggested fixing the same 
file that was fixed previously by bug report 1. Hence, the 
applied technique could lead to a wrong location based on the 
text used within the newly opened bug. Such text is usually 
written by an end user, who has no knowledge of the inner 
details of the source code. Hence, relying on the text of the 
bug report solely is one main drawback of that bug 
localization technique. Another drawback is the complete 
reliance of the technique on the presence of historically fixed 
bug reports to recommend resolutions for the new bugs. Such 
assumption is not realistic when developing new applications 
that do not have a repository of previously fixed bug reports. 

TABLE V. TEXT VECTORS OF THE BUG REPORTS OF OSS SYSTEM 

Bug Report Bug Report Text Vector 

Bug Report 1 

[Payment, Method, change, Normal, User, Application, 

purchased, two, products, proceed, order, they, give, note, 
payment, cache, given, updated, method, pay, credit] 

Bug Report 2 
(NEW) 

[Adding, PC, purchase, cause, error, Online, Marketing, 

Application, trying, add, browse, some, components, 

added, adding, another, pc, cart, crashed 

Bug Report 3  

[Error, with, new, product, store, Online, Application, 
store, program, given, following, Exception, thread, main, 

javalangOutOfMemoryError, GC, overhead, limit, 

exceeded, at, 
javautilLinkedListlinkLastLinkedListjava142, 

javautilLinkedListaddLinkedListjava338, 

InventoryaddProductInventoryjava28, project, 
mainprojectjava15Inventoryjava] 

Bug Report 4 

[Error, new, product, store, Resolved, Fixed, transaction, 

going, fired, calculates, total, invoice, wrong, problem, 

taxes, percent] 

TABLE VI. SIMILARITY SCORES BETWEEN THE NEW AND OLD REPORTS 

Old Bug Report Similarity Score with the new bug report 

Old Bug Report 1 0.20 

Old Bug Report 3 0.16 

Old Bug Report 4 0.11 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

257 | P a g e  

www.ijacsa.thesai.org 

2) Source code experiment: In the second experiment, 

Similarity Scores between the new Bug report and the source 

code files are applied [9]. As experiment 1, similarity scores 

will be calculated. The difference here that text similarity will 

be applied between the new bug report and project source 

code files with the TF-IDF technique. 

The number of source code files is nine files as listed in 
Table VII with their text vectors. In the same table, the 
similarity score between these sources code files and the new 
bug report is calculated. The similarity results must be sorted 
in descending order. But in this case, there are no common 
words between the new bug report and all source files. 

TABLE VII. TEXT VECTORS OF THE BUG REPORTS WITH SOURCE FILES 

TEXT OF OSS SYSTEM 

Source Code 

Files (.java) 
Source File Text Vector 

Similarity 

Score 

ShoppingCart 

[ ShoppingCart, Computer, comp, counter, 

Computer, addNewGoodsComputer, 

compcounter, getGoods, 

xthiscompigetName, compigetPricen] 

0 

Inventory 

[Inventory, inventoryName, Computer, 

comp, counter, Inventory, inventoryName, 

addProductComputer, comp, add] 

0 

Customer 

[Customer, cName, cNumber, 

PaymentMethod, payment, ShoppingCart, 

PaybyCahce, 

addProductToShoppingComputer, 

shaddNewGoodsc, 

setPaymentPaymentMethod, thispayment, 

getPaymentMethod] 

0 

Computer 

[ Computer, getName, double, getPrice, 

updatePricedouble, price, getCode, 

getStatus, printTaxes, setTaxesdouble, taxes] 

0 

ComputerComp

onents 

[ComputerComponents, implements, 

Computer, compName, code, price, status, 

pName, Description, taxes, 

ComputerComponentsString, 

thiscompName, code, price, thispName, 

Description, taxes, Override, getName, 

return, getPrice, getCode, getStatus, status, 

printTaxes, setTaxesdouble, 

updatePricedouble] 

0 

DesktopLaptop 

[DesktopLaptop, implements, Computer, 

compName, code, price, status, HDD, RAM, 

generation, screenSize, taxes, 

DesktopLaptopString, compName, code, 

price, HDD, RAM, generation, screenSize, 

taxes, status, Offered, Override, getName, 

return, getPrice, getCode, getStatus, 

printTaxes, void, setTaxesdouble, 

updatePricedouble] 

0 

PaybyCahce 

[public, class, PayByCredit, implements, 

PaymentMethod, Override, String, 

getMethod, return, enter, card, number, pass] 

0 

PayByCredit 

[ PaybyCahce, implements, 

PaymentMethod, Override, getMethod, Pay, 

cache] 

0 

PaymentMetho

d 
[PaymentMethod, getMethod] 0 

Discussion: As per the above similarity calculation, the 
text of the bug report does not match the naming conventions 
used within source files. Hence, relying on similarity scores 
analysis between the source code and bug reports would not 
result in locating bugs. The absence of such similarity is 
attributed to the constructing of those bug reports by a normal 
user who uses terms not related to the developer terms used 
within the source code files. So, the bug localization system in 
this state will not resulted in a true source code file. An 
example comparing the bug report called "NEW BUG 
REPORT 1" text to source file text as an example 
"ShoppingCart.java”. The similarity scores between all the 
source code files and the new bug report equal to zero as no 
common words between them. After computing the same way 
with all source files, the new bug report got zero similarity 
score with all of them. 

3) Stack traces: Stack traces or execution traces represent 

the method calls during the execution of the application. When 

an error occurs during the execution and the program stops 

working or works in an unexpected way, the current state of 

the stack trace represents the method calls till the stopping 

point. 

The presence of stack traces, as a part of the bug report, 
will enhance the accuracy of finding the source code file that 
contains the error [37]. From an information retrieval 
perspective, having a stack trace as a part of the bug report 
will result in higher similarity score between the bug reports 
and the source code files. Furthermore, stack traces result in 
faster manual debugging by the developers [38]. For example, 
Fig. 4 shows represents a bug from eclipse [39] how the file 
names involved in the error and the corresponding line 
number are shown appear or the line that contains an error are 
shown in Fig. 4 that line 13 contains the error in the source file 
inventory.java. Schroter et al. apply [40] a study on 3940 bug 
reports. 2,321 bugs reports observed that they are fixed 
contains stack traces with 60 %. Also, the mean lifetime of the 
bugs include stack traces is 2.73 Days compared with the 
remaining bug report does not contain stack traces with mean 
4.13 days. So, in our case, bug report 2 with status new will 
not be solved using stack traces as the bug report does not 
contain it. 

 

Fig. 4. Sample Stack Trace Extracted from ECLIPSE Bug. 

V. MACHINE LEARNING TECHNIQUES 

Machine learning is a branch of computational algorithms 
that are designed to emulate human intelligence by learning 
from the surrounding environment [41]. Different bug 
localization techniques utilized different machine learning 
techniques to localize bugs automatically. 
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A. Case Study Experiment using Machine Learning 

The most important step in applying a machine learning 
algorithm is the preparation of the features. For the 
motivational scenario, the features will be similarity scores 
between each old bug report and all the source code files. 
Each record or row of features represents this similarity scores 
with the source code files as presented in the following 
Table IX. Three bug reports will be utilized from the 
motivational example. Two of them will be used for training 
and one for testing. Their calculated similarity scores with the 
source code files to be the features. Also, the result of these 
features which the source file contains the error with each bug 
report appeared in the right cell of the row. As these bug 
reports are solved before and the files contains solved error 
already known. After preparing the training set with these two 
bug reports, it will be fed to the machine learning algorithm. 
Then the testing phase started by preparing the features for a 
bug report that we know its result before. The new bug report 
is prepared with its specific features. Then the machine 
learning algorithm will decide its decision which appeared in 
the last row in Table VIII. As shown in Table VIII, we have 
only two training examples with only two results. After 
running a machine learning algorithm, with feeding the 
training examples to the machine learning. Then feeding the 
testing example as to tell us the source code file containing the 
error. The result will be "ComputerComponents .java". 

The file that contains the bug for new bug report 4 will be 
“ComputerComponents.java”. That means the result of the 
experiment is not true. Different reasons lead to such a wrong 
location of the bug. First, machine learning needs a huge 
training set to learn, otherwise it will not work properly [42]. 
Second, if the project has no old, solved bugs, machine 
learning will not be an applicable technique. In such a case, 
the only alternative would be to take training data from a 
different software project, like projects similar in nature to 
make use of their old bug reports. Some challenges will face 
this work: the language of the project may be different, the 
type of project as it may be desktop, web application or other.  

TABLE VIII. FEATURES PREPARATION FOR MACHINE LEARNING 

ALGORITHM BUG REPORT 

Training 

example 

Feature 1 

(ShoppingCart) 

Feature 2 

(Inventory) 

Feature 

N 

Result 

(Source 

File) 

Training 

example 1 
(Bug report 1)  

0.11 0.1 ….. Customer 

Training 

example 2 

(Bug report 3) 

0.3 0.1 0.3 Inventory 

Testing 

example (Bug 

Report 4) 

0.1 0.5 0.1 ? 

VI. PROGRAM SPECTRUM TECHNIQUES 

Program spectra refer to the program entities that are 
covered during the execution of the program [29], [43]. Also, 
the spectrum based get some information executed from the 
programs as the test cases. There are several types of spectra 
[29] used in the spectra based fault localization as (program 

statements, variables, execution trace, execution path, path 
profile, execution profile, Number of failed test cases cover a 
statement and not, number of successful test cases that cover a 
statement and not, the total number of test cases that cover a 
statement, the total number of test cases that do not cover a 
statement, the total number of successful test cases, total 
number of failed test cases and the test case number. Such 
technique demands the presence of test cases, or the presence 
of correct program execution traces, to be applied. 
Furthermore, the technique demands having a large set of test 
cases to cover the lines of code that most probably contains an 
error. 

A. Case Study Experiment using Program Spectrum 

The main inputs to this experiment will be the test cases. 
Some operations must be applied to test cases to know the 
lines of code that will most probably have the error. Two test 
cases related to the motivational example are shown in 
Tables IX and X. When a new bug is reported, the output of 
the test cases (i.e., the spectrum) can be utilized with some 
equations to find the bug [44]. The source code file that the 
test cases will run on is presented in Fig. 2. 

TABLE IX. TEST CASE 1 FOR OSS SYSTEM 

Test Case 1 

Test Case Number 1 

Test Case Inputs Create Object of Inventory 

Expected Output Object Created without error 

Actual Output Created Successfully 

Test Case Result Success 

TABLE X. TEST CASE 2 FOR OSS SYSTEM 

Test Case 2 

Test Case Number 2 

Test Case Inputs Add new Product to Inventory 

Expected Output Added Successfully 

Actual Output Added Successfully 

Test Case Result Success 

From the test cases and different inputs, test case number 
(1) will execute the following lines 6 to 13. And test case 
number (2) will cover 14 and 16. Then the number of records 
will be counted for each line to find the bug. The technique 
applied for spectrum depends on the statistical equation for 
every line of code covered by test cases. In Table XI, different 
program spectrum listed in section 2.2.3 as number of 
successful test cases that execute lines of code are presented 
with the occurrence of each spectrum with each line of code 
that are in the vertical rows. The hit of a spectra with a line of 
code represented by 1 and 0 for nit hitting. The criteria for 
each line like the number of successful test cases covered, the 
number of failed test cases, overall test cases in each line. We 
will consider that we have only two test cases for our bug 
localization task. Test case one presented in the above figure, 
it will hit the class source code from line 6 to 13 and the result 
of this test cases is a success. Test case two will hit the lines of 
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code from 14 to 16. Consider Line 6 as shown in the table for 
illustration, we must calculate different spectrum for each line 
from the resulted test case as follows: Number of success test 
cases (NCS)covered line 6 will be test case number (1) only so 
the total will be one. The number of failed test cases (NCF) 
covered in line 6 will be equal to zero as our test cases here 
are only two and both are successful. The number of test cases 
covers line 6 is equal to one as we list it before. Several test 
cases not covered in line 6 are equal to one which is test case 
number (2). The number of failed test cases not covered 
(NUF) line 6 is equal to zero as we have only two successful 
test cases. The last spectrum is the Number of Success Test 
Cases Not Covered which is one as test case 2 is a successful 
test case not covered line 6. The total number of failed test 
cases (NF) =0. The above steps will be calculated to all lines 
of the code as shown in the table. Then an equation is applied 
to calculate different spectra in one number for all lines of 
code then we have to sort these scores in descending order. 
The highest score will represent the line that contains the 
error. 

The equation performed here that utilized different 
spectrum used from [44] presented in the (1): 

𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝑛𝑒𝑠𝑠(𝑂𝑐ℎ𝑖𝑎𝑖) =
𝑁𝐶𝐹

√𝑁𝐹∗(𝑁𝐶𝐹+𝑁𝐶𝑆)
           (1) 

The score to line 6 will be equal to NCF = 0, NF=0, 
NCS=1 by substituting, the result will equal to zero. The 
above process will be repeated for every line of code then 
sorted but here all scores equal to zero. 

The main limitation of program spectrum is that the many 
test cases need to be analyzed, to find the bug then many test 
cases to be tested to find a true solution which affects the time 
and performance of bug localization process [45]. 
Unfortunately, the results are equal, also we need to compute 
many test cases that affect the time to find the source code file 
contains bug [45]. 

TABLE XI. DIFFERENT PROGRAM SPECTRA FOR A SOURCE CODE FILE FOR 

OSS SYSTEM 

Different 

Program 

Spectra 

Code Line 

6 7 8 9 10 11 12 13 14 15 

Success Test 

Cases Covered 
1 1 1 1 1 1 1 1 1 1 

Failed Test 

Cases Covered 
0 0 0 0 0 0 0 0 0 0 

Test Cases 
Covered 

1 1 1 1 1 1 1 1 1 1 

Test Cases not 

Covered 
1 1 1 1 1 1 1 1 1 1 

Failed Test 
Cases not 

Covered 

0 0 0 0 0 0 0 0 0 0 

Success Test 
Cases not 

Covered 

1 1 1 1 1 1 1 1 1 1 

Total Score  0 0 0 0 0 0 0 0 0 0 

VII. DISCUSSION AND CONCLUSION 

This paper presents a review to explore different software 
bug localization techniques. The exploration done through 
presenting different past works. Additionally, a motivational 
example is applied to show how these techniques are working 
presenting their limitations; also, the software artifacts that are 
utilized and which are not utilized. 

Two main findings are presented: (1) Some software 
artifacts are not properly utilized in the process of software 
bug localization. (2) The current software bug localization 
techniques suffer from some limitations. We elaborate on 
those findings as follows. 

Finding 1: Many bug localization systems use information 
from both bug reports and source files. Previous research [10], 
[46], [47], [48], [49], [50], [51], [15] utilized the natural text 
of the bug reports with terms of the source files. Method 
names and the abstract syntax trees are used from source code 
files [10]. However, the changes that applied to each source 
code file among different from version control systems used 
by [49], [15]. Also, application interface descriptions text has 
been utilized by [49] , [50]. Test cases are also used where 
successful test cases and failing test cases are used to find the 
most probable error [22] [11] [26]. 

However, several artifacts are not utilized in the bug 
localization process. They are software requirements, use 
cases, classes’ relationships within the source code, software 
architecture, and different comments between developers or 
written discussion between them of old bug reports that may 
affect the process of localization mentioned. If we have bug 
report text data as stated above. Text data can be linked to 
requirements text, which can be then, shorten the search with 
source code files to specific files of a definite module. 

Finding 2: Different software bug localization techniques 
are applied in the process of bug localization (Information 
Retrieval, Machine Learning, and Program spectrum). These 
techniques suffer from some limitations and this appeared 
from applying the motivational example. 

Information retrieval techniques suffer from the problem 
of the dependence on natural unstructured text. Those 
techniques depend on matching the new bug report text to any 
of the old bug reports, and hence recommending the fixed file 
of the old bug report. But such technique may not take us to 
the true old bug report depending on how the bug report is 
written, which varies greatly between developers and end 
users of the system. This issue appears as well if we attempt to 
measure the text similarities between the new bug report and 
the source code files. Also, the lack of old bug reports for the 
same project may prohibit applying the technique altogether. 

Machine Learning techniques will not work properly in 
two situations. In the first situation, that we train the bug 
localization system on some software projects, and the new 
bug appears in a different project. Hence, the bug localization 
system will not give the exact source code that contains the 
error. The past works [46] [47] [48] [49] [11] are applied on 
one of the datasets and tested on the same dataset. The second 
situation when we do not have enough training examples to 
train the machine learning algorithm. 
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Test case-based techniques as program spectrum and 
program slicing are depending on test cases to localize bugs. 
The main limitation comes with performance and time to test 
the whole system to find the bug. Also, the huge number of 
test cases is to be examined to find the bug. 

Accordingly, we anticipate that by utilizing additional 
software artifacts, and additional information from previously 
utilized software artifacts, we can improve the accuracy of bug 
localization, and extend its applicability even to projects that 
do not have historical information about the source code of the 
fixed bugs. 
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Abstract—Voltage regulator (VR) stability plays an essential 
role in ensuring maximum power delivery and long-lasting 
electronic lifespan. Capacitor with a specific equivalent series 
resistance (ESR) range is typically connected at the VR output 
terminal to compensate for instability of the VR due to sudden 
changes in load current. The stability of VR can be measured by 
analyzing output voltage during load transient tests. However, 
the optimum ESR range obtained from the ESR tunnel graph in 
its datasheet can only be characterized by testing a set of data 
points consisting of ESR and load currents. Characterization 
process is performed manually by changing the value of ESR and 
load current for each operating point. However, the inefficient 
process of estimating the critical value of ESR must be improved 
given that it requires a large amount of time and expertise. 
Furthermore, the stability analysis is currently conducted on the 
basis of the number of oscillation counts of VR output voltage 
signal. Therefore, a model-based virtual sensing approach that 
mainly focuses on black-box modeling through system 
identification method and training neural network on the basis of 
estimated transfer function coefficients is introduced in this 
study. The proposed approach is used to estimate the internal 
model of the VR and reduce the number of data points that need 
to be acquired. In addition, the VR stability is analyzed using 
noninvasive stability measurement method, which can measure 
phase margin from the frequency response of the VR circuit in 
closed-loop conditions. Results showed that the proposed method 
reduces the time it takes to produce an ESR tunnel graph by 
84% with reasonable accuracy (MSE of 5×10−6, RMSE of 
2.24×10−3, MAE of 1×10−3, and R2 of 0.99). Therefore, efficiency 
and effectiveness of ESR characterization and stability analysis 
of the VR circuit is improved. 

Keywords—Voltage regulator; output capacitor; equivalent 
series resistance; failure region; system identification; neural 
network; noninvasive stability measurement 

I. INTRODUCTION 
Increasing demand for electronic products, such as system-

on-chips and personal electronics, commonly requires the use 
of a voltage regulator (VR) for stable and regulated output 
voltage supply. VR has been widely used in the electronic field 
due to the development of new technologies and increasing 
demand for high-performance electronic devices and compact 
solutions [1],[2]. VRs in electronic devices are embedded in an 
integrated circuit (IC), but fault probability of the VR can be 

influenced by a few parameters, such as temperature, input 
voltage supply, and aging factors [3],[5],[6]. These factors may 
further deteriorate internal parameters and thus reduce the 
performance of electronic devices or completely eliminate their 
functionality [21]. Therefore, industrial electronic 
manufacturers must perform stability analysis of the VR. 

The existing analysis for VR stability through ESR and 
load is performed manually [4],[7]. This method is solely 
conducted by testing a vast number of data, observing load 
transient, and varying the load current for a specific ESR value. 
Thus, an accurate ESR tunnel graph can be obtained to show 
stable and unstable regions for operating conditions of the VR. 
This situation occurs because an internal model for the VR is 
lacking and product variations may cause parameters inside the 
VR to vary. Therefore, analyzing VR stability without prior 
knowledge of the VR internal model is challenging [9],[10]. 
Additionally, variation of load currents may also cause VR 
instability and inefficiency [9],[21]. Hence, an efficient and 
accurate failure region estimation method is necessary under 
the condition that the actual model is known. 

A. VR Mechanism 
The two different types of VRs are linear (LVR) and 

switching VRs. LVRs are low cost and can regulate a small 
drop-out voltage with less noise compared with switching VRs 
[5],[6],[11]. Hence, LVR can minimize the amount of power 
loss in the internal VR and is highly efficient. VRs aim to 
regulate the input voltage supply and produce low-noise, 
constant, and stable output DC voltage [4],[5], thereby 
indicating the absence of multiple oscillations or ripples. 
Moreover, VRs can limit over- and undershoot values during 
sudden changes in the load current. 

As shown in Fig. 1, a typical VR circuitry contains an 
output capacitor connected at the output terminal that acts as an 
energy storage element. Moreover, the output capacitor 
compensates for the disturbance during load transient [7],[8]. 
However, impurity element inside the capacitor called 
equivalent series resistance (ESR) is a main factor that 
contributes to the stability of the VR. Although a pure 
capacitor should ideally contain only the capacitance value 
without ohmic resistance, the case is different in the real world. 
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Fig. 1. Basic LVR Circuit. 

B. ESR Tunnel Graph 
The optimum value of ESR is crucial in determining the 

stability of the VR. An excessively high or low value of ESR 
may cause a significant output voltage to undershoot, produce 
unwanted oscillations, and cause instability. The ESR 
compensates for the disturbance by adding zero to its transfer 
function to cancel out the non-dominant pole and thus achieve 
a dominant-pole compensation. 

Manufacturers provide a datasheet for each fabricated VR 
to depict the stable range of ESR values in the VR circuit 
through a unique chart called the ESR tunnel graph. Fig. 2 
shows an example of an ESR tunnel graph using the 
TPS76301, a commercial VR from Texas Instrument. The plot 
presents a range of ESR values against a range of load currents. 
A specific ESR and output current range is chosen for plotting 
the ESR tunnel graph. The figure shows that the value of ESR 
from 0.3 Ω to 10 Ω indicates a stable region while other values 
denote non-stable regions. The critical value of ESR is located 
at the failure region boundary. 

C. VR Stability Analysis 
LVR stability can be analyzed using two types of 

responses: (a) load transient response in the time domain or (b) 
frequency response in the frequency domain. Stability analysis 
based on the load transient test is usually conducted because of 
its simplicity and the method can be performed under closed-
loop condition despite its low accuracy [6]. Although the 
frequency response of the LVR can be ideally obtained when 
the system is under open-loop condition, this scenario is 
difficult to achieve in the actual case. The LVR system is 
typically packaged under closed-loop condition; therefore, 
yielding its transient response is simple [17]. Furthermore, the 
frequency response can yield a more accurate stability 
measurement than the transient response because it indicates 
the phase margin of the system [13],[18],[20]. However, 
determining the frequency response is challenging because it 
can only be obtained while the system is under open-loop 
condition and this scenario breaks the loop in the actual LVR. 
Thus, a method called noninvasive stability measurement 
(NSM) is proposed to obtain the frequency response of the VR 
system under closed-loop condition. 

Studies on VR stability based on the NSM method are 
limited. Recent studies typically analyze the electronic system 
through transient response [5], [6], [16]. However, 
investigations based on the frequency response are few. 
Existing studies mainly focus on fault diagnosis [3], [12], [19], 
scalability, and dynamic performance [12] but those on 
achieving short-time stability analysis of VR are limited. 

 
Fig. 2. Example of the ESR Tunnel Graph (VR Model TPS76301 from Texas 

Instruments). 

NSM can be utilized to improve the existing stability 
characterization method in the VR failure region estimation 
process and determine the stability condition of a particular 
operating point. In addition, a virtual sensing approach that 
enhances the black-box modeling method can be used to 
illustrate the model of the internal VR circuitry and estimate 
the model transfer function coefficient used to determine 
critical ESR values located in the failure region boundary. 
Therefore, a model-based virtual sensing approach (MBA) that 
mainly focuses on the black-box modeling through system 
identification (SI) and training the neural network (NN) on the 
basis of the estimated transfer function coefficient is introduced 
in this study, as explained in Section II. MBA is used to 
estimate the internal model of the VR and reduce the number 
of data points required to estimate the critical value of ESR for 
generating the region of failure of the VR stability through the 
ESR tunnel graph. Furthermore, outcomes from this MBA 
approach are described and discussed in Section III. 

II. METHODS 
Four phases of this study is presented in Fig. 3. The first 

phase is the manual characterization, which analyzes the load 
transient test of the VR. The outcome of this phase is also used 
as the benchmark for the proposed method in this work. The 
second phase implements the NSM method to obtain the phase 
margin of the VR circuit in each operating point in the ESR 
tunnel graph. The third phase applies the MBA by first 
estimating the VR system model using the system 
identification method and then training the neural network 
structure. The final phase validates the method performance 
using various performance metrics. 

A. VR Manual Characterization as Benchmark 
The commercial LVR used in this study is the LT1963A 

from Analog Devices because of the comprehensive 
information provided in its datasheet [14] and its availability in 
the LTSpice software for simulation purposes. The LVR 
circuitry developed for the manual ESR characterization with a 
step signal is illustrated in Fig. 4. This step signal is used to 
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disturb the load current in the load transient test. The 10 µF 
capacitor used in this work is based on the datasheet provided 
by manufacturers. A resistor is connected in series with the 
output capacitor and labeled ESR given that ESR is absent in 
the purely capacitive capacitor used in the simulation. As 
mentioned in the early section, VR characterization is 
performed manually in manufacturing practice. Hence, the 
ESR of the output capacitor manually varies and the 
undershoot, overshoot, and oscillations during the load 
transient test are observed for stability analysis. 

The datasheet also indicated that the range of the input 
voltage should be between 2.5 and 20 V when obtaining the 
output voltage range of 1.21–20 V [14]. Therefore, two 
resistors (R1 and R2) must be chosen appropriately to obtain 
an output voltage of 5 V. Values of R1 and R2 can be 
calculated as follows: 

𝑉𝑜𝑢𝑡 = 𝑉𝑎𝑑𝑗 �1 + 𝑅2
𝑅1
� + �𝐼𝑎𝑑𝑗�(𝑅2),            (1) 

where Vadj is 1.21 V and Iadj is 3 µA. Therefore, values 
obtained for R1 and R2 are 12 and 3.9 k, respectively. 

 
Fig. 3. Flowchart of the Proposed Method. 

 
Fig. 4. LT1963A VR Circuit in LTSpice for Load Transient Test. 

The ESR value is manually changed from 0.01 Ω to 0.3 Ω, 
with an increment of 0.01 Ω. Meanwhile, the load current is in 
the range of 0.01–0.05 A, with an increment of 0.01 A. 
Combining each ESR value and each load current produces one 
operating point. The load transient test is then conducted. The 
circuit is energized to obtain the transient response after the 
input voltage is initialized and the ESR and load current values 
are configured and set to a specific value. The start time is 
recorded immediately after the process begins until every 
operating point in the ESR tunnel graph is tested. 

The stability of each operating point is determined 
manually on the basis of the output voltage observed in the 
load transient test response during the manual characterization. 
As stated in the LT1963A datasheet, the ESR value must be 
between 20 mΩ and 3 Ω for an output voltage of 1.2 V with a 
10 µF output capacitor to ensure VR stability [14]. The output 
voltage oscillation must be examined for each operating data 
point in this case. Otherwise, the VR system is considered 
unstable with excessive ringing, that is, more than three 
oscillations exist. This stability condition check is also 
performed manually and requires high expertise. Manual 
characterization is conducted on all data points. Finally, an 
ESR tunnel graph is illustrated to depict stable and unstable 
ranges of ESR for a specific load current. 

B. Noninvasive Stability Measurement 
The proposed stability measurement method is based on the 

NSM method, which analyzes the VR stability under closed-
loop condition to obtain the phase margin of the VR system. 
Fig. 5 shows the LVR circuitry setup to obtain the phase 
margin from the frequency response of the LVR system using a 
small-injection AC signal with an injection transformer at the 
output terminal of the LVR. 

 
Fig. 5. LVR Circuitry for Noninvasive Stability Measurement. 

The NSM method is proposed to obtain the phase margin 
through frequency response without breaking the loop 
condition of the system. Thus, the result obtained from this 
approach is accurate and efficient because breaking the control 
loop of the VR system is unnecessary. A small-injection 
resistor Rinj with a value of 20 Ω, which is relatively small 
compared with that of R1 and R2, is connected in series at the 
upper terminal of R1 to perform the NSM method and ensure 
that two different injection points (va and vb) can be 
established. A ground (GND) reference for these points is 
absent; therefore, an injection transformer is connected parallel 
to Rinj on the primary side L1. Meanwhile, the secondary side 
L2 is connected to a sine wave signal generator V2. Both 
points va and vb are then connected to an oscilloscope to ensure 
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that both sine wave signals entering the system at point vb and 
exiting the system at point va can be observed. Amplitude 
gains of both sine wave signals are expected to differ; thus, 
frequency tuning is required until both sine waves display the 
same gain, which is equal to 1 or also known as unity gain. The 
frequency when both sine wave channels demonstrate the same 
gain is known as crossover frequency at 0 db or unity gain 
frequency. Another parameter that must be considered is the 
phase shift between the two signal waves at points va and vb. 
The phase shift value between the two signal waves represents 
the phase margin of the system. Therefore, the ESR tunnel 
graph can be produced by observing the system’s frequency 
response for each operating data point tested using the NSM 
method and an accurate stability condition is expected. 

C. VR System Modeling Through SI 
The next step is to apply the black-box modeling approach 

through SI to estimate the VR circuit model. The SI method is 
used to estimate the internal model of the VR circuit given that 
input and output data are available [15]. The circuit used for SI 
data acquisition is similar to the one displayed in Fig. 4. 
However, the voltage source V1 in Fig. 4 generates a 
pseudorandom binary signal (PRBS) instead of a step signal in 
SI. Steps taken in the SI approach are the preprocessing of 
data, estimation and validation of data, model structure 
determination, and choosing the desired coefficient of the 
model. Hence, the model of the VR system can be evaluated 
with the optimal fitness model. 

Input, output, and sampling time must be determined prior 
to data preprocessing. In this case, input data are the small-
signal output voltage Vout and output data are the small-signal 
output current Iout. These data are obtained from the circuit 
simulation using LTSpice by exporting all data into the 
MATLAB software. Further processing is then conducted in 
MATLAB. The removal of the mean value of raw data after 
importing raw data is also known as detrend. Half of detrended 
data is used for estimation data while the other half is utilized 
for validation data. 

The SI model structure selection must be determined for 
estimating the VR model. Several types of model structures, 
such as autoregressive exogenous input (ARX), output–error 
(OE), autoregressive moving average exogenous input 
(ARMAX), and Box–Jenkins (BJ) model structures, can be 
used to estimate the model of a dynamic system [7], [8]. This 
work utilized the OE model structure due to its simpler model 
transfer function parameters compared with those of other 
model structures. Fig. 6 shows the output–error model 
structure. 

 
Fig. 6. OE Model Structure. 

The OE model structure can be expressed as follows: 

𝑦(𝑡) =  𝐵(𝑞)
𝐹(𝑞)

𝑢(𝑡 − 𝑛𝑘) + 𝑒(𝑡)            (2) 

where y(t) is the model output, u(t) is the model input, nk is 
the number of delays, ek is the white noise error, and k is the 
number of samples. In addition, the polynomial B(q) represents 
the numerator in relation to the input u(t) and F(q) represents 
the denominator in relation to the output y(t). Polynomials B(q) 
and F(q) can be expressed with the backward shift operator 
term q−1 as follows: 

𝐵(𝑞) = ∑ 𝑏𝑘𝑞−𝑘∞
𝑘=1 =  𝑏1 + 𝑏2𝑞−1 + ⋯+ 𝑏𝑛𝑏𝑞

−𝑛𝑏+1,       (3) 

𝐹(𝑞) = ∑ 𝑓𝑘𝑞−𝑘
𝑛𝑓
𝑘=0 =  1 + 𝑓1𝑞−1 + ⋯+ 𝑓𝑛𝑓𝑞

−𝑛𝑓 ,          (4) 

where nb is the order of polynomial B(q) and nf is the order 
of polynomial F(q). The following process is used for model 
estimation using the linear regression for an iterative method 
with unknown parameters θ: 

𝑦(𝑘,𝜃) = 𝜙(𝑘𝑇)𝜃 =  𝐵(𝑞)
𝐹(𝑞)

𝑢(𝑡) = 𝜉(𝑘,𝜃),           (5) 

where ϕ(k) is expressed as 

𝜙(𝑘) = [𝑢(𝑘 − 1),𝑢(𝑘 − 2), … ,𝑢(𝑘 − 𝑛𝑏), 

−𝜉(𝑘 − 1, 𝜃),−𝜉(𝑘 − 2, 𝜃), … ,−𝜉�𝑘 − 𝑛𝑓 ,𝜃�],          (6) 

where θ is expressed as 

𝜃 = [𝑏1,𝑏2,⋯ , 𝑏𝑛𝑏 , 𝑓1, 𝑓2,⋯ , 𝑓𝑛𝑓]𝑻           (7) 

Therefore, the percentage error of actual output data and 
the estimated output model can be reduced by obtaining the 
model transfer function coefficient or parameter vector θ. We 
then apply validation data to the estimated transfer function. 
Hence, the model fitness can be obtained and the transfer 
function with the maximum percentage of the fitness model is 
selected. Validation of the selected SI model transfer function 
is continued with a step signal that changes from 0 V to 5 V 
after a slight delay. The transient response from SI is recorded 
and then compared with the one in the LVR circuitry 
simulation during the load transient test to validate the SI-
estimated model. 

D. Neural Network Training 
The following process shows the training of the NN 

structure to reduce the number of operating points by testing 
the few sets of operating data points. Therefore, VR 
characterization time can be significantly reduced with the 
decrease of testing of operating data points. Fig. 7 shows an 
example of an NN structure consisting of input, hidden, and 
output layers with a number of neurons. 

Input data are fed into the NN structure via channels, which 
are typically assigned with numerical values and known as the 
weight, to the hidden layer in this stage. Input layers are then 
multiplied to their own corresponding weights, and the hidden 
layer performs its mathematical computation. The output layer 
predicts the output, which is the estimated model transfer 
function coefficients previously obtained from the SI. Finally, 
the ESR and load currents are fed into the input layer while 
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transfer function coefficients of the SI model are fed into the 
output layer. These input selections are chosen due to their 
correlation with the coefficient of the output transfer function 
for each operating data point in the ESR tunnel graph. 

The trained NN structure was then used to estimate the 
model transfer function for the remaining untested operating 
data. The step response was obtained through MATLAB 
simulation for each operating data point after estimating all 
transfer function coefficients using the trained NN. Step 
responses from both manual characterization and MBA (SI-
NN) are then compared and validated for their similarity. 
Finally, an ESR tunnel graph from the MBA-based 
characterization is produced and then compared with the ESR 
tunnel graph from the manual characterization in terms of 
critical ESR values. 

E. Performance Validation 
The last stage evaluates the obtained ESR critical values 

from both manual and MBVS characterization processes and 
determines the efficiency of the MBVA characterization 
method compared with the manual process. Mean squared error 
(MSE), root mean squared error (RMSE), mean absolute error 
(MAE), correlation coefficient (R2), and efficiency calculation 
can be expressed as follows: 

𝑀𝑆𝐸 = 1
𝑁
∑ �𝑦(𝑖) − 𝑦𝑝(𝑖)�2,𝑛
𝑖=1             (8) 

𝑅𝑀𝑆𝐸 = �1
𝑁
∑ �𝑦(𝑖) − 𝑦𝑝(𝑖)�2,𝑛
𝑖=1             (9) 

𝑀𝐴𝐸 = 1
𝑁
∑ �𝑦(𝑖) − 𝑦𝑝(𝑖)�,𝑛
𝑖=1            (10) 

𝑅2 =
∑ [�𝑦(𝑖)−y�(𝑖)��𝑦𝑝(𝑖)−𝑦�𝑝(𝑖)�]𝑛
𝑖=1

�∑ (𝑦(𝑖)−y�(i))2 ∑ (𝑦𝑝(𝑖)−𝑦�𝑝(𝑖))2𝑛
𝑖=1

𝑛
𝑖=1

,         (11) 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = �1 − 𝑡𝑆𝐼−𝑁𝑁
𝑡𝑚𝑎𝑛𝑢𝑎𝑙

 � × 100%,         (12) 

where the term y is the actual critical ESR value, yp is the 
critical ESR value obtained from the proposed method, n is the 
number of observations, and i is the number of load current 
instants. The output of the proposed method is the SI-NN 
characterization and validated if MSE, RMSE, and MAE 
values are close to zero. The efficiency value determines how 
the time is taken for the proposed method to be conducted 
compared to the manual characterization method. 

 
Fig. 7. Neural Network Structure. 

III. RESULTS AND DISCUSSION 

A. Manual VR Characterization Results 
This stage phase aims to produce a benchmark for the ESR 

tunnel graph that depicts stable and unstable regions of 
operating data points. As mentioned earlier, the ESR value 
must be higher than 20 mΩ for an output voltage of 1.2 V to 
ensure VR stability. The load transient of the LVR circuit is 
simulated and then the transient response is observed to 
analyze its corresponding number of oscillations at this 
operating condition. Fig. 8 shows the transient response 
obtained from the load transient for an LVR circuit with an 
output current of 500 mA, ESR value of 20 mΩ, and output 
voltage of 1.2 V. As shown in Fig. 8, the number of 
oscillations obtained is three cycles with an undershoot of 
31.34 mV. 

A voltage drop of 31.34 mV is observed from the first wave 
of the load transient. Stability analysis is carried out using the 
noninvasive method under closed-loop conditions after the load 
transient is obtained from the circuit simulation for each 
operating data point to provide increasingly accurate and 
efficient stability measurement through the system’s frequency 
response. Fig. 9 depicts the Bode plot to obtain the phase 
margin of the system through the frequency domain. 
Component parameters of the circuit for this noninvasive 
method are the same as those used to obtain the load transient 
test circuit. 

The phase margin obtained from the noninvasive method 
was 17.64° at a crossover frequency of 206.28 kHz. This phase 
margin value indicates the border region of the system stability. 
Hence, an ESR tunnel graph depicted in Fig. 10 is the product 
of all operating data points tested using the noninvasive 
method. 

 
Fig. 8. Transient Response for an Output Current of 500 mA with an ESR of 

20 mΩ. 
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Fig. 9. Phase Margin Results using the Noninvasive Method. 

 
Fig. 10. ESR Tunnel Graph through Manual Characterization. 

B. SI-NN Characterization Results 
The SI-NN characterization method is approached after the 

manual benchmark has been obtained. First, the SI method uses 
the black-box modeling concept to determine the transfer 
function coefficient that represents the system model. Second, 
the model selection with the maximum percentage of model 
fitness is selected to represent the system model. Fig. 11 shows 
the output model fitness by tuning parameters of poles and 
zeroes of the OE models. The percentage fitness of different 
model parameters of OE is presented in Table I. 

 
Fig. 11. Output Models with Fitness Percentage. 

TABLE I. FITNESS PERCENTAGE OF DIFFERENT MODELS 

Model Fitness Percentage (%) 
OE220 84.86 

OE320 93.85 
OE330 94.25 
OE440 95.46 

The model fitness percentage with the minimum number of 
parameters is chosen due to its simplicity. Thus, the OE320 
model is selected. The output yields a transfer function 
coefficient for B(q) and F(q) parameters on the basis of this 
model (Fig. 12). Finally, the transfer function coefficient is 
tabulated and used for NN training and the dataset reduction 
phase. 

 
Fig. 12. Transfer Function Coefficient for OE320. 

All individual coefficients are applied to the output of the 
NN structure after the transfer function coefficient obtained 
from all operating data points is characterized and tabulated 
through SI to validate the output model. All individual transfer 
function coefficients are combined and fed into the output layer 
of the NN structure. Therefore, the value of the NN output 
layer is 5. Finally, as mentioned earlier, the ESR and output 
current are fed to the input layer of the NN. Thus, the input 
layer is 2, and the hidden layer varies from 10 to 50 with an 
increment of 10. Fig. 13 shows the network architecture of an 
NN structure trained for the selected estimated model. 

 
Fig. 13. NN Structure. 
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Fig. 14. Regression Plot. 

The dataset used for training into the NN varies by 
reducing the percentage of the total dataset from the SI 
beginning with 93.7%, 87.5%, 81.25%, 75%, and 68.75%. For 
each of the reduced percentage dataset reductions, a different 
number of hidden layers, as mentioned earlier, is assigned to 
train the neural network structure starting. Bayesian 
regularization (BR) is then used as the training algorithm. Fig. 
14 illustrates the regression plot of the output data obtained. 
The value of R2 indicates the correlation between measured 
and target outputs. A value approaching 1 indicates a close and 
precise relationship. 

C. ESR Tunnel Graph using SI-NN 
The ESR tunnel graph benchmark from manual 

characterization is then compared with the ESR tunnel graph 
obtained using the SI-NN characterization, with the phase 
margin as the targeted output. Fig. 15 shows the ESR tunnel 
graph obtained from the SI-NN approach. 

D. Performance Metrics 
Performance metric parameters in Tables II and III were 

observed for a different number of dataset reductions and a 
fixed hidden layer size of 20 and 10, respectively, to validate 
the results of the SI-NN characterization method further. 

The calculated metrics showed that at 20 number of trained 
data, for hidden layer size of 20, yields the most negligible 
MSE value of 5x10-6 that showed a high critical ESR value 
prediction. 

 
Fig. 15. ESR Tunnel Graph using the SI-NN Approach. 

TABLE II. PERFORMANCE METRICS FOR DIFFERENT NUMBERS OF 
REDUCED TRAINED DATA AT A HIDDEN LAYER SIZE OF 20 

No. of 
trained 
data 

Performance Metrics 

MSE RMSE MAE R2 

10 5×10−5 7.07×10−3 2×10−3 0.987 

20 5×10−6 2.24×10−3 1×10−3 0.999 

30 4.5×10−5 6.71×10−3 3×10−3 0.999 

40 5×10−6 2.24×10−3 1×10−3 0.999 

50 5×10−6 2.24×10−3 1×10−3 0.999 

TABLE III. PERFORMANCE METRICS FOR DIFFERENT NUMBERS OF 
REDUCED TRAINED DATA AT A HIDDEN LAYER SIZE OF 10 

No. of 
trained 
data 

Performance Metrics 

MSE RMSE MAE R2 

10 6.85×10−4 2.62×10−2 1.5×10−2 0.99 

20 2.5×10−4 5×10−3 3×10−3 0.91 

30 5×10−6 2.24×10−3 1×10−3 0.99 

40 5×10−6 2.24×10−3 1×10−3 0.99 

50 5×10−6 2.24×10−3 1×10−3 0.99 

IV. CONCLUSION 
The proposed method can generally reduce the amount of 

time taken to characterize the failure region of the voltage 
regulator, and estimate critical ESR values that accurately 
distinguish stable and unstable regions of the voltage regulator 
system. The proposed method can estimate the internal model 
of VR through the SI method. Furthermore, the VR output 
voltage stability can be determined via a noninvasive stability 
measurement approach without breaking the internal control 
loop inside the VR circuit. 

ACKNOWLEDGMENT 
The authors acknowledge the financial support received 

from the Ministry of Higher Education Malaysia through 
research grant no. FRGS/1/2019/TK04/UKM/03/1. 

REFERENCES 
[1] M. H. Jahanbakhshi & M. Etezadinejad. 2019. Modeling and current 

balancing of interleaved buck converter using single current sensor. 27th 
Iranian Conference on Electrical Engineering (ICEE2019), pp. 662-667. 

[2] O. Garcia, P. Zumel, A. de Castro, P. Alou & J. Cobos. A. 2008. Current 
self-balance mechanism in multiphase buck converter. 2008 IEEE 
Power Electronics Specialists Conference, 2008, pp. 624-628. 

[3] I. Kovacs, M. Topa, M. Ene, A. Buzo & G. Pelz. 2020. A metamodel-
based adaptive sampling approach for efficient failure region 
characterization of integrated circuits. 2020 XXXV Conference on 
Design of Circuits and Integrated Systems (DCIS), pp. 1-5. 

[4] M. H. M. Zaman, M. M. Mustafa, M. A. Hannan & A. Hussain. 2018. 
Neural network based prediction of stable equivalent series resistance in 
voltage regulator characterization. Bulletin of Electrical Engineering 
and Informatics, vol.7, no.1, pp. 134-142. 

[5] N. Sedaghati, H. Martinez-Garcia & J. Cosp-Vilella. 2016. On modeling 
of linear assisted DC-DC voltage regulators. 2016 Conference on Design 
of Circuits and Integrated Systems (DCIS), pp. 1-4. 

[6] X. Ming, H. Liang, Z. W. Zhang, Y. L. Xin, Y. Qin & Z. Wang. A High 
Efficiency and Fast-Transient Low-Dropout Regulator With Adaptive 
Pole Tracking Frequency Compensation Technique. IEEE Transactions 
on Power Electronics, vol.35, no.11, pp. 12401-12415, 2020. 

268 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 2, 2022 

[7] M. H. M. Zaman, M. M. Mustafa & A. Hussain. 2018. Estimation of 
voltage regulator stable region using radial basis function neural 
network. Journal of Telecommunication, Electronic and Computer 
Engineering, vol.10, no.2-8, pp.63-66. 

[8] M. H. M. Zaman, M. M. Mustafa & A. Hussain. 2017. Critical 
equivalent series resistance estimation for voltage regulator stability 
usinghybrid system identification and neural network. International 
Journal on Advanced Science, Engineering and Information 
Technology, vol.7, no.4, pp.1381-1388. 

[9] C. Wang, C. Huang, T. Lee & U. F. Chio. 2006. A linear LDO regulator 
with modified NMCF frequency compensation independent of off-chip 
capacitor and ESR. APCCAS 2006-2006 IEEE Asia Pacific Conference 
on Circuits and Systems. pp. 880-883. 

[10] M.Day. 2002. Understanding low drop out (LDO) regulators. Texas 
Instruments, Dallas. pp. 1-6. 

[11] N. Tang, Y. Tang, Z. Zhou, B. Nguyen, W. Hong, P. Zhang, J. H. Kim 
& D. Heo. 2018. Analog-assisted digital capacitorless low-dropout 
regulator supporting wide load range. IEEE Transactions on Industrial 
Electronics 2019, vol. 66, no. 3, pp. 1799-1808. 

[12] K. Laadjal & M. Sahraoui. 2020. On-Line fault diagnosis of DC-Link 
electrolytic capacitors in boost converters using the STFT technique. 
IEEE Transactions on Power Electronics 2021, vol. 36, no. 6, pp. 6303-
6312. 

[13] M. Ho, J. Guo, K. H. Mak, W. L. Goh, S. Bu, Y. Zheng, X. Tang & K. 
N. Leung. 2016. A CMOS low-dropout regulator with dominant pole-
substitution. IEEE Transactions on Power Electronics, vol. 31, no. 9, 
pp. 6362-6371. 

[14] LT1963A series: 1.5A, low noise, fast transient response LDO 
regulators data sheet. California, United States of America. 

[15] T. Souvignet, T. Coulot, Y. David, S. Trochut, T. Di Gilio & B. Allard. 
2013. Black box small-signal model of PMOS LDO voltage regulator. 
IECON 2013-39th Annual Conference of the IEEE Industrial Electronics 
Society, pp. 495-500. 

[16] Y. Li, H. Fan, Q. Feng, Q. Hu, L. Hu, H. Chen & H. Heidari. 2020. A 
fast transient response and high PSR low drop-out voltage regulator. 27th 
IEEE International Conference on Electronics, Circuits and Systems 
(ICECS), pp. 1-4. 

[17] B. Dennis & B. S. Kariyappa. 2018. Fault isolation in analog circuits 
using multi-support vector neural network. 3rd International Conference 
on Communication and Electronics Systems (ICCES), pp. 655-660. 

[18] B. Dennis & B. S. Kariyappa. 2018. Support vector neural network and 
principal component analysis for fault diagnosis of analog circuits. 2nd 
International Conference on Trends in Electronics and Informatics 
(ICOEI), pp. 1152-1157. 

[19] C. Yang, X. Zhang, A. He & L. Qiu. 2017. Fault diagnosis of analog 
circuit based on complex model. 32nd Youth Academic Annual 
Conference of Chinese Association of Automation (YAC), pp. 949-952. 

[20] Y. K. Cho & B. H. Park. 2015. Loop stability compensation technique 
for continuous-time common-mode feedback circuits. Internationol SoC 
Design Conference (ISOCC), pp. 241-242. 

[21] M. Dobler, M. Harrant, M. Rafaila, G. Pelz, W. Rosenstiel & M. 
Bogdan. 2015. Bordersearch: An adaptive identification of failure 
regions. Design, Automation & Test in Europe Conference & Exhibition 
(DATE), 2015, pp. 1036-1041. 

 

269 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

270 | P a g e  

www.ijacsa.thesai.org 

Mobile Mathematics Learning Application Selection 

using Fuzzy TOPSIS

Seren Başaran
0000-0001-9983-1442, 1

 

Near East University, Department of Computer Information 

Systems 

Lefkoşa 98010 via: Mersin 10 Turkey, Cyprus 

Firass El Homsi
2
 

Arab International University 

Department of Management Information Systems 

Damascus, Syria 

 

 
Abstract—Impressive evolution of technology increased the 

usage frequency of smart mobile phones, and hence abundance in 

the quantity of available mobile applications has emerged as the 

vital problem of inventing practical and efficient ways for 

selecting suitable mobile applications for the desired use. Today, 

there are almost three million apps only at the Google Play store. 

Therefore, the need for an automated, effective, and less time-

consuming approach towards suitable mobile application 

selection to choose the best alternative has gained more 

significance than ever. Despite the sudden growth in mobile 

learning applications, there exists a dearth of research in the 

effective way of selecting a suitable mobile application in that 

respect particularly in relation to mobile apps for Mathematics. 

Moreover, using multi-criteria decision-making methods 

(MCDM) is only recently applied in rare studies for that purpose. 

This paper focused on ISO/IEC 25010 software quality standards 

in selecting mobile Mathematics learning applications. Six highly 

rated applications were evaluated by two experts. This paper 

aims to apply the fuzzy Technique for Order Preference by 

Similarity to Ideal Solution (TOPSIS) to retrieve the best 

alternative among present applications. The results showed an 

objective and flexible assessment for ranking to eliminate 

ambiguity in decision-making. Results also identified significant 

features thus rendering a useful and valuable tool for decision-

makers. The study assists users, teachers/instructors, students in 

their decision-making processes regarding finding the most 

suitable application for Mathematics. 

Keywords—Fuzzy TOPSIS; ISO/IEC 25010 standards; 

mathematics; mobile applications; multi-criteria decision making 

I. INTRODUCTION 

The number of mobile applications developed each year is 
growing exponentially. This increase is highly noticeable in 
the area of digital learning objects [1]. These developments 
are justifiable by ideas given by [2] which contend that new, 
better, and effective learning platforms are needed to facilitate 
learning. It is also clearly seen that developments in mobile 
learning applications are concurrent with educational 
developments. In such regard, one can contend that ideas in 
[3] expressed gratitude to the development of mobile 
mathematics learning applications. This stems from their 
contribution towards learning algebra, statistics, geometry, 
mathematical analysis, and other calculations. The authors of 
the study in [4] also established that mobile learning 
applications have made it easy to harness meta-cognitive 
abilities and represent thoughts in a better way. Researchers in 
[5] posts that mobile learning applications are essential in 

dealing with matters that involve a lot of problem-solving and 
critical thinking. These contributions made by using mobile 
learning applications are numerous and some are continuing to 
be discovered with time. This is one of the major reasons why 
it is important to conduct studies related to the use of mobile 
learning applications especially in the field of mathematics. 

Meanwhile, there exist different ways which can be used 
to determine the quality of mobile learning applications as 
well as their contributions towards improving user experience. 
These standards include ISO-25010, ISO-9126, and FURPS 
(Functionality, Usability, Reliability, Performance and 
Supportability). They primarily focus on the software quality 
aspects of the mobile learning applications [6], [7]. But most 
of the existing studies that evaluate the quality of mobile 
learning applications highly focus on technical aspects. 

High-quality and improved user experience is not 
guaranteed by the availability of numerous alternative mobile 
learning applications for mathematics. The outcome of 
numerous researches shows that some of the existing mobile 
learning applications have not contributed much to learning 
[8], [9]. This is highly true with regards to observations which 
exhibit that quite a number of mobile learning applications for 
mathematics have high ratings which do not match their 
contributions towards improving learning [10]. 

The study conducted [6] strongly argues that some users 
prefer not to use mobile Mathematics learning applications 
(MMLAs). The primary reason is that they are not easy to use. 
Another reason was given by [3] which contend that several 
MMLAs involve a lot of manual selection. This is critical 
because it increases the time users spend before starting to 
have final access to the application. Matters are worsened by 
the fact that there is a lot of dissatisfaction surrounding the use 
of MMLAs. This is attributed to ideas which contend that 
MMLAs are not much different from traditional mathematics 
learning methods [6], [9]. That is, they are of low quality and 
do not contribute much towards improving user satisfaction. 

As a result, it can thus be seen that there is a huge need to 
develop and select high-quality, user-friendly, and user-
enhancing experience MMLAs. Another challenge posed is 
that this topic is a new and emerging one in the study of 
MMLAs. Hence, more work is needed to study how 
mathematics learning quality and user experience can be 
improved notably by using multi-criteria decision-making 
methods. These techniques can guarantee a high level of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

271 | P a g e  

www.ijacsa.thesai.org 

success in quality evaluation [11]. For this purpose, this study 
thus seeks to use a fuzzy TOPSIS method to select high-
quality and user-enhancing experiences of mobile learning 
applications for mathematics. 

The main objective of this study is to use the fuzzy 
TOPSIS approach to select high-quality and user-enhancing 
experiences of mobile learning applications for mathematics. 
This study also seeks to identify problems that are 
undermining the use of MMLAs and offer solutions to deal 
with such challenges. 

The study aids in enhancing the use and effectiveness of 
MMLAs. The outcomes of the study are believed to improve 
learning across all platforms by addressing significant 
challenges affecting the use of MMLAs. This study also 
provides standards in relation to ISO practices upon which the 
quality and usability of MMLAs can be determined. 
Moreover, it plays an important role to the study of mobile 
applications through the use of Fuzzy TOPSIS. 

That is, it contributes towards improving existing 
empirical frameworks on Fuzzy TOPSIS. This technique is 
otherwise known as the Fuzzy TOPSIS approach and came 
into existence as a result of efforts to provide a framework for 
choosing the ideal alternative [12]. The decision is made based 
on the most and closest distance between the negative ideal 
solution and the positive ideal solution [13]. 

The rest of the paper is organized as follows: The literature 
review is discussed in Section II. The decision-making 
approach for evaluation is described in Section III with the 
introduction of sample mobile learning applications. The 
fourth section is dedicated to the findings and the subsequent 
discussion. The conclusion is discussed in Section V. 

II. RELATED WORK 

There are circumstances that require a lot of decisions to 
be made simultaneously. These decisions are most times 
conflicting and require an objective criterion to help make the 
best and relevant decision. This leads to Multi-Criteria 
Decision Making (MCDM). MCDM primarily includes a 
combination of expert views and the use of historical data to 
make decisions [14]. It thus quantifies subjective judgments 
and implies that the best MLAM must be part of MCDM. 
MCDM is composed of a number of approaches which 
include: VIKOR, TOPSIS, ELECTRE, PROMOTHEE, and 
Analytic Hierarchy Process (AHP). The key to making the 
right decision is to examine the weight of the choices which 
vary in relation to their relative values. Hence, the challenges 
of subjectivity and imprecision are bound to be encountered in 
any MCDM activity. MCDM applies in a lot of circumstances 
and areas. In Mathematics, the MCDM can be related to 
quality, usability, costs, convenience, reliability, accuracy and 
dependability, accessibility, etc. For students to highly benefit 
from the use of MMLAs, these MCDM aspects are essential 
and must be prioritized. 

The growth and advancement in technological accessibility 
and digital globalization over the past two decades have 
greatly impacted learning. This has opened more opportunities 
for learning by removing physical limitations. Hence, learning 
is becoming increasingly mobile [15]. In general terms, a 

mobile application is any software application that permits the 
user to undertake certain tasks through the use of a mobile 
(handheld or wireless) device such as tablets, smartphones. 
This promotes accessibility at any point in time in respect to 
the usual assigned position or location. 

Using MLAs on handheld and wireless devices help 
promote collaboration and individualization of the learning 
process as hinted by [16]. This, therefore, means that students 
can learn at their own convenience and pace. The importance 
of this is heightened by the fact that learning is not hampered 
when students do not have physical access to classroom 
materials or desktop computers. 

According to [17], mobile learning (m-learning) and 
electronic learning (e-learning) are greatly influenced by the 
existence of mobile learning devices (MLDs). Hence the 
absence of MLDs can hamper both m-learning and e-learning. 
This is further seen by insights provided by [18]. These 
insights established that the lack of MLDs hindered the 
growth, development, and use of mobile. 

WELCOME (Wireless E-Learning and Communication 
Environment) was used by [19] as part of m-learning 
strategies to examine students’ experience and performance. 
The results showed that m-learning is a desirable and essential 
feature for contemporary education. It further established that 
m-learning enhances the experience and effectiveness of 
students. This was further improved with the integration of 
WAP (Wireless Access Protocols). 

Other researchers such as in [20] have focused on the 
integration of m-learning with SMS technology in universities. 
The study involved the use of whiteboards. In this study, 
students asked questions, took part in classroom discussions, 
and provided feedback. This feature greatly showed the need 
for proper categorization of students into the entire learning 
process by time, receiver, sender, etc. Such can also be 
extended to the examination of MMLAs. The most interesting 
development was by [17] and it involved the development of a 
tutoring system that allows users to access it using handheld 
and wireless devices. Such a system captured student 
performance, records and included an assessment platform. In 
addition, this has been a solid platform upon which MMLAs 
and other learning applications have been developed. 

From all these insights, deductions can be made that 
mobile learning is an innovative approach to learning. This 
inference stems from the numerous benefits that users or 
learners are bound to get from using them.  Mobile learning 
applications can thus be said to enhance convenience, 
accessibility, speed, interaction, collaboration activities in 
learning. 

However, this relies on quite a several factors such as the 
availability of internet access and mobile devices. Also, 
researchers in [20] established that lack of quality can hinder 
the use of MLAs. Researchers in [19] noted the need to 
enhance user satisfaction as another key aspect to enhancing 
the use of MLAs. These issues are the driving motivation for 
this study to identify the high quality MMLAs using the Fuzzy 
TOPSIS approach. 
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The integration of MLAs in mathematics is a great 
innovative move that works towards improving learners’ 
knowledge and understanding of mathematical aspects. 
Researcher in [21] posits that the use of MMLAs enhances 
learners’ chances of being successful or performing better in 
mathematics. As such, the whole process of learning 
mathematics can be casual and unconstrained as users can use 
any MLDs such as cell phones and tablets. 

It was highlighted that MMLAs tend to deal with 
arithmetic problems faced by learners [3]. This is because 
MMLAs are designed to suit any individual irrespective of his 
or her mathematical abilities and most of the modules 
provided start from elementary aspects or basics of any 
mathematics subject. Hence, MMLAs can be considered to 
deal with deeper mathematical issues such as numerical 
programming, critical thinking, geometrical constriction, 
charts representation, etc. 

Authors in [22] used Maths4Mobile to look at the use and 
importance of arranged and social learning angles in learning 
mathematics. Their results provided support of the additional 
benefits obtained from using MMLAs over traditional learning 
methods. The cited reasons pointed towards increased 
coordination and engagement amongst the students. 

A study that examined the situational learning 
environment involved the use of Nokia mobile phones to learn 
Mathematics [23]. Findings showed that the use of mobile 
phones greatly encouraged students to participate in learning 
mathematics. In addition, more students were observed to 
have greatly improved in their academic performance with 
regards to mathematics. Recommendations were made that the 
use of mobile phones encourage unaided learning and hence 
using MMLAs can play the same role too. 

The use of MMLAs attracted and continues to attract the 
attention of major and reputable bodies which are in support 
of their use. For instance, the U.S. National Council of 
Teachers of Mathematics in 2008 encouraged educational 
institutions to allow students’ access to MLAs. Such 
developments were said to foster speed, creativity, and 
innovation in learning

1
. 

The authors of the study in [24] gave different arguments 
concerning the use of MMLAs citing that they can also 
obstruct the learning process. This is considerably true as 
students can shift focus towards non-educational activities on 
mobile applications [25]. Despite the occurrence of these 
problems, it is still being advocated that MMLAs play an 
important role in mathematics [26]. Hence, we can expect 
such a notion to play an important role in learning 
mathematics as innovative developments continue to take 
place in the foreseeable future. 

It is worthy to note that user satisfaction and quality 
enhancement are also important aspects to look at when 
examining both the importance and drawbacks of using 
MLAs. For instance, the use of MLAs does not guarantee user 
satisfaction. Such can be seen in reviews that are given by 
users who sometimes complain of using the MLAs. Hence, the 

                                                           
1 (NCTM), N. C. (2008). Retrieved from www.nctm.org 

number of users using the MLAs is often a good indicator of 
determining if such MLA is good or bad and if it has problems 
or not. Ratings are also another strategy that can be used to 
examine the existence of drawbacks. That is, higher ratings 
such as 4.5 and 5 or possibly more offer an indication that the 
MLA has little or no problems affecting it. 

Though MMLAs learning applications have a lot of 
benefits that users can obtain from using them, they are still 
prone to suffer or pose numerous drawbacks. For instance, 
researchers in [6] established that most MLAs always fail to 
live up to expectations. 

The reason is that they fail to serve the intended purpose. 
That is, not all MMLAs offer the desired mathematics learning 
materials and some materials are relatively few and 
inaccessible. 

Meanwhile, applications are themselves part of the full 
composition of what is termed software and hence any 
problem that is surrounded by the use of software can affect 
the use of MLAs. For instance, software crush problems can 
make MLAs inaccessible and this can happen most when 
users are in great need of the application. Most of them require 
constant updates and may not work with certain mobile 
devices. For instance, certain MLAs are restricted to IOS 
while other work only on Android and Windows operating 
systems. 

From all these drawbacks, the development of high quality 
and user enhancing MLAs has to consider all these challenges. 
As a result, an assumption can be made that mobile 
applications that have higher ratings such as 4.5 and 5 or 
possibly more and a high number of users, offer an indication 
that the MLA has little or no problems affecting it. However, 
multiple MLAs might have high ratings despite their flaws. To 
minimize this ambiguity, multi-criteria decision-making 
methods were offered. 

Researchers examined the use of fuzzy TOPSIS and FAHP 
in addressing user satisfaction and quality issues involved in 
using MMLAs [6]. The study focused on 5 MMLAs with 
higher user ratings of 5 available on Google Play Store. The 
findings revealed that the best and less time-consuming 
MMLAs can be selected by using Fuzzy TOPSIS and FAHP. 

Fuzzy TOPSIS approach is better when used to rank the 
decisions while the FAHP works better in assigning weights 
[27]. This entails that the Fuzzy TOPSIS approach works 
more efficiently in ranking the best MMLAs. 

The study also used the Fuzzy TOPSIS and FAHP to 
analyze the food industry’s product life cycles in Iran [28]. 
That study used MCDM methods to demonstrate that the best 
cycle can be obtained with little or no effort. The FAHP was 
noted to offer the best decision without using a lot of effort. 
But the given recommendations pointed out that the Fuzzy 
TOPSIS methods can offer better results when used in a 
different context such as mobile apps. 

Some studies advocate the combined use of Fuzzy TOPSIS 
and FAHP methods [29]. But it was highlighted that this is 
also conditional on the need to either assign weights or 
ultimately rank the judgments. With little focus being given on 
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the use of the Fuzzy TOPSIS approach to rank MMLAs, this 
study, therefore, deems the use of the Fuzzy TOPSIS approach 
is best suitable to developing a web application for ranking 
MMLAs. 

Researchers in [30] used the fuzzy TOPSIS to assess 34 
systems to locate the most adequate business intelligence for 
enterprise systems. This involved the computation of 
evaluation scores and the assigning of ranks to the systems. 
This approach was justified in its use citing that it allows 
selection, assessment, and purchasing. The findings were in 
line with this proposition and considerations can be made that 
the same can be made with regards to MMLAs, whereas the 
focus was primarily on quality and user-enhancing aspects of 
the MMLAs. 

A study analyzed the use of the Fuzzy TOPSIS and AHP 
approaches to assign weights and rank alternatives 
respectively [31]. The results showed that both approaches are 
viable in dealing with MCDM issues. Hence, the same 
expectations can be individually made with regards to the 
Fuzzy TOPSIS approach. 

MMLAs are an innovative approach and their integration 
in education offers a widespread number of benefits. Such 
benefits tend to be more when weighed against traditional 
learning methods. One can thus contend that aspects relating 
to convenience, easy access, mobility and time are major 
beneficial attributes of using MMLAs. However, there are also 
a series of problems that can undermine the use of MMLAs. 
These problems relate to the purpose over actual results, 
quality, reliability, user satisfaction, software, costs, and 
accessibility (internet access) aspects of MMLAs. Any 
challenge pertaining to these aspects can hinder the use of 
MMLAs. The notable idea is that the use of the Fuzzy 
TOPSIS which is deemed to be an optimal, viable solution to 
select high-quality MLAs. 

In this study, the application of the Fuzzy TOPSIS 
approach can be based on determining the best MLAM which 
is either reliable, fast, easy to use, of high quality, cheaper, 
covers a lot of topics, etc. However, all these elements can be 
embodied under user experience, and hence choosing the best 
and high-quality MLAM that enhances user experience. 

Well-known research issues have been shown to support 
the need for increased development of quality and user 
satisfaction models. These researches have also revealed that 
existing MLAs have not greatly impacted learning. Numerous 
observations which expose a mismatch between MLAMs user 
ratings and their contributions to improving the learning 
experience have further reinforced this. The quality of 
MLAMs has also been confirmed to be below par in most 
scenarios. There is a need for quality standards for the proper 
evaluation of mobile Mathematics learning applications. 

For this purpose, ISO/IEC 25010 was established in 2011. 
It is a product quality standard that provides a platform where 
developers can evaluate and choose the software properties 
they wish to focus on. ISO 25010 considers the best software 
as that which can meet at least eight of the stated quality 
features. 

 Functional suitability: This ensures that the laid down 
criteria are always met by the developed MMLAs. Sub-
characteristics such as functional completeness, 
correctness, and appropriateness must also be met. 
Hence, for the MMLAs to function properly they must 
meet all the laid down objectives. The objectives and 
tasks include assigning the needed results in the proper 
way and with high precision. This ensures that 
objectives are met and tasks completed. 

To extent which a product or system offers the right 
functionality is satisfied by some given sub-characteristics 
under certain conditions. These sub-characteristics must show 
the following: 

 Functional completeness: All user objectives and 
specified tasks must have a degree of functionality to be 
satisfied. This is called functional completeness. 

 Functional correctness: The product or system must also 
provide the right results at a high degree of correctness. 

 Functional appropriateness: Specified tasks and 
objectives must be facilitated and accomplished to a 
high degree. 

 Performance efficiency: The developed software or 
application is required to work efficiently at a rate that 
does not involve the consumption of many resources. 
This can be achieved by using a few and limited kinds 
of resources when functioning. To be efficient, it must 
provide a high degree of result at a minimum time – 
that is, it should not take a long time to complete the 
required task. Researcher in [32] has shown that an 
application’s efficiency is shown by its ability to meet 
required tasks at its maximum limits. This can also be 
gauged by considering the performance in comparison 
to the number of resources under the given conditions. 
Performance efficiency includes: 

 Time behavior: While executing its task to comply 
requirements, a system time behavior is measured by 
the extent to which the reaction and processing are put 
in it. 

 Resource utilization:  While performing, it is measured 
by the extent to which amounts and types of resources 
are put into it. 

 Capacity: It refers to extent which a system’s maximum 
limits align with the given requirements. 

 Compatibility: It is the degree which a system can 
deliver information while performing its required 
functions under shared conditions with other systems. 
This feature includes: 

 Co-existence: Sharing a same environment and 
resources with other products can cause harm to a 
product and prevent it from performing as intended. 
The degree to which it can prevent this is called co-
existence. 
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 Interoperability: The use and exchange of information 
between two or more systems are possible. The degree 
to which they can do this is called interoperability. 

 Usability: This refers to how well a system may be 
utilized by specific people to achieve specific 
objectives. To do this it must be effective, efficient, and 
satisfy the specified task. The usability includes: 

 Appropriateness recognizability: Users must see if their 
system meets their needs. Appropriateness 
recognizability is the measure of how well this can be 
performed. 

 Learnability: This refers to the extent to which a system 
may be used by a specific group of people. It signifies 
that the user uses the system to attain certain learning 
objectives. It provides effectiveness, efficiency, risk-
free operation, and satisfaction in a certain usage 
environment. 

 Operability: This refers to how well a system is 
designed to be simple to use, operate, and navigate. 

 User error protection: This refers to how well a product 
or system protects users from making mistakes. 

 User interface aesthetics: This is the extent to which a 
user interface allows for satisfying and enjoyable 
engagement. 

 Accessibility: This refers to a product's or system's 
ability to be utilized by people with a wide range of 
features and abilities. It assists users in achieving a 
certain goal in a specific setting. 

 Reliability: A system is considered reliable if it 
performs specified functions to a certain degree under 
given conditions for a specified period of time. 
Reliability includes: 

 Maturity: This is the degree to which a system satisfies 
reliability requirements under regular operation. 

 Availability: This is the degree to which a system is 
operational and available for a certain task when it is 
required. 

 Fault tolerance: This is the degree to which a system 
can work even if it has defects in its hardware or 
software. 

 Recoverability: In the event of an interruption or failure, 
this is the degree to which a system recovers the data 
directly damaged. It also brings the system back to its 
original state. 

 Security: A system's information and data must be 
properly protected in order for other systems to have the 
right level of data access for their types and levels of 
authorization. This is called security. Security includes: 

 Confidentiality: This is the degree to which a system's 
data is exclusively available to those who have been 
granted access. 

 Integrity: Unauthorized users should not be able to 
access or modify a system's programs or data, thus it 
must be able to identify and prohibit them. 

 Non-repudiation: This is the degree to which a system's 
actions or occurrences may be verified to have 
occurred. This eliminates the possibility of future 
repudiation for the events or actions. 

 Accountability: This is the degree to which a system's 
actions may be traced back to another entity. 

 Authenticity: This is the degree to which a subject's or 
resource's identification may be proven to be the one 
asserted. 

 Maintainability: This shows how effective and efficient 
a system is. This is done in order to improve, fix, or 
adapt it to diverse environmental and other constraints. 
Maintainability includes: 

 Modularity: This indicates how many separate 
components make up a system. When one component is 
changed, the effect on the other components is modest. 

 Reusability: This is the extent to which an asset can be 
used in a variety of different assets. It can also be used 
to construct or create new items. 

 Analyzability: There are times when one or more pieces 
of a system or product need to be changed. This is done 
to figure out what's wrong with the parts or what's 
causing them to fail. It can also be used to locate pieces 
that need to be fixed or modified. Analyzability refers 
to the degree of efficacy and efficiency with which 
something can be accomplished. 

 Modifiability: The capacity of a system to be modified 
correctly without adding errors or degrading its existing 
quality is referred to as modifiability. 

 Testability: This is the effectiveness and efficiency of a 
system that is used to set test criteria. It also refers to 
the extent to which tests can be performed to see if the 
requirements have been met. 

 Portability: This refers to how easily a system, product, 
or component may be moved from one piece of 
hardware or software to another. It also demonstrates 
how quickly it may be moved from one operational or 
application setting to another. Portability includes: 

 Adaptability: This refers to how well a system can be 
converted to new or changed hardware, software, or 
other operational or usage settings successfully and 
efficiently. 

  Installability: This is the level of efficacy and 
efficiency with which a system can be successfully 
installed and/or uninstalled in a given environment. 

 Replaceability: This is the degree to which one software 
can be replaced by another for the same purpose in the 
same environment or setting. 
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 Flexibility: It is the ability of the software to adapt itself 
easily to different user/system related requirements. 

 Effectiveness: It is defined as the degree to which 
software performs tasks properly. 

As the reviewed relevant studies have implied that despite 
the rapid expansion of mobile learning applications, there is a 
paucity of research on the most effective methods for picking 
a good mobile application, particularly for mobile apps for 
mathematics. Furthermore, only a few researches have used 
multi-criteria decision-making methods (MCDM) for that aim. 
Therefore this study aims to fill this gap in the literature. 

III. METHODOLOGY 

A. Triangular Fuzzy Numbers(TFN) 

The transformation process of fuzzy member functions is 
based on the assumption or rule that an equal membership 
function ranging from 0.25-0.30 can be assigned to each rank 
(Torfi, Farahani & Rezapour, 2010). For instance, a low 
triangular fuzzy member of 0.000 can be assigned to a very 
low fuzzy variable (see Fig. 1) Table I shows the linguistic 
variables used for the fuzzification of the criteria. Table II 
shows the linguistic variables used for the fuzzification of 
weights. 

 

Fig. 1. Fuzzy Triangular Membership Functions. 

TABLE I. TRANSFORMATION FOR FUZZY MEMBERSHIP FUNCTIONS [31] 

Rank  Sub-criteria grade Membership function 

Very low (VL)  1 (0.00,0.10,0.25) 

Low (L)  2 (0.15,0.30,0.45) 

Medium (M)  3 (0.35,0.50,0.65) 

High (H)  4 (0.55,0.70,0.85) 

Very high (VH) 5 (0.75,0.90,1.00 

TABLE II. LINGUISTIC VARIABLES FOR THE WEIGHT 

Rank Rating Membership function 

Unnecessary (U) 1 (0,0.1,0.25) 

Not Important (NI) 2 (0.15,0.30,0.45) 

Important (I) 3 (0.35,0.5,0.65) 

Very Important (VI) 4 (0.55,0.7,0.85) 

Essential (E) 5 (0.75,0.9,1.0) 

B. Mobile Mathematics Learning Applications as Alternatives 

Table III shows a total of six MMLAs with user ratings of 
at least 4.2 and 100 000 downloads were selected from Google 
Play Store and Apple Store. Thus, these six MMLAs 
constitute a sample of MMLAs that were used in this study to 
create a platform upon which the best mobile mathematics 
applications in terms of high-quality and user enhancing 
experience can be selected. 

TABLE III. ALTERNATIVES 

Math 

application 
Google Store Apple Store 

 
User 

ratings 

Downloads in 

2018 

User 

ratings 

Downloads in 

2018 

yHomework 

Math Solver 
4.2 1 000 000+ 4.6 3 000 000+ 

Cymath  4.5 100 000+ 4.3 100 000+ 

Malmath  4.6 500 000+ N/A N/A 

Math 42 4.6 500 000+ 4.5 3 400 000+ 

MathPapa 4.7 500 000+ 4.7 500 000+ 

PhotoMath 4.7 50 000 000+ 4.8 100 000 000+ 

1) yHomework - math solver: Math Solver in Fig. 2 

specifically focues on dealing with algebra issues but also 

incorporates mathematicals topics involving the use of graphs, 

solving inequalities and other types of equations. The 

applications simply requires users to enter an equation and it 

automatically computes the answer for the user. 

 

Fig. 2. Screenshot of yHomework - Math Solver. 

2) Cymath: Cymath depicted in Fig. 3 solves math 

problems such as algebra (eg. quadratic equations, complex 

numbvers, exponents, logarityhms factoring etc.) and calculus 

(eg. trigonometric substitution, integration, u-substitution, 

chain rule etc.) using the same mathematical engines. As such, 

it simply allows users to enter the mathematical problem and 

then automatically computes the answer for them. 

 

Fig. 3. Screenshot of CyMath. 
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3) Malmath: MalMath shown in Fig. 4 is used to solve 

mathematical problems with graphical interface and 

instructions. It is freely available working online and offline 

together. It helps in dealing with topics involving the solving 

of algebra, integrals, equations, derivatives, trigonometry, 

logarithms, limits, etc.  It provides solving process as well and 

inteded for high school and university students and 

instructors/teachers. 

 

Fig. 4. Screenshot of MalMath. 

4) Math42: Math42 given in Fig. 5 provides innovative, 

step by step checking process guide to solving problems and it 

also includes test center. It also includes features such as 

autocomplete formula entry recommendations during problem 

solving. 

 

Fig. 5. Screenshot of Math42. 

5) MathPapa: MathPapa depicted in Fig. 6 provides aid in 

solving particularly linear equations and quadratic equations 

and inequalities, graphs. 

 

Fig. 6. Screenshot of MathPapa. 

6) PhotoMath: PhotoMath shown in Fig. 7 provides guide 

for solving mathematical problems. It includes monitoring for 

assignments and exams. Photomath is freely available and 

works online. It has scanned text and handwriting text 

recognition feature. 

 

Fig. 7. Screenshot of PhotoMath. 

C. Fuzzy Technique for Order Preference by Similarity to 

Ideal Solution (TOPSIS) Method 

The steps taking in the research include: 

Step 1: A survey was set and given to the decision makers. 
The decision makers then evaluated the questions for six 
alternative set for the selected criteria.  

Let m be number of alternatives {A1, A2 …, Am} (m   2)   

For this research, m=6. 

Let n be the Number of Criteria {C1, C2… Cn} (n   2) 

For this research, n=12. 

Let w be the vector of Criteria Weights (0   w   1), while 
  
    = 1. 

Let DM be the number of Decision Makers that assess the 
alternatives (A) and all the Criteria (C) while {DM1, DM2, 
…, DMK} (K   2) 

For the research, DM=2. 

Step 2: The results from Step 1 were imputed into the web 
based software for the matrix which thereafter, went through 
the process of calculating the normalized fuzzy decision. 

The Decision Making Matrix 

X
k 
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Step 3: Thereafter, the result was imputed into another 
matrix to obtain the weighted normalized fuzzy decision. 

The weighted normalized fuzzy decision matrix 

 v
k
 = 
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Where    
       

        
       

       
   

The matrices   form the basis of the f weighted 
normalized fuzzy decision matrices for each alternative    

Step 4: The next step was to determine the positive idea 
solution,     and the negative idea solution,     using the 
following equations: 

The positive ideal solution    

Where    
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The negative ideal solution    

Where    
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Step 5: Finally, the system calculated the relative ideal 
situation of each alternatives. Then it ranked the alternatives 
accordingly starting from the closest to the ideal situation. 
Then the results were obtained. 

The distances of each alternative    represented by matrix 
   from positive ideal solution (PIS); 

  
    

   
       

   
                (7) 

The distances of each alternative    represented by matrix 
   from negative ideal solution (NIS); 

  
    

   
       

   
                (8) 

Using these distances, the relative closeness coefficients 
    to PIS 

Where     
  
 

  
    

              (9) 

According to the descending values of    , all alternatives 
   are rank ordered and the best one is selected. 

D. Evaluation Criteria Framework and Ranking 

The MCDM evaluation criteria were based upon the two 
aspects that were adopted from ISO/IEC 25010.  The criteria 
are; Functional completeness (C1), Functional correctness 
(C2), Functional appropriateness (C3), Resource utilization 
(C4), Time behavior  (C5), Appropriateness recognizability 
(C6), Learnability (C7) . Confidentiality (C8), Effectiveness 
(C9), Efficiency (C10), Flexibility (C11), Satisfaction in 
Usefulness (C12). The alternatives are; yHomework Math 
Solver(A1),Cymath(A2),  Malmath(A3), Math 
42(A4),MathPapa(A5), PhotoMath(A6). 

Two decision-makers were involved in the evaluation 
process of the alternatives. The first expert (DM1) has a 
background in Educational technology. The second expert has 
a background in computer information systems (DM2). The 
rationale for involving the limited number of decision-makers 
lies in the challenge of locating decision-makers with the 
proper area of expertise who not only have knowledge and 
experience on software quality standards but also have an 
adequate background on how to evaluate the software. 

IV. RESULTS 

The ranking process starts with the two decision makers 
evaluate six alternatives by using the twelve criteria derived 
from ISO/IEC 25010 software quality standard metrics. The 
linguistic scale given in Table I was used to evaluate criteria 
by the experts. The two decision matrices of the evaluated 
alternatives were given in Table IV and Table V respectively. 
Later, the evaluation of the decision makers was converted 
into fuzzy scales.  Fuzzy decision matrices for decision maker 
1 and decision maker 2 were shown in Table VI and Table 
VII, respectively. By using the linguistic weights given in 
Table II, the weighted decision matrix was calculated and is 
specified in Table VIII. The weighted decision matrix is then 
normalized and ideal solutions were calculated which were 
given in Table IX. The normalized positive and negative ideal 
solution matrices are shown in Table X and Table XI 
respectively. The Table XII shows the closeness to the ideal 
solutions from highest to lowest and the final ranking of the 
alternatives. The results revealed that PhotoMath( A6) > 
Malmath (A3)> Math 42(A4)> Cymath(A2)> MathPapa(A5)> 
yHomework Math Solver (A1) where PhotoMath has the 
highest rank whereas yHomework Math Solver has the lowest 
rank in terms of selected criteria according to fuzzy TOPSIS 
ranking procedure. 

To authors’ knowledge, studies that employ MCDM 
techniques to evaluate the quality of mobile apps particularly 
for Mathematics are quite limited. This constitutes the 
essential driving motivation to conduct such research. The 
study has some superior features as compared to the earlier 
studies in the literature. The authors of an earlier study in [6] 
only considered five alternatives and merely one decision 
maker whereas this research included six alternatives and two 
decision makers. Another study applied ELECTRE I to five 
alternatives with only one decision maker [11] whereas the 
number of decision makers in this study is two and the number 
of alternatives are more. It was inferred that fuzzy TOPSIS 
method can be quite effortlessly employed. The fuzzy TOPSIS 
procedure is a popular technique used in other studies where 
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researchers used fuzzy TOPSIS methods to evaluate four 
general learning applications with 175 students using 25 
criteria [33]. Earlier relevant studies have integrated FAHP 
and conventional TOPSIS techniques [6] or used TOPSIS to 
evaluate 6 language learning apps with six experts and 17 

criteria [34], [35] whereas in the absence of precise 
performance ratings fuzzy TOPSIS is the prominent technique 
over conventional TOPSIS which justifies the use of fuzzy 
TOPSIS in this study. 

TABLE IV. DM1 DECISION MATRIX 

DM1 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 H  H L  VH M  L  VH  L  H M  H VH 

A2 L VL  VH H VH VL H L  M  VH M H 

A3 H  M  VH L VL H VL M  VH M  VH L  

A4 VL VH M  VH H H M  VH H VL M M  

A5 VH H VL M  VH M  VH H VL VH VL VH 

A6 H  VL H VL M  VH H VL L L VL H 

TABLE V. DM2 DECISION MATRIX 

DM2 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 VH M  L  L  VH H H  L  M  VH  H H 

A2 H VH L  VL H VL  L VH VH H M  M 

A3 L  M  M  H L M  H  VH VL VL VH VH 

A4 M  VL VH H VH VH VL M  H M  H M 

A5 VH VH H M  M  H VH VL VH VH VL VL 

A6 H L VL VH VL VL H  H M  H L VL 

TABLE VI. FUZZY DM1 DECISION MATRIX 

W E VI NI E I NI E I I E VI E 

D

M1 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 
(0.65,0.8,
0.95) 

(0.65,0.8,
0.95) 

(0,0.1,0.2
) 

(0.9,1,1) 
(0.35,0.5,
0.65) 

(0,0.1,0.2
) 

(0.9,1,1) (0,0.1,0.2) 
(0.65,0.8,
0.95) 

(0.35,0.5,
0.65) 

(0.65,0.8,
0.95) 

(0.9,1,1) 

A2 
(0,0.1,0.2
) 

(0,0,0.1) (0.9,1,1) 
(0.65,0.8,
0.95) 

(0.9,1,1) (0,0,0.1) 
(0.65,0.8,
0.95) 

(0,0.1,0.2) 
(0.35,0.5,
0.65) 

(0.9,1,1) 
(0.35,0.5,
0.65) 

(0.65,0.8,
0.95) 

A3 

(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 
(0.9,1,1) 

(0,0.1,0.2

) 
(0,0,0.1) 

(0.65,0.8,

0.95) 
(0,0,0.1) 

(0.35,0.5,

0.65) 
(0.9,1,1) 

(0.35,0.5,

0.65) 
(0.9,1,1) 

(0,0.1,0.2

) 

A4 (0,0,0.1) (0.9,1,1) 
(0.35,0.5,
0.65) 

(0.9,1,1) 
(0.65,0.8,
0.95) 

(0.65,0.8,
0.95) 

(0.35,0.5,
0.65) 

(0.9,1,1) 
(0.65,0.8,
0.95) 

(0,0,0.1) 
(0.35,0.5,
0.65) 

(0.35,0.5,
.65) 

A5 (0.9,1,1) 
(0.65,0.8,

0.95) 
(0,0,0.1) 

(0.35,0.5,

0.65) 
(0.9,1,1) 

(0.35,0.5,

0.65) 
(0.9,1,1) 

(0.65,0.8,

0.95) 
(0,0,0.1) (0.9,1,1) (0,0,0.1) (0.9,1,1) 

A6 
(0.65,0.8,
0.95) 

(0,0,0.1) 
(0.65,0.8,
0.95) 

(0,0,0.1) 
(0.35,0.5,
0.65) 

(0.9,1,1) 
(0.65,0.8,
0.95) 

(0,0,0.1) (0,0.1,0.2) 
(0,0.1,0.2
) 

(0,0,0.1) 
(0.65,0.8,
0.95) 

w 
(0.75,0.9,
1) 

(0.55,0.7,
0.85) 

(0.15,0.3,
0.45) 

(0.75,0.9,
1) 

(0.35,0.55
,0.65) 

(0.15,0.3,
0.45) 

(0.75,0.9,
1) 

(0.35,0.55
,0.65) 

(0.35,0.55
,0.65) 

(0.75,0.9,
1) 

(0.55,0.7,
0.85) 

(0.75,0.9,
1) 
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TABLE VII. FUZZY DM2 DECISION MATRIX 

W E VI NI E I NI E I I E VI E 

D

M2 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 (0.9,1,1) 
(0.35,0.5,
0.65) 

(0,0.1,0.2
) 

(0,0.1,0.2
) 

(0.9,1,1) 
(0.65,0.8,
0.95) 

(0.65,0.8,
0.95) 

(0,0.1,0.2
) 

(0.35,0.5,
0.65) 

(0.9,1,1) 
(0.65,0.8,
0.95) 

(0.65,0.8,
0.95) 

A2 
(0.65,0.8,

0.95) 
(0.9,1,1) 

(0,0.1,0.2

) 
(0,0,0.1) 

(0.65,0.8,

0.95) 
(0,0,0.1) 

(0,0.1,0.2

) 
(0.9,1,1) (0.9,1,1) 

(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 

(0.35,0.5,

0.65) 

A3 

(0,0.1,0.2

) 

(0.35,0.5,

0.65) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 

(0,0.1,0.2

) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 
(0.9,1,1) (0,0,0.1) (0,0,0.1) (0.9,1,1) (0.9,1,1) 

A4 
(0.35,0.5,

0.65) 
(0,0,0.1) (0.9,1,1) 

(0.65,0.8,

0.95) 
(0.9,1,1) (0.9,1,1) (0,0,0.1) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 

A5 (0.9,1,1) (0.9,1,1) 
(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 
(0.9,1,1) (0,0,0.1) (0.9,1,1) (0.9,1,1) (0,0,0.1) (0,0,0.1) 

A6 
(0.65,0.8,

0.95) 

(0,0.1,0.2

) 
(0,0,0.1) (0.9,1,1) (0,0,0.1) (0,0,0.1) 

(0.65,0.8,

0.95) 

(0.65,0.8,

0.95) 

(0.35,0.5,

0.65) 

(0.65,0.8,

0.95) 

(0,0.1,0.2

) 
(0,0,0.1) 

TABLE VIII. WEIGHTED DECISION MATRIX 

D

M 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 
(0.65,0.9,

1) 

(0.35,0.65,

0.95) 

(0,0.1,0.

2) 
(0,0.55,1) 

(0.35,0.

75,1) 

(0,0.45,0.9

5) 

(0.65,0.9,

1) 

(0,0.1,0.

2) 

(0.35,0.65,

0.95) 

(0.35,0.

75,1) 

(0.65,0.8,0

.95) 

(0.65,0.9,1

) 

A2 
(0,0.45,0.

95) 
(0,0.5,1) 

(0,0.55,

1) 

(0,0.4,0.9

5) 

(0.65,0.

9,1) 
(0,0,0.1) 

(0,0.45,0.

95) 

(0,0.55,

1) 

(0.35,0.75,

1) 

(0.65,0.

9,1) 

(0.35,0.5,0

.65) 

(0.35,0.65,

0.95) 

A3 

(0,0.45,0.

95) 

(0.35,0.5,0

.65) 

(0.35,0.

75,1) 

(0,0.45,0.

95) 

(0,0.05,

0.2) 

(0.35,0.65,

0.95) 

(0,0.4,0.9

5) 

(0.35,0.

75,1) 
(0,0.5,1) 

(0,0.25,

0.65) 
(0.9,1,1) (0,0.55,1) 

A4 
(0,0.25,0.

65) 
(0,0.5,1) 

(0.35,0.

75,1) 

(0.65,0.9,

1) 

(0.65,0.

9,1) 

(0.65,0.9,1

) 

(0,0.25,0.

65) 

(0.35,0.

75,1) 

(0.65,0.8,0

.95) 

(0,0.25,

0.65) 

(0.35,0.65,

0.95) 

(0.35,0.5,0

.65) 

A5 (0.9,1,1) 
(0.65,0.9,1
) 

(0,0.4,0.
95) 

(0.35,0.5,
0.65) 

(0.35,0.
75,1) 

(0.35,0.65,
0.95) 

(0.9,1,1) 
(0,0.4,0.
95) 

(0,0.5,1) (0.9,1,1) (0,0,0.1) (0,0.5,1) 

A6 
(0.65,0.8,

0.95) 

(0,0.05,0.2

) 

(0,0.4,0.

95) 
(0,0.5,1) 

(0,0.25,

0.65) 
(0,0.5,1) 

(0.65,0.8,

0.95) 

(0,0.4,0.

95) 

(0,0.3,0.65

) 

(0,0.45,

0.95) 

(0,0.05,0.2

) 

(0,0.4,0.95

) 
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TABLE IX. NORMALIZED WEIGHTED DECISION MATRIX WITH IDEAL SOLUTIONS 

Id

ea

l 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

A1 
(0.4875,

0.81,19 

(0.1925,0.

455,0.807
5) 

(0,0.03,0.

09) 

(0,0.495,

1) 

(0.1225,0.

4125,0.65
) 

(0,0.135,0.

4275) 

(0.4875,

0.81,1) 

(0,0.055,0

.13) 

(0.1225,0.3

575,0.6175
) 

(0.2625

,0.675,1
) 

(0.3575,0.

56,0.8075) 

(0.4875,0

.81,1) 

A2 
(0,0.405,

0.95) 

(0,0.35,0.8

5) 

(0,0.165,

0.45) 

(0,0.36,0

.95) 

(0.2275,0.

495,0.65) 

(0,0,0.045

) 

(0,0.405,

0.95) 

(0,0.302,0

.65) 

(0.1225,0.4

125,0.65) 

(0.4875

,0.81,1) 

(0.1925,0.

35,0.5525) 

(0.2625,0
.585,0.95

) 

A3 

(0,0.405,
0.95) 

(0.1925,0.
35,0.5525) 

(0.0525,0

.225,0.45

) 

(0,0.405,
0.95) 

(0,0.0275,
0.13) 

(0.0525,0.

195,0.427

5) 

(0,0.36,0
.95) 

(0.1225,0.

4125,0.65

) 

(0,0.275,0.
65) 

(0,0.22
5,0.65) 

(0.495,0.7,
0.85) 

(0,0.495,
1) 

A4 
(0,0.225,

0.65) 

(0,0.35,0.8

5) 

(0.0525,0

.225,0.45
) 

(0.4875,

0.81,1) 

(0.2275,0.

495,0.65) 

(0.0975,0.

27,0.45) 

(0,0.225,

0.65) 

(0.1225,0.

4125,0.65
) 

(0.2275,0.4

4,0.6175) 

(0,0.22

5,0.65) 

(0.1925,0.

455,0.807
5) 

(0.2625,0

.45,0.65) 

A5 
(0.675,0.

9,1) 

(0.3575,0.

63,0.85) 

(0,0.12,0.

4275) 

(0.2625,

0.45,0.6
5) 

(0.1225,0.

4125,0.65
) 

(0.0525,0.

195,0.427
5) 

(0.675,0.

9,1) 

(0,0.22,0.

6175) 

(0,0.275,0.

65) 

(0.675,

0.9,1) 

(0,0,0.085

) 

(0,0.45,1

) 

A6 

(0.4875,

0.72,0.9
5) 

(0,0.035,0.

17) 

(0,0.12,0.

4275) 

(0,0.45,1

) 

(0,0.1375,

0.4225) 

(0,0.15,0.4

5) 

(0.4875,

0.72,0.9
5) 

(0,0.22,0.

6175) 

(0,0.165,0.

4225) 

(0,0.40

5,0.95) 

(0,0.035,0.

17) 

(0,0.36,0.

95) 

A
+ 

(0.675,0.

9,1) 

(0.3575,0.

65,0.85) 

(0.0525,0
.225,0.45

) 

(0.4875,

0.81,1) 

(0.2275,0.

495,0.65) 

(0.0525,0.

195,0.45) 

(0.675,0.

9,1) 

(0.1225,0.
4125,0.65

) 

(0.1225,0.4

125,0.65) 

(0.675,

0.9,1) 

(0.495,0.7,

0.85) 

(0.4875,0

.81,1) 

A- 
(0,0.225,
0.65) 

(0,0.035,0.
17) 

(0,0.03,0.
09) 

(0,0.36,0
.95) 

(0,0.0275,
0.13) 

(0,0.135,0.
4275) 

(0,0.225,
0.65) 

(0,0.055,0
.13) 

(0,0.165,0.
4225) 

(0,0.22
5,0.65) 

(0,00.085) 
(0,0.36,0.
95) 

TABLE X. NORMALIZED POSITIVE IDEAL SOLUTION MATRIX 

FPI

S 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 d+i 

A1 
0.14077

908 

0.22114

758 

0.41054

080 

0.42242

603 

0.10237

798 

0.07088

723 

0.14077

908 

0.63498

688 

0.06388

466 

0.32763

356 

0.16645

820 

0.00000

000 

2.70190

108 

A2 
0.34985

711 

0.36414

569 

0.06722

165 

0.53312

170 

0.00000

000 

0.45052

053 

0.63198

101 

0.13077

493 

0.00000

000 

0.14077

908 

0.49143

497 

0.26457

513 

3.42441

182 

A3 

0.63198

101 

0.43310

651 

0.00000

000 

0.49572

548 

0.71148

319 

0.02250

000 

0.66781

360 

0.00000

000 

0.15462

320 

0.85440

037 

0.00000

000 

0.42242

603 

4.39405

939 

A4 
0.85440

037 

0.36414

569 

0.00000

000 

0.00000

000 

0.00000

000 

0.07937

254 

0.85440

037 

0.00000

000 

0.07407

766 

0.85440

037 

0.30386

400 

0.51862

800 

3.90328

902 

A5 
0.00000
000 

0.02000
000 

0.11157
957 

0.51862
800 

0.10237
798 

0.02250
000 

0.00000
000 

0.20764
051 

0.15462
320 

0.00000
000 

1.07559
286 

0.45696
690 

2.66990
902 

A6 
0.21591

376 

0.93980

162 

0.11157

957 

0.45696

690 

0.44363

790 

0.05425

634 

0.21591

376 

0.20764

051 

0.34353

251 

0.63198

101 

0.99312

638 

0.53312

170 

5.14747

195 
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TABLE XI. NORMALIZED NEGATIVE IDEAL SOLUTION MATRIX 

FI

NS 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 d-i 

A1 
0.73752
5423 

0.77146
5056 

0.00000
0000 

0.14396
1800 

0.65086
6410 

0.00000
0000 

0.73752
5423 

0.00000
0000 

0.28298
9988 

0.58988
8761 

0.93712
7704 

0.53312
1703 

5.38447
2269 

A2 
0.34985
7114 

0.74941
6440 

0.38448
0169 

0.00000
0000 

0.71148
3193 

0.40562
4518 

0.34985
7114 

0.57589
6041 

0.34353
2507 

0.73752
5423 

0.59448
1567 

0.27128
1680 

5.47343
5765 

A3 

0.34985
7114 

0.07366
3180 

0.41054
0802 

1.03495
2088 

0.00000
0000 

0.06722
1648 

0.32897
5683 

0.63498
6877 

0.25269
7942 

0.00000
0000 

1.07559
2860 

0.14396
1800 

4.37244
9993 

A4 
0.00000

0000 

0.74941

6440 

0.40367

0638 

0.53312

1703 

0.71148

3193 

0.14798

6486 

0.00000

0000 

0.63498

6877 

0.36180

3929 

0.00000

0000 

0.86103

6197 

0.34794

9350 

4.75145

4812 

A5 
0.56235
2490 

0.60924
8723 

0.34929
3931 

0.34794
9350 

0.65086
6410 

0.06722
1648 

0.85440
0375 

0.51466
6154 

0.25269
7942 

0.85440
0375 

0.00000
0000 

0.10295
6301 

5.16605
3698 

A6 
0.64361

7705 

0.00000

0000 

0.34929

3931 

0.10295

6301 

0.31250

0000 

0.02704

1635 

0.64361

7705 

0.51466

6154 

0.00000

0000 

0.34985

7114 

0.09192

3882 

0.00000

0000 

3.03547

4426 

TABLE XII. FINAL RANKING OF ALTERNATIVES 

Rank d-i d+i D+i+D-i Cci Rank 

yHomework Math Solver (A1) 2.701901083 5.384472269 8.086373351 0.334130143 6 

Cymath(A2) 3.42441182 5.473435765 8.897847585 0.384858449 4 

Malmath (A3) 4.394059393 4.372449993 8.766509386 0.501232497 2 

Math 42(A4) 3.903289017 4.751454812 8.654743829 0.450999948 3 

MathPapa(A5) 2.669909017 5.166053698 7.835962715 0.340725079 5 

PhotoMath( A6) 5.147471948 3.035474426 8.182946373 0.629048721 1 

V. CONCLUSION 

The user ratings of mobile applications found at the app 
stores can sometimes be not sufficient for revealing the 
essential quality of the mobile applications. Therefore precise 
and easy techniques are desired. By developing a multi criteria 
decision making evaluation to rank mobile mathematics 
learning applications, this study intends to enhance the use and 
effectiveness of mobile Mathematics learning applications 
thereby improving the quality of learning across all learning 
platforms. In addition, the study also helps in setting standards 
in relation to ISO practices upon which the quality and 
usability of MMLAs can be determined. It also contributes to 
the research of mobile applications through the use of fuzzy 
TOPSIS. 

VI. FUTURE WORK 

Tends to focus towards increasing the number of decision 
makers, alternatives as well as comparing and contrasting the 
efficiency of different MCDM methods applied to improve the 
precision of the selection process. It is recommended that user 
friendly interface or software could be initiated for the service 
of decision makers. 
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Abstract—It is important for service-oriented architectures to 

consider about how the composition of web services affects 

business processes. For instance, a single web service may not 

have been adequate for most complex business operations, 

needing the use of multiple web services. This paper proposed a 

novel technique for optimal partitioning and execution of the 

services using a decentralized environment. The proposed 

technique is designed and developed using a genetic algorithm 

with multiple high task allocations on a single server. We 

compared three existing techniques, including meta-heuristic 

genetic algorithm, heuristics like Pooling-and-Greedy-Merge 

(PGM) technique, and Merge-by-Define-Use (MDU) technique, 

to a simulation of Business Process Execution Language (BPEL) 

partition using genetic algorithm through multiple high tasks 

allocation to single server node. The proposed technique is 

practical and advantageous. In terms of execution time, number 

of server requests, and throughput, the proposed technique 

outperformed the existing GA, PGM, and MDU techniques. 

Keywords—Genetic algorithm; service composition; 

decentralized execution; composite service 

I. INTRODUCTION 

In Service-Oriented Architecture (SOA), web services are 
the most important and widely implemented technologies 
which are interoperable machines-to-machines interactions that 
happen over networks [1]. A Large number of connected 
heterogeneous devices containing objects are expected to 
deploy than existing deployed devices in the coming few years. 
These devices require a reliable connection between them 
anywhere and forever which provides the ability to collect data. 
The large availability of devices is advantageous. Traditional 
services such as traffic control and healthcare are experiencing 
a shift to a new category of service industry demands. 

Decentralized execution environments for Business Process 
Execution Language (BPEL) processes are necessary due to 
numerous reasons, starting from the outsourcing of process 
fragments to the need for runtime performance optimizations 
without modifying process models [2]. Many factors make 
affect partitioning or finding an appropriate distribution of the 
business program or process. This paper focuses on these 
factors in order to describe them and to offer a high-level 
outline of a possible process partitioning approach [3]. 
Whenever multiple software components and service providers 
are intricate in business programs, a composition of web 
service is essential to create a composite web service that 
combines multiple web-based services to collaborate with one 
another [4]. As the scale and number of web services have 
increased, many service providers are offering candidate web 

services that are operationally corresponding but ensure 
dissimilar levels of non-functional parameter values [5]. Apart 
from functionalities, as well as non-functional necessities often 
defined by QoS are employed by web services to come across 
operator demands [5, 6], and to satisfy business needs, and 
service level agreements (SLAs) are becoming an integral part 
of web based composition process of services. 

The selection of QoS-responsive web-based services is the 
process used to choose web services from amongst a set of 
candidate web services for every activity in a business 
workflow, such as Web Services Business Process Execution 
Language (WS-BPEL) [1], designed to optimize the global 
QoS as a function of customer preferences and constraints. 
This is well known NP-hard optimization problem. Numerous 
researches have discussed requirements of QoS for endways 
systems addressing this issue [7, 8, 9]. The composition of 
service is the process by which new services get added to 
existing ones as per the functional requirement of the 
application. In this process for adding new services, various 
options may be available with functionally similar services, at 
that time non-functional parameters will be selection criteria. 

The decentralized execution of composite service performs 
partitioning of programs scripted in BPEL into a number of 
subprograms that are smaller than the original script. Each 
subprogram executes on a distinct node or different BPEL 
node/server [10]. Fig. 1 illustrates a decentralized execution of 
a BPEL scripted programme. This is partitioned into five 
subprograms. Then subprograms are deployed on isolated 
nodes/servers, BS1 to BS5. The communication between them 
happens by asynchronous messaging. This decentralized 
composite service’s execution is effective for improvement in 
QoS parameters like throughput and response time of 
composite service. 

The work presented here partitioning a BPEL data-
intensive process using a genetic programming approach [11]. 
The topology used for execution is distributed. It is based on 
numbers represented in fuzzy logic, where integrated 
processing and measurable service composition are performed 
using communication latency and costs within and between 
partitions. Optimization of service composition is performed 
by utilizing decision-making through multiple attribute groups 
and evaluation of cut-set matrix. In [12], using a combination 
of case analysis and simulations, verify the reliability of the 
algorithm. [13], this technique allows partitioning well-
structured and unstructured processes by using graph 
transformations based on the representation of process 
structure graphs. 
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Fig. 1. Decentralized Topology for Execution of Composite Service in 

Composition. 

Partitioning acts as the bridge between ideal and useful 
parallelism. Program dependencies reveal ideal parallelism 
through their control and data parallelism [14]. Any two-
activity executions that are not related by control or data 
dependencies either directly or indirectly can be executed in 
parallel. The parallelism that can be used on a multiprocessor 
system is a subset of ideal parallelism [15]. Graph partitioning 
with optimization of performance is an NP-Hard problem in 
terms of computational complexity [16]. 

In the above-surveyed papers, no work is focused on 
assigning multiple high-cost nodes on a single server. The 
work done in [16] is based on real-time scenarios but any 
execution topology is unclear. Also, most works on 
decentralized execution [17] presented hypothetical data and 
hence the real-time execution of web services composition is 
needed to increase its acceptance in real-time use. The 
objectives of the paper are mentioned below. 

1) In this paper, the BPEL program can be classified into 

High-Cost Task (HCT), and Low-Cost Task (LCT) 

statements. 

2) In which, execution of more than one HCTs can be 

possible on a single server node and comprise the INVOKE, 

REPLY and RECEIVE statements. 

3) The REPLY and RECEIVE statements are mostly kept 

at the last server node and the first node respectively from 

where client requests for composite service. 

4) The INVOKE statements must be kept for execution on 

the corresponding web service or nearest location of web 

service as per availability of load capacity of the server node. 

5) A LCT can be kept for execution on any server. LCT 

tasks are ASSIGN, SEND, IF, etc. 

The following is how the rest of the paper is organized: The 
section two elaborates on related/previous work. Section III 
describes the proposed mathematically constructed algorithm 
flow. Section IV discusses the results analysis and discussion. 
Section V is where the paper's conclusion is found. 

II. RELATED WORK 

This section paper reviews existing methods and 
frameworks that researchers have used to partition and execute 
Composite Services of Composition using a Decentralized 
Environment. 

The author in [10], first introduced the BPEL program 
execution in the decentralized environment as Program 
Partitioning Problem. A program dependence graph is used 
with a set of portable and fixed types of activities. MDU, as 
well as the PGM heuristic approach, are proposed for 
partitioning the program [18]. The optimal partitions are 
determined using the MDU algorithm. The best partition is a 
partition that executes portable tasks to optimize (maximize) 
throughput. PGM algorithm is used to reduce the data on the 
server and the total number of messages to overcome the large 
computation time of MDU. 

As [19], anticipated, Domain-Specific selection of service 
operates at the communication level which facilitates the 
application. However, there is a nonexistence of 
interoperability. Availability, accuracy, response time, and 
throughput, are considered QoS non-functional parameters. 
[20] the proposed algorithm is evolutionary which is employed 
to discover the best-fitting composition of service if the 
number of services is one. However, recursive processes are 
implemented when the number of services is one. Different 
selection strategies will choose different tasks. 

Author in [21], survey the techniques of slicing programs 
that are recycled for performing according to the Program 
Dependency Graph (PDG).PDG is the greatest common 
approach in this survey and is effective since it handles data 
and control dependencies. In BPEL program tasks need 
allocation of specific servers for execution, due to this existing 
PDC-based approaches imperfect to apply to the problem of 
the BPEL program partition. 

Author in [22], presents a method for realizing data flows 
in decentralized Internet of Things (IoT) systems based upon 
DX-MAN semantics. The algebraic semantics of the model 
enables direct data links between service producers and 
consumers of data. As a result, the data space of a 
decentralized environment is used to write data in and read data 
out. The authors validated the approach by means of the 
Blockchain of smart contracts. Results indicate approach is 
scalable with the growth in IoT systems size. 

In [23] traditional techniques for optimization like 
Multidimensional Multiple-Choice Knapsack(MMCK) and 
Integer Linear Programming (ILP) are presented to report the 
problem of QoS-WSC. However, due to time complexity being 
exponential, these approaches have limited scalability when the 
problem size is small. To overcome these problems, 
approximate algorithms based on evolutionary search are 
proposed to find an optimal solution. Evolutionary 
computation methods such: Genetic Algorithm (GA) [24]–
[26], Ant Colony Optimization (ACO) [27, 28], and Particle 
Swarm Optimization (PSO) [29], with an extraordinary amount 
of web-based services and various QoS aspects, algorithms 
were recycled to catch the service composition with optimal 
solution plan within a practically undersized period of interval. 
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By combining all objectives with a function for fitness these 
methods decrease to a single-objective problem (such as 
weighted sum techniques and fraction-based techniques). 

Author [30], presents the hyper-cube peer-to-peer topology 
based on distributed system architecture. Efforts are made 
toward improving the average time and throughput of BPEL 
processes through the use of decentralized algorithms. The 
presented algorithms are supported a given BPEL process with 
decomposition. The presented approach provides a monitoring 
mechanism. Based on the experimental results, they discovered 
that the proposed architecture is better suited for long-running, 
data-intensive processes. 

Using typed digraphs and a graph transformation technique 
[17], propose a technique for creating decentralized service 
compositions. They discuss the topology and interaction 
characteristics of the solutions. Based on experimentation, the 
authors describe a method for ranking topologies. 
Decentralized compositions are said to have low response 
times and high throughput on average. 

Author [31], provides decentralized execution 
environments that optimize BPEL-based business processes 
through the use of shared spaces that represent a 
communication network among agents (intelligent) and a set of 
agents (cooperative) to execution of shared services. 

Integer linear programming (ILP) takes existed widely used 
towards address the composition of services issue [32], Pareto 
dominance [33],QoS constraints decomposition [34], [35], 
reinforcement learning (RL) [36], or a combination of various 
techniques. Many evolutionary computation-based algorithms 
have been developed in recent years [37], [38] and swarm 
intelligence(SI) based [39], [40]. Compositional approaches 
that are QoS aware obligate remained proposed so that service 
compositions for the near-to-optimal solution can be found 
fairly quickly. The services composition with swarm-based 
intelligence and evolutionary-based computation approaches 
are presented in [40], [41], [42]. Researchers propose to 
achieve a trade-off between service composition with a near-
optimal solution and a condensed computation time while 
achieving compositions of service in standings of QoS 
parameter optimality. 

Meta-heuristics are also called approximation algorithms 
since they seek to discover the search space using various 
methods [43]. They do not recompense unusual consideration 
of optimization problems’ mathematical environment or 
special experience involved with them. In [44], used Genetic 
Algorithms (GAs) to resolve the web-based service 
composition problem and demonstrated that GAs can be 
recycled efficiently for optimizing the composition of web-
based services. Furthermore, expanding multiple objectives 
GA, [45], obtained adequate solutions in an undersized time. 
However, the difficulty of worst-case GA remains exponential 
for time complexity, which cannot be used for large 
applications where scaling is high. 

It is complex enough to choose services based on multiple 
criteria even when one focuses on web composite service with 
a single user taking place in the pipeline. Few researchers 
proposed techniques, [46], [47] pay focus on the multi-attribute 

combinatorial auction (iterative) between various providers for 
services, whereas [48] pursues to advance these techniques by 
means of motivation device. We examined the user's QoS 
preference in the Big Data space, along with their service trust, 
in order to select services. Recently, [49], analyzed the problem 
of service composition from the perspective of a general 
Pareto-optimality to shrink the service composition’s search 
space. An approximation estimate of the Pareto principle of 
optimality in polynomial time remained used in [50]. 

Author [51], presents customer authentic cost calculation 
method named Integrated Multi-Level Composite Service 
Model. They demonstrated the application of customer 
management in composition. However, lack in addressing 
quality parameters. In [52], researchers introduce blockchain 
architecture for the semantic composition of web services and 
develop QoS aware algorithm in terms of accuracy but 
considered QoS like throughput and response time. 

The survey shows that most of the existing research works 
did not handle the optimality issue of service composition 
problem. Some of the research work on service composition 
has not even reached up to the phase of execution of composite 
service which is a major outcome of composition workflows. 
Therefore, an opportunity for research work on this breach is 
suitable. 

III. PROPOSED ALGORITHM 

The current section proposed a Multi High Tasks Genetic 
Algorithm (MHGA) technique which is novel and based on the 
allocation of multiple high-cost tasks on a single server node 
for the execution of composite service. This research discovers 
the usage of the improved genetic algorithm to address the 
problem of partitioning the BPEL program [13, 20, 22, 24, 26, 
37, 44]. In addition, at hand is the absence of an evaluation or 
assessment model for simulation techniques of the BPEL 
program for the partitioning problem. This work develops a 
novel simulation model which is evaluating the effectiveness 
and efficiency of the new Multi High Tasks Genetic 
Algorithm. Here presents the proposed MHGA approach 
architecture and layout. 

The BPEL development is self-possessed of a set of 
declarations called activities. These activities can remain 
categorized as high-cost activities and low-cost activities. 
High-cost activities, such as RECEIVE, REPLY, and INVOKE 
can be deployed and executed particular or nearest server node 
or engine of workflow. Any workflow engine can be assigned 
low-cost activities like SEND, ASSIGN, and IF. 

A. The Description of Problem 

The description of the BPEL program partitioning 
problem:     (             )  is the program 
dependency graph is input as shown in Fig. 2. Where, 
   *          + ,   stands a number of High-cost jobs in 
program.       *          +,   stands a number of Low-
cost jobs in the program. 

A set of data dependencies.      {         

                } . A set of control dependencies 
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Fig. 2. BPEL Program Partitioning with Dependency Graph Example. 

The computation cost on each   server ( )  for tasks 
containing *                                    + 
shown by 
*           ( )          ( )           ( )          ( )  

           ( )       ( )+   

Throughput of the server is calculated by the server 
capacity and cost. 

  (  )  
        ( )

    ( )
             (1) 

Where   (  ) is the throughput of the server.     ( ) is 
the total computational costs of tasks allotted on server   . 

    ( )  

{

  ( )              ( )    ( )            ( )

   ( )             ( )    ( )           ( )

   ( )             ( )    ( )         ( )
}          (2) 

    ( ) is total cost on server   , where   ,   , IV, SD, 
AS, IF are number of receive, reply, invoke, assign, send, if 
respectively. 

    ( )     (  (  ))             (3) 

Throughput of plan   , which is minimum throughput 
among all servers in plan. The output of the plan   such 
that,   *                       +  LCT and 
HCT assigned on partition such that Fitness is Maximal i.e., 
    ( )  as well as precedence and control dependency 

constraints are satisfied. 

B. Proposed MHGA Technique 

The proposed technique is based on allocation of multiple 
(i.e. more than one) numbers of high cost tasks on single server 
nodes unlike any previous approaches. While allocation of high 
cost tasks on server nodes, available capacity of node is 
considered and checked for eligibility of placement of tasks on 
node using equation (4), if eq. (4) is true then only allocation of 
tasks is done on specific nodes. Here required capacity is 

nothing but cost of high cost task labeled as HCT with as 
current high cost task Otherwise node is allowed for execution 
of single task. 

         (        (  ))          (        (  ))   (4) 

The model shown Fig. 3 is used to represent placement of 
lost cost and high cost task in solution. Where the integer 
number below LCT represents the number of low cost tasks. 
The number below HCT in representation is used for showing 
the number of high cost tasks allowed for execution on a 
particular server node. 

C. Algorithm 

The algorithm is proposed as in Algorithm 1. In step 1 
algorithm generates solution with keeping LCT and HCT on 
server with respective partition. Next step calculates fitness 
using F_obj (X). Any two best solutions get selected for 
crossover process. In crossover bits from solution get cross 
with another solution in selected pair. A mutation operation 
get performs on offspring generated from crossover. These 
newly generated solutions get updated in original 
population. Fitness for updated solution population gets 
calculated for the selection of population for crossover and 
mutation in next iteration. This process will get repeated 
over number of iterations. 

Algorithm 1: Program partitioning-genetic algorithm 

Input: Program Dependency Graph, Data Dependency 

Set and Control Dependency Set 

Output: Partition Plan X 

Initialization: Initialize all population with random 

solution plan. 

Each LCT is placed on any partition. 

Each HCT is placed on partition so that maximum 

capacity will not exceed up to maximum two HCT on 

each server. 

     
While                  do 

 Calculate fitness of each solution using following 

fitness formula by Eqn. (3) 

 Calculate throughput of the server    by Eqn. (1) 

 Calculate the cost of the server    by Eqn. (2) 

      ; 

 end 

              =200; 

while               do 

 Selection: best two population with highest fitness 

will be selected for next step; 

 Crossover: operation with 0.9 probability is cross 

from two population; 

 new two populations get updated from initial 

population ; 

 Mutation: operation with 0.1 probabilities is mutated. 

one bit from each new solution population gets 

changed to other value; 

 Calculate fitness for updated solution population; 

 end 

return best execution plan devising the greatest value of 

fitness; 
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D. Model of Solution Plan 

As shown in Fig. 3, a model of the population as solution 
plan is represented as Array List with a total of a number of 
LCTs (m) and a number of HCT’s(n).The value in Array List 
indicates allotted LCT for first m elements and then next n 
elements allotted HCT in solution as population. An m stands 
for the total quantity of LCT, n stands for the total quantity of 
HCTs in solution plan. The value of s ranges from 0 to a total 
number of servers minus 1 (i.e. s_n-1, wherever s_n stands for 
the total quantity of servers) for allotment. 

 

Fig. 3. Model of Population as Solution Plan. 

IV. RESULTS AND DISCUSSION 

The proposed work is simulated on the Window 7 64 bits 
operating system. To carry out this work at least 4GB Ram and 
Intel Core i3processors are required. The Java Platform 
(JDK1.8) is used to design a model and calculate the 
performance parameters. The work focused on analyzing the 
simulation of proposed techniques (MHGA) for the partition of 
the BPEL program generated from composite service in service 
composition. 

The proposed MHGA technique performance is compared 
with the three existing heuristic GA [13], [22], MDU, and 
PGM [10] techniques. In our simulation, the range of low-cost 
tasks (LCT) and high-cost tasks (HCT) are varying from 07:05 
to 70:50. During the evaluation, computation time is observed 
in milliseconds keeping the population size of particles fixed to 
20and the number of iterations to 200. Other GA parameters 
setting are crossover =0.9(probability), mutation =0.1 
(probability) so that probability of crossover + mutation =1.0. 
The cost value for receive, reply, invoke, send, assign, if are 
taken as 0.6, 0.45, 2.5, 0.5, 0.6, 0.6 respectively from 
benchmark [10]. 

Fig. 4 shows the performance of the proposed (Multi High 
Tasks Genetic Algorithm) MHGA algorithm and GA algorithm 
from existing work. From Fig. 4 and Table I it is observed that 
the proposed algorithm partitioned the BPEL program for 
complex applications with high tasks in reasonable time similar 
to the GA algorithm for varying numbers of LCTs and HCTs. 
But through a new approach resource (server) utilization will 
be better and topology with a smaller quantity of server node 
scan be simple than existing approaches. As existing 
approaches use a total number of server nodes in topology 
equals to the quantity of HCT in the program which is very 
tedious and impractical for implementation especially in the 
case of the high number of HCTs. 

 

Fig. 4. Comparison of Execution Time between Proposed MGHA Approach 

with Existing GA with respect to Number of LCT and HCT. 

TABLE I. COMPARISON OF TIME FOR PROPOSED MGHA APPROACH 

WITH EXISTING GA 

Sr. 

No. 

No. of 

LCT 

No. of 

HCT 

Time for 

MHGA 

Time for 

GA 

1 7 5 7940 10682 

2 14 10 7968 12675 

3 21 15 9980 12821 

4 28 20 10098 12902 

5 35 25 10137 13024 

6 42 30 10120 13194 

7 49 35 11184 13650 

8 56 40 10249 14485 

9 63 45 10401 14548 

10 70 50 11523 14639 

Our approach reduces the number of server nodes to up to 
half of the HCTs in the program which is practically possible 
for implementation. Fig. 5 shows the number of server nodes 
allotted for the proposed MHGA algorithm vs GA algorithm 
from existing work. From Fig. 5, it is observed that the 
proposed algorithm partitions the BPEL program within a 
smaller number of server nodes than the existing approach. 

The simulation results are brief in Fig. 6. As shown, the 

average amount of throughput (request/seconds) of the business 

workflow beneath the partitioning solution plan found by the 

proposed MHGA and GA technique. The proposed MHGA 

techniques show a higher throughput as compared to the GA 

techniques. 

It can be observed from Fig. 7, the computation time 

comparison among the proposed MHGA, GA, MDU, and PGM. 
The proposed MHGA techniques required less computation 

time as compared to existing techniques such as GA, MDU, and 

PGM. The proposed techniques performed better with the low 

and high-cost tasks. The PGM and GA technique also employs 

much fewer computation times than MDU in the attainment of a 

solution plan. GA technique also performed better than the 

existing MDU and PGM techniques. More specifically, MDU 

and PGM techniques are not addressing optimality issues of 
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optimization problems like GA-based technique hence detailed 

comparison for execution time with these approaches is not 
shown in this work. 

 

Fig. 5. Comparison of Number of Servers Utilized between Proposed 

MGHA approach with Existing GA with respect to Number of LCT and HCT. 

 

Fig. 6. Comparison of Throughput between Proposed MGHA approach with 

Existing GA with respect to Request Rate. 

 

Fig. 7. Comparative Analysis of Average Computation Time between 

Proposed MGHA approach with Existing GA, MDU and PGM. 

V. CONCLUSION 

This paper performed a simulation of BPEL partition using 
a genetic algorithm through multiple high tasks allocation to a 
single server node. This work analyzes the existing genetic 
algorithms for the solution, execution time, and their nature as 
well as their number of server node requirements for actual 
execution. From the simulation results, it can be seen that the 
proposed MHGA technique is suitable for partitioning a large 
number of tasks in BPEL programs. The server node 
requirement in terms of quantity for the proposed approach is 
less than the existing ones; hence execution topology for large 
composite applications will be simple through the proposed 
approach. The proposed MHGA technique performed better 
than the existing GA, MDU, and PGM techniques in terms of 
the execution time, amount of server requests, and throughput. 

In future work, consideration of issues like control 
dependencies and data dependencies can be explored in more 
detail for real-time data and complex application scenarios in 
dynamic environments. 
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Abstract—Despite the importance of user engagement in 

mHealth system efficacy, many such interventions fail to engage 

their users effectively. This paper provides a systematic review of 

10 years of research (32 articles) on mHealth design 

interventions conducted between 2011 and 2020. The PRISMA 

(Preferred Reporting Items for Systematic Reviews and Meta-

Analyses) model was used for this review with the IEEE, Medline 

EBSCO Host, ACM, and Springer databases searched for 

English language papers with the published range. The goal of 

this review was to find out which design process improves user 

engagement with mHealth in order to guide the development of 

future mHealth interventions. We discovered that the following 

six analytical themes influence user engagement: design goal, 

design target population, design method, design approach, socio-

technical aspects, and design evaluation. These six analytical 

themes, as well as 16 other specific implementations derived from 

the reviewed articles, were included in a checklist designed to 

make designing, developing, and implementing mHealth systems 

easier. This study closes a gap in the literature by identifying a 

lack of consideration of socio-cultural contexts in the design of 

mHealth interventions and recommends that such socio-cultural 

contexts be considered and addressed in a systematic manner by 

identifying a design process for engaging users in mHealth 

interventions. Based on this, our systematic literature review 

recommends that a framework that captures the socio-cultural 

context of any mHealth implementation be refined or developed 

to support user engagement for mHealth. 

Keywords—Design process; mobile health; socio-cultural; user-

centered design; user engagement 

I. INTRODUCTION 

Many mHealth interventions fail to achieve or sustain their 
stated goals [1][2]. Many reasons have been put forward to 
explain this, one of which asserts that the effectiveness of 
mHealth initiatives is overly dependent on user engagement 
[3][4][5]. In this context, the concept of user engagement is 
critical. Although the term "user engagement" has several 
different interpretations, it is critical to have a common 
meaning of the term's specific definition because the various 
interpretations have led to a great deal of misunderstanding 
[6]. For the purposes of this study, user engagement should be 
defined as "the emotional, cognitive, and behavioral 
connection that exists between a user and a resource at any 
point in time and possibly over time" [7]. User engagement is 
critical in mHealth, with many researchers (e.g., [8][9]) 
arguing that the mHealth design process should take into 
account the needs of various users. However, many current 
mHealth interventions are based on pre-existing healthcare 
system constructs [10], encouraging designers to base their 

designs on assumptions that have not been validated with 
primary user input [11]. As a result, the interventions that 
result are less effective than those that include end-user needs 
[10] and input from relevant stakeholders such as commercial 
app industries and design experts [9]. The author in [11] 
defines user-centered design as a method that is informed by 
the needs and understanding of a particular end-user group 
and plays an important role in achieving user engagement with 
technology. People must engage in mHealth interventions for 
them to be effective, but engagement is frequently inadequate 
[12]. 

It has been stated that the effectiveness of mHealth 
initiatives is highly depended on user engagement [3]. 
However, despite the claimed importance of user engagement 
in mHealth system efficacy, many such interventions 
frequently lack user-engaging attributes [13]. According to 
[13], some mHealth apps lacked engaging and customizable 
features because the apps did not include any specific 
strategies to facilitate user engagement. Furthermore, [14] 
indicates that user engagement is a critical factor in 
determining the success of any mobile application. 

Thus, additional research is warranted to improve 
understanding of user engaging features in technology in 
general, and mHealth, as well as to develop techniques and 
methodologies to facilitate and sustain user engagement [15]. 
As discussed in [11], it is also important to consider the socio-
cultural contexts associated with user engagement when 
attempting to achieve user engagement with technology. 
According to [16], a lack of engagement with mHealth 
systems is caused by socio-cultural and organizational issues, 
such as when mHealth applications developed in the Global 
North are implemented in the Global South, where there may 
be numerous social, cultural, and belief differences. In such 
cases, it is critical that implementation take users' socio-
cultural contexts into account in order to improve mHealth 
systems. This point is emphasized further by [17], who claims 
that the assumption that technology developed in the Global 
North can simply be dropped into the Global South and 
expected to work is a "fallacy." 

This systematic review identifies a gap in the literature by 
highlighting the lack of consideration of users' socio-cultural 
contexts in the design of mHealth interventions and proposes 
that such user group socio-cultural contexts be considered. 
This is because techno-centric approaches to mHealth design 
and user engagement that are solely focused on technology, as 
well as other approaches that rely on existing universal 
frameworks for user-centered design, have been shown to be 
ineffective [18]. 
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In this systematic review, we seek to present the process of 
designing engaging mHealth interventions, situating the 
design process within the context of a user-centered design 
framework, and contextualizing the results by also 
incorporating the design processes of other mHealth 
interventions. As their guiding approaches, these are explicitly 
named design approaches user-centered, human-centered 
design, double diamond, and Hasso-Plattner Institute. As a 
result, the paper emphasizes the importance of improving 
understanding of user-engaging features in technology in 
broad sense, and mHealth precisely, as well as the need 
of developing more robust techniques and methodologies to 
facilitate and sustain user engagement. 

II. LITERATURE REVIEW 

This review of the literature begins with a discussion of the 
body of work dealing with the success and failure of mHealth. 
The section then examines the body of work on designing 
mHealth for engaging experiences before emphasizing the 
importance of considering the fit between various conceptions 
of engagement and the design process in mHealth design. 

A. Design Success and Failure in mHealth 

In the field of mHealth, defining success or failure is a 
difficult task. What is clear is that implementing such systems 
in a sustainable and scalable manner is difficult. The author in  
[1] states that "most information systems in developing 
countries fail either completely or partially," while [19] states 
that "successful examples of computerisation can be found... 
but frustrating stories of systems that failed to fulfill their 
initial promise are more common" (p.1). The success of any 
new technology is dependent on its successful integration, 
diffusion, and long-term use by intended users, according to 
[20]. Projects have been shown to be productive when they are 
tailored to the local context and language [21], and when they 
are developed and implemented with the participation of local 
private service providers [21][22]. A number of studies have 
demonstrated that mHealth interventions in the Global South 
are useful, particularly in improving treatment adherence, 
appointment compliance, data collection, and the development 
of support networks for health workers [23][24][25]. Although 
it is acknowledged that mHealth, particularly in the Global 
South, has great potential, many mHealth systems have 
historically failed to deliver on their initial promises [19]. 
There are numerous challenges and risks associated with the 
design, implementation, and adoption of such systems 
[26][27]. 

There have been numerous explanations advanced for this 
high level of mHealth failure. One of the primary causes of the 
failure was identified in [28]. Socio-cultural considerations, 
according to the article, have a significant impact on the 
implementation of any health information system. They 
discussed about the socio-cultural issues that arise when health 
information systems are transferred between two African 
developing countries' public health sectors (Mozambique and 
South Africa). The article demonstrates that transferring 
between two countries involves issues such as cultural 
differences, adjustment, and adaptation. While the transfer 
was deemed successful, the health information system 

needed to be flexible enough to support local variations. 
Similarly, a number of articles [29][30][31][32] have argued 
that successful implementations necessitate a better 
understanding of user groups' sociocultural contexts due to 
their importance and impact on the scale and sustainability of 
mHealth initiatives. 

A major cause of failure, according to [33], is an 
unsuitable design in relation to the needs and context of use. 
Similarly, taking a techno-centric approach to mHealth 
implementation without considering socio-technical issues, 
according to [34], can be detrimental. Another reason for 
mHealth failure is the use of a top-down approach by 
implementers [35]. This approach is techno-centric, with users 
having no control over the technology that they expect to use. 
Furthermore, many mHealth systems are designed, developed, 
and imported from the Global North. According to [17], 
assuming that such systems will fit into any Global South 
country without considering users is a "fallacy." This 
highlights the significance of creating engaging experiences 
for users of mHealth interventions. 

B. Designing for Engaging mHealth Experience 

Although designing for engaging experiences is a widely 
stated goal of interactive system development across many 
disciplines, there are no guidelines in place to communicate 
designers' efforts to make things engaging [36]. The problem 
has been exacerbated by the lack of a unified definition of 
engagement. It is difficult to know whether the systems we 
design are engaging or to identify which aspects of technology 
interaction engage or fail to engage users if user engagement 
is not understood [37]. There are several definitions of user 
engagement, and the various viewpoints have resulted in a 
great deal of misunderstanding [6]. It's unclear how valuable 
these viewpoints are to designers. [38]. The author in [6] 
defined user engagement as "the total set of user relationships 
toward IS and their development, implementation, and use" (p. 
514). The psychological state of mind required by the user to 
enjoy the representation, i.e., a willing suspension of disbelief, 
has also been defined as "user engagement" [39]. Other points 
of view on user engagement have shifted the focus away from 
the individual user and toward the designer. The author in [40] 
investigated methods for attracting people and encouraging 
interaction. The author in [41] was interested in motivating 
and improving the user experience of the application, whereas 
[42] defined engagement relying on their synthesizing of 
esthetical, flows, enjoy, and information interaction theories, 
as well as previous work in the application areas of video 
games, web searching, and educational software. Other 
definitions include [43] user experience, spatiotemporal, 
compositional, and sensual "threads of experience." 

An important but frequently overlooked aspect of 
engagement research is the fit between various conceptions of 
engagement and the design process. The evaluation of user 
engagement is critical in the design of engaging experiences. 
However, there is very little attention given to incorporating 
engagement measures into the design process [38], implying 
that an improved mHealth design process is required to 
strengthen user engagement [44]. 
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III. MATERIAL AND METHODS 

The literature review provides a comprehensive 
description of the current state of the mHealth design process 
from the standpoint of user engagement. As a result, it can be 
used to inform future research and studies in the mHealth 
design process as a means of improving user engagement with 
mHealth technologies. 

A. Introduction 

A systematic qualitative analysis was used to categorize 
data based on different analytical themes. Articles from 2011 
to 2020 were searched in four electronic databases (IEEE, 
Medline EBSCO Host, ACM, and Springer Link). The time 
period 2011 to 2020 was chosen to ensure that relevant articles 
associated with existing design process frameworks to 
improve user engagement with mHealth technology were 
found. The search string and their combinations that were used 
include "design process OR design process framework", 
―design process evaluations AND mobile health", ―mobile 
health OR mHealth‖, ―user engagement AND mHealth design 
process‖, ―user engagement AND health‖, ―mHealth AND 
interventions‖, ―mHealth AND design process‖, ―mHealth 
applications AND user engagement‖. This ensures that the 
mHealth design process is covered broadly across disciplines 
such as health informatics, information technology, and 
human-computer interaction (HCI). The search and selection 
process are depicted in Fig. 1. According to Fig. 1, the search 
yielded 3700 articles, 3100 of which remained after duplicates 
were removed. Another 2496 articles were eliminated because 
they were either (1) not published in English, (2) lacked full 
text, or (3) did not discuss the design process of mHealth 
interventions. This step resulted in 604 distinct articles. A 
further 572 articles were eliminated based on the following 
criteria: types of interventions studied - articles that do not 
deal with health interventions are excluded; if they did not 
report measured outcomes such as performance-based 
measures, self-report measures, or clinician-reported 
measures; and if they were not peer-reviewed. 

This leaves 32 articles for review. The majority of the 32 
articles included in the review came from Medline, with 20 
articles, Springer and ACM each having 5 articles, and IEEE 
having the fewest, with only two. These articles were 
examined using the set of analytical themes described in the 
following section. 

B. Thematic Analysis and Coding Scheme 

The analysis of 32 selected articles is guided by [45] ―six 
model of thematic analysis.‖ Table I shows the themes used to 
categorize reviewed articles. According to [45], thematic 
analysis "provides a flexible and useful tool that can 
potentially provide a rich and detailed, yet complex account of 
data." 

The following themes were generated in total: design 
process goal, design approach, whether socio-technical aspects 
of intervention were addressed, design methods, design target 
audience, scalability, and design validation and evaluation. 

The six themes are generated in accordance with the [45] 
model. 

 

Fig. 1. The Article Selection Workflow. 

In order to improve user engagement with mHealth 
interventions, the first step was to conduct a thorough review 
of the selected articles, address and analyze the articles, and 
keep in mind how the selected articles described the mHealth 
design process. The second step was to generate preliminary 
codes by highlighting phrases or sentences in the selected 
articles and creating shorthand labels (codes) to describe their 
content. Coding is the process of breaking down large 
amounts of data into smaller chunks of meaning. The codes 
were created and modified during the coding process without 
the use of pre-set codes. The coding was completed on an 
Excel sheet with the intention of not coding the entire data set 
because the primary concern is to address and analyze the data 
associating design process of improving user engagement. 
Two people coded the articles independently. Before moving 
on to the rest of the articles, each of the codes was compared, 
discussed, and modified in the third step. Despite the fact that 
not all of the text was coded, every coded reviewed article was 
relevant to or specifically addressed user engagement 
improvement. The fourth step was to look through the codes 
for a theme, idea, or concept that captured and summarized the 
data's meaningful and recurring patterns. According to [45], 
there are no strict guidelines about what constitutes a theme. A 
theme's significance defines it. The codes were scrutinized at 
this point to ensure that they fit together into a larger theme 
that addresses the design process of improving user 
engagement. The fifth, sixth, and final steps involved naming, 
reviewing, and refining codes to create the six themes. 
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TABLE I. THEMES USED TO CATEGORIZE REVIEWED ARTICLES 

Themes Definitions Supporting Review Articles 

Goal of the 
design 

The theme design 

goals are the purposes 

for design work that 
are typically agreed 

upon by designers of 

such design work. 

―The primary analysis is 

concerned with the marginal effect 
that is the average over time, of 

the contrast between the two 

possible intervention options. In 
secondary analysis, moderation 

with the goal of understanding in 

which circumstances one 
intervention option is more effect, 

can be explored‖. (Review 31) 

Design target 

populations 

Design target 
populations are users 

who mHealth 

designers consider 
when developing 

mHealth interventions. 

―The study showed, however, that 
patients were satisfied with the 

phone application and it improved 

on their self-reported depressive 
symptoms‖ 

(Review 6) 

Design 

methods 

Design methods are 

techniques or tools for 
design work that 

provide a variety of 

activities that a 
designer may use as 

part of the overall 

design process. 

We identified variables that 

corresponded to patient and 

scientific research priorities, 
discussed potential measurement 

schemes, and began to investigate 

technological options (eg, data 
streams, sensors, active tasks, 

analytical methods). We also 

started talking about a variety of 
technical, user experience, 

regulatory, and other issues 

related to the research program. 
(Review 32) 

Design 

approach 

The design approach 

refers to the solution-
based method used in 

developing mHealth 

interventions. 

―Applying human-centred 

methods in the design of e-health 
solutions requires that designers 

must take particular 

considerations when patients and 
healthcare professionals are 

involved in the design process.‖ 

(Review 7) 

Socio-
technical 

aspects 

The socio-technical 

aspects of 
interventions are 

defined as case-

specific interventions 
based on qualitative 

and empirical evidence 

[46]. 

Furthermore, the overall 

organizational socioeconomic 
context of the clinical system 

setup must be investigated. 

(Review 2) 

Design 

evaluations 

―Evaluation is used to 
refer to measures 

taken, and analysis 

performed to assess 
(i) the interaction of 

users or a health 

system with the digital 
health intervention 

strategy, or 

(ii) changes 
attributable to the 

digital health 

intervention.‖ [47]  

The application and evaluation of 
this framework is demonstrated 

through the use case of a mHealth 

app that was designed to read the 
results of the tuberculin skin test, 

which is used to detect latent 

tuberculosis infection (LTBI) and 
for which a prototype was 

available. 

( Review 30) 

Data associated with each theme were read to see if the 
data truly supported the theme and how the themes work 
within a single article as well as across all articles. The 
process of naming themes entailed giving each theme a short 
and simple name. As a result, we extracted themes from the 
reviewed articles until we determined that no more themes 

might be derived from the data. The following section delves 
into the specific meanings of the set of analytical themes. 

C. Themes of Design Process for Improving user Engagement 

Any design process, according to [48], is "the specific 
series of events, actions, or methods by which a procedure or 
set of procedures is followed, in order to achieve an intended 
purpose, goal, or outcome" (p. 408). Fig. 2 depicts the design 
process for increasing user engagement with mHealth 
interventions, which consists of six analytically generated 
themes, each of which can be refined by a number of 
descriptive themes. Design goal, design target audience, 
design methods, design approach, socio-technical aspects, and 
design evaluations are the six analytical themes. 

These analytical themes, as well as their descriptive 
themes, are discussed in greater detail in the results section 
that follows. 

 

Fig. 2. Six Analytical Themes of Design Process. 
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IV. RESULTS 

The six analytical themes provide a thorough examination 
of the mHealth design process with the goal of increasing user 
engagement with mHealth technology. They reveal a wide 
range of trends and discoveries. To describe the design 
process that can improve user engagement with mHealth 
interventions, six analytical themes were developed, each of 
which can be explained by several descriptive themes. 

A. Goal of the Design of mHealth Interventions 

Although there are numerous publicly available mHealth 
interventions, particularly mental health apps, as identified in 
the reviewed articles, current knowledge about the goals for 
designing such interventions is limited, particularly from a 
sociotechnical and user-centered perspective [49]. As a result, 
six descriptive themes related to design goals were identified: 
user experience, efficacy, empathic design, integrated, 
predictive, personalized, and inclusive. These are now 
described in greater detail. 

1) User expereience: The reviewed articles stressed that 

mHealth interventions should not be medically approved 

solely on the basis of their effectiveness; the experience of 

users during the use process should also be evaluated [49] 

[50]. User experience should be researched and incorporated 

into the intervention design process [51] [52][53]. Although 

having a poor usability mHealth intervention may not have a 

discernible negative impact on users, the negative experience 

of users may prevent them from accepting and approving new 

mHealth technological interventions in the future 

[54][55][56][57]. 

2) Efficacy: The efficacy of mHealth interventions was 

frequently lauded in the reviewed articles. Many of the 

mHealth interventions described in the reviewed articles had 

observable outcomes [58][59][60] [61][62][63][64]. Despite 

the fact that the efficacy of mHealth interventions varied 

significantly across studies, all of the reviews indicated that 

mHealth was a viable concept with the prospective to improve 

patient health. 

3) Empathic design: According to the reviewed articles, it 

is critical to consider the user's feelings toward mHealth 

products; users quickly lose interest when their feelings about 

using products are jeopardized [65][66]. The preference was 

for mobile device users to be paid attention to their feelings 

toward mHealth products [67] and to receive feedback on 

continuous monitoring data on user emotions while using 

mHealth products, such as how their feelings progress over 

time with mHealth product use [53], predicted possible causes 

and solutions [68][69][70]. 

4) Integrated: An mHealth platform should not be 

regarded as a stand-alone tool to be used in isolation. 

Collaboration among practitioners, other healthcare service 

components, communities, caregivers, patients, and their 

dependents is required in various aspects of mHealth 

interventions [59][7]. 

5) Predictive and personalized: Users of mHealth 

interventions desired not only automatically tailored 

information, but also the ability to personalize the mHealth 

intervention. The reviewed articles emphasized the importance 

of mHealth intervention users being able to choose when and 

how they receive SMS messages [72], setting goals for future 

use of the mHealth tool to personalized lifestyle with 

synchronous communication with a health care professional 

[73], and participating in identifying the mHealth system 

requirements [74][75]. 

6) Inclusive: According to the reviewed articles, inclusive 

health care systems based on mobile interventions (for 

example, in mental health) have frequently been viewed 

positively [76] in developing countries, [70][77] due to the 

obvious considerably large penetration rates of mobile 

technologies and the effectiveness of human resources. 

Furthermore, because of their intimate and confidential nature, 

mobile solutions can be effective in a culture that stigmatizes 

mental health issues [78]. The design processes examined in 

this review had the following goals: high-quality user 

experience, efficacy, empathic design, integration, "predictive 

and personalized," and inclusive. Fig. 3 depicts the 

distribution of design process goals in the articles reviewed. 

The analysis of the design goals revealed that all mHealth 
intervention designs, in one way or another, attempt to achieve 
some goals. It was discovered that none of the mHealth 
intervention designs addressed a combination of all the goals 
used in this study. The most frequently addressed design goal 
is efficacy (59%). 

In 17 studies, user experience is the second most 
implemented design goal (53 percent). With 12 (38 %) and 11 
(34%), respectively, studies, inclusiveness and empathic 
design process ranked third and fourth in terms of most used 
design goals. With a total of 7 (22 %) studies and 5 (16 %) 
studies, integration and predictive and personalized were 
ranked fifth and sixth, respectively. 

B. Design Target Population 

The users who mHealth designers consider when 
developing mHealth interventions are referred to as the design 
target population. The reviewed articles reported three design 
target populations: patient population (e.g., older adults, 
patients with chronic conditions) [69][71][79][80]; or both 
(patient and clinician experts) [52][53]. 

 

Fig. 3. mHealth Design Goals. 
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Fig. 4. mHealth Design Target Population. 

The distribution of the articles across the mHealth design 
target population is depicted in Fig. 4. According to [81], 
mHealth projects frequently involve distinct stakeholders such 
as patient populations (e.g., older adults, patients with chronic 
conditions) and clinician experts, or both. 

Eight studies (25%) targeted the population of clinician 
experts, while nine articles (28%) targeted the population of 
patients. Fifteen articles (47 %) were directed at both patients 
and clinicians. 

C. Design Methods 

Design methods are the methods or tools for designing that 
offer a variety of activities that a designer could use as part of 
an overall design process. Performance-driven methods, user-
driven methods, and both were identified as three descriptive 
themes that could improve design methods (performance and 
user driven). 

1) User driven methods: The reviewed articles 

underscored the importance of involving users from the start 

of the design process, to recognize, tap, and comprehend their 

explicit and implicit knowledge and ideas [50][65]. User-

driven innovation methods range from casual observations to 

collaborations and intensive user participation in co-creation 

processes [71][79]. 

2) Performance driven methods: Performance driven 

methods entail the use of expert analyses to generate a 

continuous flow of improvement ideas that are strongly 

focused on the desired results. Performance-driven methods 

are commonly used when it is difficult to extract ideas or 

information from potential users. Among the performance 

methods extracted from the reviewed articles were using 

machine learning model for predicting patients' ambience, 

feelings, psychological states, actions, environmental factors, 

and social context; demonstrating that the mobile diary tool 

can increase client adherence to therapeutic activities; 

collecting users' psychological, physiological, and activity 

information for mental health research; and using assisted 

cognitive behavioral therapy for insomnia [59][60]. 

3) User driven and performance driven methods: Some of 

the reviewed mHealth interventions used both user-driven and 

performance-based design methods, such as [52] personal 

health monitoring and feedback system for bipolar disorder 

patients, [53] autonomous, intelligent mobility aid for older 

adults, [72] SMS-based application to motivate behavior 

change among tobacco users, and [82] remote measurement 

technologies (RMT) to study central nervous system function. 

D. Comparative Analyses of the Design Methods, Design 

Goals and Design Target Population 

In terms of the three descriptive themes of design methods 
used in the reviewed articles, user driven methods and both 
(user driven and performance driven methods) share common 
design goals, whereas performance driven methods do not 
(Fig. 5). 

Fig. 6 depicts the comparative analyses of design methods 
and design target populations presented in the review. It 
should come as no surprise that there is a strong correlation 
between the targeted population and the design methods used 
in the mHealth intervention design process. In 7 (22 %) of the 
articles aimed at patients and clinicians, a combination of 
user-driven and performance-driven methods were used. The 
user-driven method was used in 17 (53%) of the reviewed 
articles that targeted both patients and clinicians, with 15 
(47%) focusing on patient populations and 2 (6%) focusing on 
both patient and clinician populations. In 8 (2%) of the 
clinician-targeted articles, the performance-driven method was 
used. 

User-driven methods (53%) were the most commonly used 
methods for the design process of mHealth interventions 
primarily aimed at patient populations, followed by 
performance-driven methods (25%) aimed at clinician experts, 
and finally a combination of user-driven and performance-
driven methods (22%). 

 

Fig. 5. Mobile Design Goals in different Design Methods. 

 

Fig. 6. Mobile Design Methods by Design Target Population. 
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E. Design Approach 

The solution-based method used in designing mHealth 
interventions is referred to as the design approach. The 
following six approaches were used in the reviewed articles: 
participatory design, user-centered design (UCD), double 
diamond, human centered design, and Hasso-Plattner Institute; 
and techno centric approach. 

1) Participatory Design (PD): Participatory design (PD) 

is an approach that involves all stakeholders in the 

intervention design process and ensures that the interventions 

developed are usable and meet the needs of users. The author 

in [83] defines participatory design experience as a transition 

in mindset and perception toward people from designing for 

participants to designing with participants. It is the notion 

anyone can contribute towards the design process in some way 

and that, given the right tools, they can be both articulate and 

creative. According to [84], timely engagement and 

partnership with stakeholders is critical for mHealth 

implementation. The concept of partnership implies shared 

goals, shared accountability for outcomes, distinct 

accountabilities, and reciprocal obligations. The PD process 

consists of nine steps: introduction, analyses, idea generation, 

idea selection, prototyping, testing, adjusting, implementation, 

and evaluation [85]. In the reviewed articles, the PD approach 

was used in identifying the system requirements for the design 

of interventions for schizophrenia [71], trait anxiety in adults 

[66], breast cancer [67], self-monitoring behavior [69][74] and 

Ebola preparedness [70]. 

2) User-Centered Design (UCD): UCD is a process that 

places users at the center of product design and development. 

Its primary goal is to make interactive products usable by 

analyzing system usage and applying human factors and 

usability information and methods [86]. UCD is comprised of 

four steps: (1) comprehend and specify the context of use; (2) 

specify the user and organizational specifications; (3) develop 

design solutions; and (4) evaluate design in relation to 

specifications [87]. The UCD approach was used in the 

reviewed articles to identify system requirements for the 

design of an intervention for multiple sclerosis [82], mental 

illness management [51][52], intelligent mobility aid for older 

adults [53], support for adolescents coping with chronic pain 

[61], behaviour patterns [80][88] and self-management 

[82][89]. 

3) Double Diamond (DD): The Design Council (2007) 

developed the Double Diamond approach, which is based on 

the application of design thinking in businesses and innovation 

designs and has four phases (discovery, definition, 

development, and delivery)
1
. There was limited use of the 

Double Diamond approach in the review articles, with only 

[77] using it to improve healthcare delivery, particularly in 

underserved contexts. Human-centered design and the Hasso-

Plattner Institute were two other design thinking approaches 

                                                           
1 http://www.designcouncil.org.uk 

used in the reviewed articles. These approaches are described 

in the following sections. 

4) Human centered design: Innovation, Design 

Engineering Organization (IDEO) created the human-centered 

design (HCD) approach. Hearing, Creating, and Delivering are 

the three phases of HCD
2
. The author in [90] states that "HCD 

will assist one in hearing the needs of users in new ways, 

creating innovative solutions to meet users' needs, and 

delivering answers with financial sustainability in mind." 

(Page 7) HCD was used in the reviewed articles to create a 

patient-centered e-health solution for patients receiving weight 

reduction therapies [50]. 

5) Hasso-Plattner Institute(HPI): The Hasso-Plattner 

Institute's approach
3

 consists of six steps: 'Understand,' 

'Observe,' 'Point of View,' 'Ideate,' 'Prototype,' and 'Test.' In 

the reviewed articles, HPI was used to improve the testing of 

latent tuberculosis infection by health workers [75]. 

6) Techno-centric appraoch: The term "technocentric 

approach" refers to a point of view that emphasizes 

technological aspects of designs. The primary distinction 

between the techno-centric approach and the other approaches 

described in the reviewed articles is that the other approaches 

are focused on understanding potential users, which is 

typically discovered through research process by conducting 

comprehensive analysis of potential users' behaviours, actions, 

and desires. The techno-centric approach, on the other hand, is 

based on "technology-push," in which designers focus on 

technology first, after which try for implementations for it. 

[91]. 

In the reviewed articles, an example of a techno-centric 
approach was used in design of mHealth to predict patients' 
ambience, feelings, psychological states, actions, 
environmental factors, and social context by using machine 
learning models [58], to improve the design of client 
adherence to therapeutic activities [59], to collect users' 
psychological, physiological, and activity information 
[62][64], and to promote postpartum weight loss [73]. 

Fig. 7 presents the major design process approaches 
employed in the design of mHealth interventions for user 
engagement. 

The articles under consideration took more than one 
approach. Overall, 21 (66%) of the 32 reviewed articles used a 
participatory design approach, while 8 (25%) used a techno-
centric approach, and 3 (9%) used design thinking (whether 
double diamond, human centered design, or Hasso-Plattner 
Institute), with that being the least used approach in the 
articles reviewed, as shown in Fig. 7. This suggests that 
knowledge about how design thinking can impact mHealth 
intervention competencies is either still developing or has a 
minor impact in mHealth designs. Scholars, on the other hand, 
advocate for more research into how design thinking 
influences innovation design processes and methods [92]. 

                                                           
2 ht tps:/ /designthinking.ideo.com/  
3 http://www.hpi.uni-potsdam.de/d_school/designthinking 
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Fig. 7. mHealth Design Approach. 

F. Socio-technical Aspects 

Socio-technical aspects describe case-specific 
interventions based on qualitative and empirical evidence and 
include three descriptive elements such as early user 
engagement in design, evaluations of mHealth interventions, 
and understanding users' socio-cultural context. 

Eleven studies (34%) used qualitative design method to 
examine various components of the system, including personal 
traits of use as well as larger issues of patient-healthcare-
system interaction [61]. Examples include early user 
involvement and identifying and managing relationships 
between stakeholders in the design of mHealth interventions 
[71][77], user involvement in the evaluation stages of mHealth 
development [8][73], and incorporation of users' socio-cultural 
contexts into the design of mHealth interventions [51] [65]. 
The sociocultural contexts of mHealth intervention use, 
according to [49], are among the most difficult aspects of 
developing mHealth solutions and designing for technology 
acceptance and adoption. Two of the most important socio-
cultural factors to consider before developing any mHealth 
solution are the position of users in the design of systems and 
products, as well as cultural differences. Thus, a culture-
rooted design approach is considered to be the best way to 
actually connect and communicate cultural identity, 
significance, values, and tradition [93]. Of the reviewed 
articles, 21 (66%) did not explicitly discuss sociotechnical 
aspects in the design process of mHealth interventions. 

G. Design Evaluations 

Design evaluations are the processes that are used to 
determine whether mHealth interventions work as intended for 
end users. 

In the 7 of the 32 reviewed articles (22 %) that discussed 
evaluation, the following four techniques were used to 
evaluate design: semi structured interviews, usability 
inspection, survey, and randomized control trial. Table II 
summarizes the evaluation techniques, their benefits and 
drawbacks, and the design goals. 

These various evaluation techniques in Table II can be 
divided into two categories: formative and summative. 
Formative evaluations, according to [47], are studies that aim 
to inform the development and design of effective intervention 
techniques. Summative evaluations, on the other hand, are 
techniques carried out at the completion of an intervention (or 
at the end of each stage of the intervention) to verify the 
degree to which expected results were achieved. 

TABLE II. EVALUATION TECHNIQUES AND DESIGN GOALS AS IDENTIFIED 

IN THE REVIEWED ARTICLES 

Article

s 

Evaluation 

techniques 
Descriptions 

Design 

Goals 
Considerations 

―Ref. 

[65]‖  

Semi 

structured  

This technique 

provides a 

channel for the 

distribution of 

UXs and 

sensations in 

the design 

process of 

mobile phone 

video 

messaging 

smoking 

cessation 

intervention 

and 

multimedia 

messaging 

depression 

prevention 

intervention. 

Empathic 

design:  

Benefits: inform 

changes to 

increase 

satisfaction, 

interaction, and 

adapt to end-

user needs; 

identify a variety 

of issues 

associated with 

intervention use 

Drawbacks: 

subject to bias, 

especially if 

there isn't 

enough time to 

collect and 

transcribe data 

and it takes more 

than one person 

to decide on the 

themes 

generating. 

―Ref. 

[79]‖ 

Usability 

inspection 

The goal of 

this technique 

is to first, 

incorporate 

real-time user 

experience by 

delivering a 

task to users 

and observing 

them as they 

complete the 

task … and 

second, refinin

g the content, 

potential 

functionality, 

and interface 

… based on 

user feedback. 

User 

experience

: 

Benefits: allows 

to determine 

which features 

of the 

intervention 

influenced user 

engagement in 

real time. 

Drawbacks: may 

place a mental 

burden on the 

users, making it 

difficult for the 

observer to 

analyze the data 

collected. 

―Ref. 

[8]‖ 

Usability 

inspection 

User 

experience 

and 

Empathic 

design  

―Ref. 

[67]‖ 

Randomized 

controlled 

trial 

A planned 

experiment 

that compares 

the 

effectiveness 

of an 

intervention. 

Empathic 

design 

process 

and 

inclusiven

ess 

Benefits: high 

standard of 

study design 

 

 

 

Drawbacks: 

Ethical concerns 

and the 

difficulty of 

randomizing 

subjects 

―Ref. 

[73]‖ 

Randomized 

controlled 

trial 

Randomized 

controlled, 

trial to test the 

efficacy of a 

SmartPhone-

based 

intervention to 

promote 

postpartum 

weight loss. 

Efficacy, 

predictive 

and 

personaliz

ed 
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―Ref. 

[77]‖ 
Survey 

Structured 

questionnaires 

with many 

questions to 

elicit 

comprehensive 

information 

…. 

User 

experience

, efficacy 

and 

inclusiven

ess 

Benefit: It may 

be less 

expensive than 

alternatives. 

 

Drawbacks Does 

not give an 

indication of the 

sequence of 

events because 

they are carried 

out at one time 

point. 

―Ref. 

[75]‖ 

Usability 

inspection 

Incorporate 

real-time user 

experience by 

delivering a 

task to users 

and observing 

them as they 

complete the 

task in the 

design of a 

mHealth 

intervention 

and analyzing 

and reporting 

the results 

through the 

lens of the 

combined 

Information 

Systems 

Research 

(ISR) 

framework and 

design 

thinking 

approach. 

User 

experience

, efficacy, 

predictive 

and 

personaliz

ed and 

some 

extent 

empathic 

design 

process 

Benefits: allows 

to determine 

which features 

of the 

intervention 

influenced user 

engagement, 

effective and 

usable in real 

time. 

Drawbacks: may 

place a mental 

burden on the 

users. 

H. Checklist of Design Process to Improve user Engagement 

We developed a checklist based on a comprehensive 
evaluation of the 32 articles that considers 6 themes of the 
design process and the corresponding implementations. There 
were 16 items reported that improve user engagement in total, 
and we provide explanations and illustrations as a basis for 
future research (Table III). 

TABLE III. CHECKLIST OF DESIGN PROCESS THAT ENHANCE USER 

ENGAGEMENT 

Themes Criteria  

Goal of the design 

1. Outline in a clear statement the goals of the 

design. 

2. Identify metrics that will allow mHealth 

designers and developers to track progress and 

determine when the design's goals have been 
met. 

Design target 
populations 

3. Identify stakeholders and their roles in the 

mobile health design. 
4. Include stakeholders with a diverse set of 

skills and perspectives and  

5. Involve all stakeholders from the beginning 
and throughout the design process of mHealth 

interventions. 
6. Examine the ethical issues surrounding 

participant enrollment, such as obtaining 

consent and maintaining confidentiality. 
7.  

Design method 

8. Base the design on a clear understanding of 
the users, tasks performance, and 

environments. 
9. Provide task performance and environment 

information tailored to the user's preferences. 

Design approach 

10. Use an iterative design process. 

11. Ensure that the design process considers the 
entire user experience, flow and aesthetics. 

Socio-technical 

aspects 

12. Use Techno-social design (TSD) and culture 

centered design (CCD) to incorporate users' 
socio-cultural contexts into the design of 

mHealth interventions. 

13. Co-designing with users to understand their 
values is preferable to designing for users. 

14. Identify the barriers and facilitators of 
intervention participation among study 

participants. Individual-level structural 

barriers or facilitators, as well as other factors 

that may limit a user's ability to engage with 

the intervention, should be addressed. 

Design evaluations 

15. Assess how users felt about the intervention or 
how satisfied they were with it. 

16. Describe the evaluation techniques used (for 

example, usability testing), along with the 
target group(s). 

Determine whether the mHealth intervention 

incurred costs that were proportionate to the 
benefits of the design's goal. 

V. DISCUSSION 

In response to several requests for more information on 
how to design mHealth interventions that effectively engage 
their users and measure engagement, this systematic literature 
review paints a picture of how these design processes address 
user engagement and their socio-cultural contexts. As a 
methodological framework, user-centered design is used, and 
related projects that explicitly apply that framework are 
presented. Based on the articles we reviewed, we used 
thematic synthesis to identify design processes that increased 
user engagement with mHealth interventions. This paper 
discusses six analytical themes related to the design process 
that can strengthen user engagement with mHealth 
interventions. We created a design process checklist that 
improves user engagement to encourage better application of 
the study's findings to future mHealth intervention 
development. This tool contains 16 evidence-based items that 
are clearly described for mHealth intervention designers and 
developers. 

This research yields four major findings. To begin, a 
robust design process for user engagement with mHealth that 
incorporates users' socio-cultural contexts into the design of 
mHealth interventions is required. It has been established that 
the socio-cultural contexts associated with user engagement 
are important factors to consider when attempting to achieve 
user engagement with technology [11]. Techno-social design 
(TSD) and culture-centered design (CCD) are design 
principles that emphasize users' social and cultural 
backgrounds [93]. CCD focuses on the target user and their 
specific cultural situation. It offers a complementary, rather 
than diametrically opposed perspective to existing design 
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methodologies [93]. These design approaches would 
incorporate user feedback into the mHealth intervention 
design process. Ethnographic observation or any other 
methods of describing the mechanism of user engagement 
with mHealth applications and designing engaging mHealth 
applications could be used in user research. 

Second, the systematic review of literature revealed that 
mHealth designs should explicitly use user- or human-
centered design approaches and involve users from the 
beginning to understand their needs, as well as throughout the 
mHealth design process. This finding is consistent with user-
centered design interpretations and requirements, which assert 
that such a process must involve users and understand their 
needs early and throughout an iterative process. 

Third, mHealth initiatives could conduct initial evaluations 
by soliciting user feedback (for example, through semi-
structured interviews or surveys), users interacting with 
mHealth application prototypes using the usability inspection 
method and asking detailed questions of what users 
recognized from the prototype and how it engaged them 
during user testing. 

Finally, more collaboration between patient and clinician 
populations in mHealth design should be allowed in all 
mHealth projects. Involvement and engagement of 
stakeholders (patients and clinicians) in research teams should 
be encouraged in order to foster an appropriate partnership. To 
keep the use of mHealth tools relevant, [94] states that a 
technology-enabled health care partnership with patients and 
clinicians is required. 

We acknowledge some limitations in our work, namely 
that the literature on mHealth design processes is primarily 
focused on efficacy and general user experience, as well as 
other design objectives, with eleven of 32 articles emphasizing 
the importance of identifying socio-cultural contexts of the 
user group in the mHealth design process. The articles, 
however, did not provide extensive and clear guidance, 
frameworks, or methods for uncovering such socio-cultural 
contexts in order to improve user engagement with mHealth 
technology. There was little evidence of these design 
processes being evaluated (as opposed to mHealth 
intervention evaluations). As a result, there is a gap in 
understanding and examining the factors that influence 
mHealth engagement, acceptance, and usage processes within 
the mHealth design process. This gap explains why mHealth 
interventions are poorly accepted and have a limited impact. 

Despite these limitations and constraints, we believe the 
research findings have significant implications, prompting us 
to make the following recommendations. 

1) An ideal mHealth app user engagement framework 

should capture the users' sociocultural contexts in order to 

assist mHealth developers and implementers in determining 

which aspects of the interaction with technology engage, or 

fail to engage, users. This would overcome the limitations of 

previous frameworks by covering the design of mHealth apps 

for user engagement. 

2) To assess user engagement with an app, mHealth 

evaluation criteria should be clear, concise, specific, and 

objective. It is also critical to assess user engagement early in 

the design process of mHealth interventions and consider 

improving the user-centered design framework and perhaps 

using other frameworks, particularly techno-social design 

(TSD) and cultural centered design (CCD), that consider 

design principles emphasizing users' social and cultural 

contexts in the design of mHealth interventions. 

3) A comprehensive objective mHealth user engagement 

design framework requires future testing on various platforms 

across many mHealth implementations to determine a low-

burden approach to improve user engagement cheaply and 

efficiently. 

4) There are contributions about theory-based mHealth 

systems for, user-engaged mHealth interventions based on 

behavioural techniques. However, the reviews emphasize the 

need to develop a framework that will employ processes and 

tools that uncover socio-cultural contexts of end users into the 

design of mHealth technologies and encompasses all the areas 

that this systematic review identified as important for user 

engagement with mHealth. 

VI. CONCLUSION 

This systematic review of the literature looks at articles 
that focus on the design processes of mHealth interventions. 
We provided a thorough comparison of the design methods 
and who the design targets for mHealth design interventions, 
highlight trends in the mobile design process, targeting 
patients and/or clinicians, including design goals implemented 
alongside the mHealth interventions, design process approach 
used, sociotechnical aspects of the systems, and mHealth 
intervention evaluations. The strengths and weaknesses of 
existing mHealth design processes for user engagement are 
discussed, and recommendations for future research in these 
areas are made. We discovered that only a few of the reviewed 
articles considered the evaluation of mHealth interventions, 
and the majority of the articles did not consider a framework 
that will incorporate processes and tools that uncover end 
users' socio-cultural contexts into the design of mHealth 
technologies. According to the findings, the participatory 
approach of user-centered designs was most frequently used in 
the review articles. 
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Abstract—Sarcasm is a state of speech in which the speaker 

says something that is externally unfriendly with a purpose of 

abusing/deriding the listener and/or a third person. Since 

sarcasm detection is mainly based on the context of utterances or 

sentences, it is hard to design a model to proficiently detect 

sarcasm in the domain of natural language processing (NLP). 

Despite the fact that various methods for detecting sarcasm have 

been created utilizing statistical machine learning and rule-based 

approaches, they are unable of discerning figurative meanings of 

words. The models developed using deep learning approaches 

have shown superior performance for sarcasm detection over 

traditional approaches. With this motivation, this paper develops 

novel deep learning (DL) enabled sarcasm detection and 

classification (DLE-SDC) model. The DLE-SDC technique 

primarily involves pre-processing stage which encompasses single 

character removal, multispaces removal, URL removal, stop 

word removal, and tokenization. Next to data preprocessing, the 

preprocessed data is converted into the feature vector by Glove 

Embeddings technique. Followed by, convolutional neural 

network with recurrent neural network (CNN-RNN) technique is 

utilized to detect and classify sarcasm. In order to boost the 

detection outcomes of the CNN+RNN technique, a hyper 

parameter tuning process utilizing teaching and learning based 

optimization (TLBO) algorithm is employed in such a way that 

the classification performance gets increased. The DLE-SDC 

model is validated using the benchmark dataset and the 

performance is examined interms of precision, recall, accuracy, 

and F1-score. 

Keywords—Sarcasm detection; data classification; deep 

learning; feature extraction; TLBO algorithm; parameter 

optimization 

I. INTRODUCTION 

Sarcasm detection in discussions has become ever more 
popular amongst natural language processing (NLP) scientists 
with the greater usage of communicative threats on social 
networking platforms. Natural language is an essential data 
source of human emotions. Automatic sarcasm detection is 
repeatedly defined as an NLP problem since it mainly needs to 
understand the human emotions language, expressions 
expressed by the non-textual/textual content. Sarcasm detection 
has gained more attention in previous decades since it 
facilitates precise analysis in online reviews and comments [1]. 
As an illustrative approach, sarcasm utilizes word in a manner 

which differs from the traditional meaning and order as result 
of misleading polarity classification. The results obtained in 
this development can be used for information categorization. 

Sarcasm could be deliberated as an implied form of 
emotion. Usually, it transmits the reverse of what has been 
aimed. Generally, Sarcasm is related to literary devices like 
satire and wit/irony i.e., utilized for insult, refutes, amuse or 
make fun of. Specifically, the teacher exclaimed “Credit to 
your hard work. I have been never impressed more in my 
lifetime. Lol!” these sentences might expose i.e., gratitude. But, 
the expression of a speaker and context demonstrate the 
sarcastic manner of these expressions. In the lack of visible 
expression, defining sarcasm in Twitter is a challenging one. A 
stimulating perception of sarcasm has been proposed by [2] in 
which the analyses were carried out in 2 sarcastic states: all 
centric and egocentric. The previous terms indicate that the 
sarcasm was observed/felt only from the participant's point of 
view and not from addressees‟ perception and the last one 
indicates sarcasm being observed from the addressee and 
participant perspectives. The generic understanding of the 
result transmits the prosodic feature, the one including pattern 
of sounds and stress is more useful in identifying sarcasm 
when compared to contextual features. 

Fundamental analyses of sentiment from the text mightn‟t 
be effective for understanding the clear stimulation because of 
the existence of different literary devices like irony, sarcasm, 
and so on [3]. Thus, sarcasm detection is highly required for 
avoiding all kinds of misinterpretation in all kinds of 
transmission and for ensuring that meaning aimed in the 
statement is assumed accordingly. Automatically identifying 
sarcasm could be a difficult task that could be demonstrated by 
automatic sarcasm analysis and detection. Identifying sarcastic 
statements becomes an essential process in social networking 
applications since it effects the organization that mines social 
networking data. In spite of the existence of several potential 
features are extracted from text, they could be gathered into 
major classes, such as contextual, lexical, pragmatic, and 
hyperbolic features [4]. The fundamental objective of this 
study is to classify sarcasm into different kinds that aid in 
understanding the intent to hurt or level of hurt i.e., existing in 
the sarcastic statements. Because sarcasm may elicit a broad 
range of feelings in a person, it can either make the receiver 
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laugh or, in the worst-case it might elicit a deeper sense of 
emotional harm. The applications of type detection might be 
effective in understanding the sentiments behindhand sarcasm, 
which offer a perspective to the sentimental condition of the 
person engaging in a sarcastic discussion, namely, the one on 
whom sarcasm was meant and the person who employs 
sarcasm. 

Several machine learning, rule-based, deep learning, and 
statistical based methods have been stated in related works on 
automated sarcasm detection in one sentence i.e., frequently 
based on the content of words in isolation. This involves a 
variety of methods like multimodal (text image) content [5] 
sense disambiguation and polarity flip detection in text [6]. 
Previous research on detecting sarcasm in text includes 
pragmatic (context) and lexical (content) clues [7] such as 
sentiments, interjections, and punctuation alterations, which are 
major indicators of sarcasm [8]. The characteristics in this 
study are handmade and cannot be generalized due to the 
presence of metaphorical slang and informal language, which 
are often used in online communication. Current research [9, 
10] use NN for learning contextual and lexical features, 
eliminating the necessity for handmade features with the 
development DL method. In this paper, word embeddings are 
used to train recurrent, deep convolutional, or attention-based 
neural networks to achieve advanced results on a variety of 
large-scale datasets. 

This paper develops novel deep learning (DL) enabled 
sarcasm detection and classification (DLE-SDC) model. The 
DLE-SDC technique primarily involves pre-processing stage 
which takes place at different levels. Then, Glove Embedding 
technique is used for the representation of word vectors. 
Moreover, convolutional neural network with recurrent neural 
network (CNN-RNN) technique is utilized to detect and 
classify sarcasm. In order to boost the detection outcomes of 
the CNN+RNN technique, a hyper parameter tuning process 
using teaching and learning based optimization (TLBO) 
algorithm is employed in such a way that the classification 
performance gets increased. A wide range of simulations take 
place on benchmark datasets and validate the results interms of 
different measures. 

II. LITERATURE REVIEW 

In Nayel et al. [11], a method that relied on a supervised 
ML approach named SVM was utilized for detecting sarcasm. 
The presented method was calculated by an ArSarcasm-v2 
dataset. The efficiency of the presented method was related to 
another method provided to sarcasm detection shared task and 
sentiment analyses. Kumar and Harish [12] proposed a new 
method for classifying sarcastic text with content based FS 
technique. The projected method is composed of 2 phase FS 
methods for selecting better representation features. In initial 
phase, traditional FS approaches like MI, IG and Chi-square 
are utilized for selecting appropriate features subset. The 
selected feature subset is additionally developed by the next 
phase. In following phase, k-means clustering process is 
utilized for selecting better representation features between 
same features. The selected features are categorized by 2 SVM 
and RF classifiers. Chatterjee et al. [13] designed features to 
detect sarcasm by realistic features which considered the 

context of word. The method is depending upon a linguistic 
method which defines how human differentiate among various 
kinds of untruth. Later, they train different ML based 
classifiers and relate their accuracy. 

Razali et al. [14] focus on detecting sarcasm in tweets by 
combining DL derived features with contextual constructed 
feature sets. A feature set is retrieved from a CNN framework 
and carefully combined with the handmade feature set. Those 
custom feature sets are developed based on their contextual 
explanation. Every feature set is specifically designed for the 
solitary task of detecting sarcasm. The aim is to find the 
optimum features. Few sets are beneficial for working even if it 
is utilized individually. Other sets aren‟t really substantial 
without integration. The result of the experiment shows 
positive based on Precision, Accuracy, F1-measure, and Recall. 
The integration of features is categorized by ML methods for 
the purposes of comparison. The LR approach is considered as 
an optimal classification approach for this work. In Rajeswari 
and ShanthiBala [15], a supervised classification method viz., 
MNNB is utilized for detecting sarcasm, and SVM is utilized 
for detecting the types of sarcasm. In this work, the sarcasm is 
extracted from the twitters using MNNB. The tweets contain 
noisy messages and are managed well for efficient detection of 
sarcasm. Additionally, the types of sarcasm are also detected 
for diagnosing the state of the user. 

Zhang et al. [16] proposed the utilization of NN for 
detecting sarcasm tweets and compared the impacts of 
continuous automated features using discrete manual features. 
Particularly, they utilize bi-directional gated RNN for capturing 
syntactic and semantic data on twitters, and a pooling NN for 
extracting contextual features manually from past twitters. 
Akula and Garibay [17] concentrate on identifying sarcasm in 
textual conversation from different societal and online 
platforms for networking. Eventually, they developed an 
interpretable DL method with gated recurrent units and multi-
head self-attention. The major goal of this work [18] is the 
sentiment analyses of people's opinions exposed on Face book 
based on the present epidemic condition in lower resource 
language. To perform this, they have made a large scale dataset 
consist of 10,742 automatically categorized commentaries in 
the Albanian language. Moreover, in this study, they reported 
the effort on the development and design of sentiment analyses 
based on DL approach. Consequently, they reported the 
investigational finding attained from this presented sentiment 
analysis by different classification methods using static and 
contextualized word embedding, i.e., BERT and fast Text, 
validated and trained on these curate and collected datasets. 
Das and Kolya [19] ,the sarcastic word distribution properties 
of a common pop culture sarcasm corpus, which includes 
sarcastic speeches and dialogues, are automatically extracted. 
Further, they proposed an amalgamation of 4p LSTM, each 
contains unique activation classifier. Those models are mainly 
intended to effectively identifying sarcasm from the text 
corpus. 

Sundararajan and Palanisamy [20] aim are to enhance the 
present methods by integrating a novel perception that 
categorizes the sarcasm on the basis of the levels of harshness 
applied. The main application of the projected study will be 
associating the mood of an individual to the types of sarcasm 
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shown by him/her that can give main perceptions regarding the 
emotional behaviour of an individual. An ensemble-based FS 
approach was proposed for choosing the optimum collection of 
features for detecting sarcasm in tweets. This optimal 
collection of attributes was used to determine whether the 
tweets were sarcastic or not. Afterward identifying the sarcastic 
sentence, a multi-rule based method was projected for 
determining the sarcasm types. Kumar et al. [21] used Mustard, 
a typical conversation dataset to determine the use of an 
ensemble supervised learning approach for identifying 
sarcasm. Furthermore, it can be useful in reducing model bias 
and assisting decision makers in knowing how to use this 
model accurately. Liyuan Liu et al. [22] Proposed a method 
called A2Text-Net which combines auxiliary variables to 
improve the performance of sarcastic sentiment classification. 

III. THE PROPOSED MODEL 

This study has developed a DLE-SDC technique to classify 
the presence of sarcasm. The working process is demonstrated 
in Fig. 1. The proposed method involves different processes 
namely, preprocessing, Glove based word vector 
representation, CNN-RNN based classification, and TLBO 
based parameter optimization. 

A. Data Pre-processing 

At the first stage, the data is pre-processed to transform into 
a compatible format. The different sub processes involved in 
data pre-processing are: 

 Remove single letter words. 

 Remove multiple spaces. 

 Remove punctuation marks. 

 Remove numbers. 

 Remove stop words and. 

 Convert uppercase characters into lowercase. 

 

Fig. 1. Working Process of DLE-SDC Model. 

B. Glove based Word Representation 

The Glove approach can able to generate a vector depiction 
of words in the application of similarity between words as 
invariant. It utilizes 2 different methods as CBOW and Skip-
gram. The problem related to the conventional methods 
includes minimum accuracy, maximum processing time, etc. 
The primary objective of Glove is to incorporate the 
approaches proposed by 2 techniques wherein optimal 
accuracy must be assured. In previous to generating Glove 
approach, the vector depiction of words has been determined. 
The approaches are employed to generate a vector using 
standard dimensions (d) for all the words. The approach that 
employs similarity between 2 words as invariant wherein the 
words in similar contents is taken into account and show same 
meaning. 

Assume the terms beforehand presenting a formulation of 
Glove: 

 Take a matrix of word to word   ‐existence count as 
denoted by  , whereas values    store the amount of 

iterations in a word   in a sentence of word    

 Assume that    ∑      represents the amount of 
times a word could be repeating in content of word    

 Finally, consider                   denotes a 

likelihood of word   displayed in context of word    

Let us take 2 words   &   i.e., associated with each other in 
content; e.g., suppose that cricket is a subject matter so that    
duck and    boundary. Analyzing a ratio of coexistence 
probability with distinct probe words, k, reveals the 
relationships between those words. In words , i.e., associated 
with duck by not including the boundary, let        thus the 
ratio        is maximalized. Similarly, in words   depends on 

boundary by not including duck, let    six, so that ratio is 
minimalized. Hence, words   like score i.e., appropriate to 
duck and boundary, as ratio is nearly 1. Conventional logic 
suggests that the proportion of coexistence possibilities might 
be used as a starting point to calculate the similarity between 
those terms. The ratio        is based on 3 words j, and k, in 

which standard method simulates the process as follows, 

 (       ̂ )  
   

   
               (1) 

Whereas      denotes word vector and  ̂  
  represents separate context word vector. As vector spaces 
are integrally linear structures and assume vector variances. 

         
   ̂   

   

   
             (2) 

The application of algebraic function and group theory are 
given below: 

         
  ̂   

 (  
  ̂ )

 (  
  ̂ )

             (3) 

          
  ̂       

   

  

 

  
  ̂                                
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   ̂       

   

  

 

In which „ ‟ represents a dot product between 2 vectors    
and   whereas     indicates an exponent function. 

  
   ̂                                        (4) 

and the         represents a constant in word  , the 
aforementioned operation is altered by: 

  
   ̂      ̂                        (5) 

In which   represents a bias for word   and  ̂ indicates a 
bias for word    

Later, the optimum function from ML perception is written 
as follows: RHS from previous equations are calculated from 
corpus, which should be updated from LHS to produce relevant 
RHS. Thus, hypothesis (h) determines LHS, while RHS is 
referred to as output (y). The cost function is then converted 
using the least square method: 

  ∑   
     

   ̂      ̂             
             (6) 

and it is necessary to minimize the cost function. But, 
previous to employing GD, the cost function should be 
increase dramatically by some weights to each two words; 
hence, a cost function may be thought of as a memory that 
preserves data depending on previously calculated values. 

  ∑            
   ̂       

             
            (7) 

whereas        denotes weight associated with 

  ‐existence of term   with  . Generally,   is called as: 

 
 

      

               

          

Later, when a partial derivative of   is handled by    as 
follows: 

  

   

 ∑
  

     

 

   

  

In which   implies a dimension of word    

If    is a vector for           , 
  

   
 would be: 

(
  

     
        )  (

  

     
        )  (

  

     
        ) (8) 

Therefore, a vector of        . Hence, the manner of 
calculating derivatives is based on a word wherein GD is 
employed by learning rate alpha       , to train          
module. Consequently, when the module is trained, the words 
with similar meanings are extracted with producing an 
arbitrary word as input. In businesses, words with similar 
meanings such as business, Market, industry, products, share 
market, stock, etc. 

C. Sarcasm Detection using CNN-RNN Technique 

The extracted feature word vectors are fed into the CNN-
RNN technique for the classification of sarcasm. RNN is a kind 
of NN which preserves internal hidden state for modelling 
dynamic temporal behaviour of series using random lengths by 
directed cyclic relations among its unit. It could be taken into 
account as a hidden Markov method extension which applies 
nonlinear transition function and can able to model long-term 
temporal dependency. LSTM prolongs RNN by including a 
forget gate   for controlling either to forget the present state; 
an input gate   for indicating whether it read the input; an 
output gate   for controlling either to output the states [23]. 
That gate enables LSTM for learning long‐term dependencies 
in a series, and also facilitates it for optimizing since that gate 
helps the input signal to efficiently broadcast via the recurrent 
hidden state      without influencing the output. Also, LSTM 
efficiently handles the gradient exploding or vanishing 
problems which usually appear in RNN training   Fig. 2 
illustrates the framework of CNN model. 

    (                 ) 

    (                  ) 

     (                  )            (9) 

    (   
          

     ) 

                     

               

In which      denotes an activation function,   indicates 
the product using gate value, and different   matrices are 
learned parameters. They use the rectified linear unit (ReLU) 
as the activation function in this performance. A new CNN-
RNN architecture is employed for multi label classification 
problems. It consists of: The CNN extract semantic 
representation from the image; the RNN models label or image 
relations and label dependency. The recurrent, label and image 
depictions are proposed to the similar low dimension space for 
modelling the label redundancy and the image text relation. 

Fig. 3 demonstrates the structure of RNN model. The RNN 
method is applied as a compact but a strong representation of 
the label co-existence dependencies in this space. It takes the 
embedding of the predictive labels at every time step and 
maintains a hidden state for modelling the label's co-existence 
data. The a priori likelihood of a label provided the previous 
prediction label could be calculated based on their dot product 
with the addition of recurrent and image embeddings. 

 

Fig. 2. Structure of CNN. 
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Fig. 3. Architecture of RNN. 

A label   is denoted as a one‐hot vector 
   [            ]  , i.e., 1 at kth position, and   
somewhere else. The label embedding could be attained by 
multiplying the one‐hot vector using a label embedding matrix 
    The kth row of    denotes the label embedding of label    

                     (10) 

The dimension of    is generally lower compared to the 
amount of labels. The recurrent layer takes the label 
embedding of the previous prediction label, and models the 
co‐existence dependency in its hidden recurrent state by 
learning nonlinear function: 

       (            )        (            )  (11) 

whereas      and      represents the hidden state and 
output of the recurrent layer at the time step  , correspondingly, 
      indicates the label embedding of t‐th label in the 
predictive path, and      ,        signifies the nonlinear RNN 
function. The image depiction and output of recurrent layer are 
proposed to the similar low dimension space as the label 
embedding. 

       
        

               (12) 

whereas   
  &   

  denotes the prediction matrix for image 
depiction and recurrent layer output, correspondingly. The 
column count of   

  &   
  indicates the similar as label 

embedding matrix      represents the CNN image depiction. 
They would display in second that the learned joint embedding 
efficiently characterizes the significance of labels and images. 
Lastly, the label score could be calculated by multiplying the 
transpose of    &    for computing the distances among    and 
every label embedding. 

       
                 (13) 

The prediction label likelihood could be calculated by 
soft     regularization on the scores. Fig. 4 depicts the 
architecture of LSTM model. 

D. Hyperparameter Optimization using TLBO Algorithm 

At the final stage, the learning rate of the CNN-RNN 
technique is optimally chosen by the use of TLBO algorithm in 
such a way that the sarcasm detection outcome gets increased. 
TLBO technique is a novel type of metaheuristic approach 
which is dependent upon teaching– learning model. It can be 
established by Rao et al. [24] for solving optimization issues. It 
can be simulated as feeding the knowledge in a class where 

students initially gain information from teacher and next with 
mutual interface. The TLBO technique has population based 
optimized technique where the set or class of students regarded 
as population. Therefore, the student of class signifies the 
possible solution of difficulty. The TLBO technique includes 
two stages as given below. 

1) Teacher level: This level defines the learning of student 

from teacher. The teachers attempt for improving the 

knowledge level of student and uses for obtaining optimum 

marks. However, the student gains information and attain 

marks based on quality of teaching distributed as teacher and 

quality of student existing in the class. In order to simulate, 

supposing there are „n‟ amount of subjects (          ) 

existing to „  ‟ amount of students (population size,   
       ). In some teaching‐learning cycles (iteration, 

           ),   
  represents the mean outcome of students 

in specific subject „j‟. The teacher is one of the skilled, 

experienced, and extremely learned person in society. For 

simulating this model, an optimum student (possible solution) 

in total population was regarded as teacher. The variance 

among the outcome of teacher and the mean outcome of 

students in subject „j‟ is provided as:  

  
   (    

      
 )           (14) 

where    implies the teaching influence that decided the 
value of mean that altered and   implies the arbitrary number 
in range 0 to 1.    signifies not parameter of TLBO technique 
and their value is either be one or two [25]. The possible 
solution (student) is enhanced by moving its places near the 
place of an optimum possible solution (teacher) by taking into 
account the present mean value of possible solution. For 
simulating this detail, the  th

 possible solution in the population 
at k

th
 teaching‐learning cycle is upgraded based on subsequent 

written as: 

        
          

    
             (15) 

When       
  implies the superior to      

 , then       
  is 

recognized; Then it can be rejected. Every accepted possible 
solution is continued and these developed the input to student 
phase. 

 

Fig. 4. Framework of LSTM. 
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2) Student level: Here, the student gains information with 

mutual communication. The students interrelate arbitrarily 

with another student of class for improving knowledge. 

Therefore, when the student (v) has superior to student (u), 

afterward student (u) is stimulated near student (v). Then, 

student (u) was stimulated away from student (v). The 

learning viewpoint of this phase is provided here. Two 

students (possible solution,   
    

 ) are arbitrarily elected from 

class (population), where  ,   are 2 integers arbitrary number 

go to [1,   ] and    . 

If     
       

   

           
      

        
      

   

Else 

           
      

        
      

   

Endif 

where      implies the fitness function (FF) which is 
utilized for finding the fitness value of possible solutions, 

           
  refers the  th design variable of altered possible 

solutions from student level at kth teaching‐learning iteration. 

Afterward, the fitness value of          
  is estimated. 

If  (        
 )          

   

      
          

  

Else 

      
        

  

End if 

IV. PERFORMANCE VALIDATION 

A. Implementation Setup 

The DLE-SDC technique is implemented on Python 3.6.5 
tool with additional packages such as tensorflow-gpu==2.2.0, 
pandas, nltk, tqdm, scikit-learn, matplotlib, seaborn, pretty 
table, pyqt5==5.14, pycm, and numpy==1.19.5. The DLE-SDC 
technique is tested using a News Headlines Dataset For 
Sarcasm Detection dataset from Kaggle Repository [26]. The 
execution process of the DLE-SDC technique is given in 
Appendix (Fig. 13 to 16). 

B. Results Analysis 

This section examines the sarcasm detection performance 
of the DLE-SDC technique against several aspects. The DLE-
SDC technique is investigated interms of different measures 
namely precision, recall, accuracy, and F-measures. The 
confusion matrix generated by the DLE-SDC technique on the 
classification of sarcasm is depicted in Fig. 5. The figure 
showcased that the DLE-SDC technique has classified a total 
of 14166 instances into non-sarcastic and 12639 instances into 
sarcastic ones. 

A brief classification results analysis of the DLE-SDC 
technique with other DL techniques takes place in Table I and 
Fig. 6. From the resultant values, it is noticeable that the CNN-
TLBO algorithm has offered lower classification outcomes 
with the precision of 0.9021, recall of 0.8946, accuracy of 

0.8974, and F-measure of 0.8943. Then, the RNN-TLBO 
algorithm has gained somewhat increased performance with 
the precision of 0.9135, recall of 0.9036, accuracy of 0.9067, 
and F-measure of 0.9035. Eventually, the CNN-RNN model 
has obtained moderately closer outcome with the precision of 
0.9275, recall of 0.9160, accuracy of 0.9192, and F-measure of 
0.9182. However, the DLE-SDC technique has outperformed 
all the other DL models with the precision of 0.9406, recall of 
0.9401, accuracy of 0.9405, and F-measure of 0.9403. 

Accuracy analysis of the DLE-SDC technique is 
investigated under varying numbers of epochs in Fig. 7. The 
figure showcased that the training and training accuracy values 
get increased with an increase in epoch count. Particularly, 
validation accuracy is found to be superior to training accuracy. 

 

Fig. 5. Confusion Matrix of the DLE-SDC Model. 

TABLE I. RESULTS ANALYSIS OF PROPOSED DLE-SDC MODEL WITH 

VARIOUS DEEP LEARNING MODELS 

Methods Precision Recall Accuracy F-Measure 

Proposed DLE-SDC 0.9406 0.9401 0.9405 0.9403 

CNN-RNN 0.9275 0.9160 0.9192 0.9182 

RNN-TLBO 0.9135 0.9036 0.9067 0.9035 

CNN-TLBO 0.9021 0.8946 0.8974 0.8943 

 

Fig. 6. Result Analysis of DLE-SDC Model with Different Measures. 
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Fig. 7. Accuracy Graph on Proposed DLE-SDC Model. 

 

Fig. 8. Loss Graph on Proposed DLE-SDC Model. 

A loss graph analysis of the DLE-SDC technique is 
examined under variable number of epochs in Fig. 8. The 
figure has shown that the training and training loss values get 
reduced with a rise in number of epoch. Particularly, the 
validation loss seems to be lower than the training loss of the 
DLE-SDC technique. 

Fig. 9 examines the ROC analysis of the proposed DLE-
SDC technique on the applied dataset. The figure portrayed 
that the proposed DLE-SDC technique has accomplished better 
performance with a maximum ROC of 0.98. 

Finally, a comprehensive comparative study of the DLE-
SDC technique with other techniques takes place in Table II 
[27]. Fig. 10 displays the precision analysis of the DLE-SDC 
technique with other techniques. The figure portrayed that the 
GRNN and VLSTM techniques have offered ineffective 
outcomes with the least precision of 0.663 and 0.673 
respectively. Also, the E-BiLSTMA and ALSTM techniques 
have showcased slightly improved outcomes with the precision 
of 0.684 and 0.687 respectively. Moreover, the VCNN, 

NBOW, E-BiLSTM, and E-BiLSTMMF techniques have 
reached a moderately closer precision of 0.71, 0.712, 0.759, 
and 0.778 respectively. Furthermore, the MMNSS and A2Text-
Net techniques have obtained competitive outcomes with the 
precision of 0.857 and 0.917. However, the proposed DLE-
SDC technique has resulted in superior outcomes with a 
maximum precision of 0.941. 

Fig. 11 showcases the recall analysis of the DLE-SDC 
approach with other methods. The figure demonstrated that the 
NBOW and GRNN approaches have offered ineffective results 
with the minimum recall of 0.623 and 0.647 correspondingly. 
In line with this, the VCNN and VLSTM manners have 
exhibited somewhat increased results with the recall of 0.671 
and 0.672 correspondingly. Furthermore, the ALSTM, E-
BiLSTMA, E-BiLSTMF, and E-BiLSTM methodologies have 
reached a moderately closer recall of 0.686, 0.708, 0.735, and 
0.750 correspondingly. Along with that, the MMNSS and 
A2Text-Net methods have attained competitive results with the 
recall of 0.892 and 0.910. Eventually, the projected DLE-SDC 
approach has resulted in higher results with the maximal recall 
of 0.940. 

 

Fig. 9. ROC Analysis on Proposed DLE-SDC Model. 

TABLE II. RESULTS ANALYSIS OF EXISTING WITH PROPOSED DLE-SDC 

MODEL IN TERMS OF DIFFERENT MEASURES 

Methods Precision Recall F-Measure 

Proposed DLE-SDC 0.941 0.940 0.940 

MMNSS 0.857 0.892 0.871 

NBOW 0.712 0.623 0.641 

VCNN 0.710 0.671 0.685 

VLSTM 0.673 0.672 0.672 

ALSTM 0.687 0.686 0.687 

GRNN 0.663 0.647 0.654 

E-BiLSTM 0.759 0.750 0.759 

E-BiLSTMF 0.778 0.735 0.753 

E-BiLSTMA 0.684 0.708 0.694 

A2Text-Net 0.917 0.910 0.900 
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Fig. 10. Precision Analysis of DLE-SDC Model with Existing Techniques. 

 
 

Fig. 11. Recall Analysis of DLE-SDC Model with Existing Techniques. 

Fig. 12 depicts the F-measure analysis of the DLE-SDC 
method with other algorithms. The figure outperformed that the 
NBOW and GRNN methods have offered ineffective outcomes 
with the worse F-measure of 0.641 and 0.654 correspondingly. 
Similarly, the VLSTM and VCNN techniques have 
outperformed somewhat increased results with the F-measure 
of 0.672 and 0.685 correspondingly. In line with, the ALTSM, 
E-BiLSTMA, E-BiLSTMMF, and E-BiLSTM algorithms have 
reached a moderately closer F-measure of 0.687, 0.694, 0.753, 
and 0.759 respectively. Furthermore, the MMNSS and A2Text-
Net methodologies have obtained competitive outcomes with 
the F-measure of 0.871 and 0.900. However, the proposed 
DLE-SDC approach has resulted in maximum results with the 
superior F-measure of 0.940. 

 

Fig. 12. F-measure Analysis of DLE-SDC Model with Existing Techniques. 

From the above mentioned results analysis, it is observed 
that the DLE-SDC technique has accomplished maximum 
sarcasm detection performance and can be employed to detect 
sarcasm in online social media content. 

V. CONCLUSION 

This paper has presented a new DLE-SDC technique to 
identify and classify the sarcasm using DL technique. The 
proposed DLE-SDC technique comprises different stages of 
operations such as pre-processing, word vector representation, 
CNN+RNN based classification, and TLBO based hyper 
parameter optimization. Besides, the CNN-RNN technique 
involves the BiLSTM model of the detection and classification 
of sarcasm. In order to increase the sarcasm detection 
performance of the CNN-RNN model, TLBO algorithm is 
applied to determine the optimal learning rate of the presented 
CNN-RNN model and it is mainly used to boost the detection 
performance to a maximum extent. A wide range of 
simulations take place on benchmark datasets and validate the 
results interms of different measures. The simulation outcomes 
pointed out the supremacy of the DLE-SDC technique over the 
recent state of art techniques. As a part of future work, the 
sarcasm detection performance can be extended to the design 
of feature selection and clustering techniques. 
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Fig. 14. Preprocessing Module 

 

Fig. 15. Feature Extraction Module 
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Fig. 16. Classification Module 
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Abstract—Vocabulary of a language has a great role to play in 

the Natural Language Processing (NLP) applications. Such 

applications make use of lists like stop-word list, general service 

list, academic word list and technical domain word list. The 

technical domain word list differs with each domain and though 

it is available for fields like medicine, biology, computer science, 

physics and law, the domain of databases in specific has still not 

been explored. For the first time, we propose technical 

vocabulary comprising of POS-tagged unigram tokens and POS-

tagged unigram lemmata for the technical domain of databases. 

This vocabulary has been called DBTechVoc with a coined term. 

Notably, the multi-word phrases have also been considered, 

without their further tokenization, to maintain their semantics. 

The empirical results, with more than 1000 high quality research 

papers collected over a period of 45 years from 1976 to 2021, 

prove that the technical general word list of the domain of 

computer science is different from the technical and specific 

word list of the domain of databases. The overlap was found to 

be less than 2%. The research titles use 6% Rainbow stop words 

while 13% of the words used for the research paper titles are 

inflectional forms of lemmata. 

Keywords—Database; lemma; part-of-speech (POS); technical 

word list; token; unigram; vocabulary 

I. INTRODUCTION 

It has been empirically proved by Liu and Nation [1] that in 
order to comprehend a piece of text, at least 95% of the words 
should be recognized by the reader. In fact, this concept could 
be applied equally well to the listeners of a natural language 
too. Any person‟s knowledge of a language is just limited by 
the knowledge of the vocabulary of that language. It is needless 
to mention that though grammar of a language has an 
important role to play too, it is the number of words known to a 
reader or listener that contributes to the comprehension of the 
semantics of a language. There are a number of specific terms 
like tokens, lemmata and stop words, just to name a few, which 
are used by the linguists, computational linguists as well as 
those working in the area of Natural Language Processing 
(NLP). 

The importance of title of a research paper cannot be 
undermined. Several research works like those of Dewan and 
Gupta [2], Tullu [3], Mack [4] and Karagel and Karagel [5] 
have advocated and elaborated the importance of title of the 
research paper as a gist of the paper contents. Soler [6] 
conducted an exploratory study dedicated to the titles of 
scientific research papers. Hengl and Gould [7] emphatically 
highlighted that the title of the research papers should tend to 

clearly indicate the main contents of the research paper in 
addition to the actual discoveries discussed in the paper. 

Any text used to convey the necessary semantics consists 
of words. The process used for separating the individual units 
of this text is called Tokenization and the units so received are 
called Tokens [8]. These tokens may in turn be formed of 
single word, two words, etc. which are technically referred to 
as unigrams, bigrams, etc. respectively. Unlike Kyle [9], we 
have not considered the relevance of single, double, etc. 
unigrams. Also, the consideration of the unigrams in the 
present research work is with respect to the number of words in 
a sentence rather than the number of letters in a word. More 
specifically, for a period of 45 years from 1976 to 2021, we 
have considered 1031 titles of the database domain related 
research papers as the sentences and extracted unigrams as well 
as lemmata from these titles. The process of lemmatization is 
deployed to find the base morphological form of a word [10]. 
This form is called „lemma‟ if it is singular, and „lemmas‟ or 
„lemmata‟ if it is plural. Similarly, the Part-Of-Speech (POS) 
tagging is done in order to group the various tokens into 
different categories as well as to provide more information on 
the role of such tokens when used as words in a sentence [11]. 
The present research work makes use of Lemmatizer [12] 
provided by the Stanford University and the POS-tagger [13] 
provided by the University of Copenhagen. The POS-tagger 
[14] provided by the Princeton University has also been used. 

Smith [15] has discussed three main types of lists, viz. 
Academic, General and Technical. He defines the Academic 
Vocabulary is the list containing words which could be used 
for discourse in the academic world including the usage during 
conferences. He defines the General Vocabulary as consisting 
of the most frequently used words for a language. Similarly, he 
advocates that the Technical Vocabulary consists of the 
discipline-specific words. In wake of this context, the present 
research work deals with proposing the lists which fit in the 
category of Academic Vocabulary and Technical Vocabulary. 
It does not fit in the definition of General Vocabulary as we 
have not considered the words based on their frequency. We 
have presented the token list as well as the lemmata list, both 
of which are POS-tagged, towards the academic and technical 
categories of words for the technical database domain. 

Rest of the paper is structured as follows: Section 2 
presents the pertinent literature review. Section 3 elaborates the 
methodology, followed by section 4 presenting the results and 
discussion. The paper ends with the last Section 5 on 
conclusion and limitations of the present research work. Many 
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application areas and directions of future work are also 
presented in the last section. 

II. LITERATURE REVIEW 

Ever since the researchers recognized the importance of the 
vocabulary of a language, they have been working for the 
generation and in the field of word-lists. The research has 
gained more interest in the wake of several developments 
including the growth of various interdisciplinary fields like 
Computational Linguistics (CL), Natural Language Processing 
(NLP) and Foreign Language Understanding (FLU), among 
others. First of its kind, a general service list, comprising of 
most commonly used English words was proposed way back in 
1953 by West [16]. This list has seen two updates, viz. new-
GSL by Brezina and Gablasova [17] and NGSL by Browne et 
al. [18], in recent times with inclusion of additional words 
owing to consideration of bigger corpora respectively for more 
than 12 billion words and 2 billion words respectively. It is 
important to note that where GSL by West [16] contained some 
2000 words, NGSL by Browne et al. [18] contained 2818 
lemma words. Gilner and Morales [19] used the existing GSL 
and presented a speech-based analysis of the words in the list. 
Gilner [20] also presented an introductory note on the 
description of GSL with an aim to aid and ease its 
comprehension. Nation and Waring [21] argued that the most 
part of the text is actually composed of only a few words which 
occur frequently in the text. 

The stop-word lists of the various natural languages 
contribute to the creation of a language itself. Though such 
stop words or noise words are believed to statistically 
irrelevant and mostly useless from point of view of NLP 
applications too, they enable the spoken use and representation 
of the vocabulary of a language through speech, dialects and 
scripts. They help in putting the vocabulary words together to 
make sense to the listener and reader. This way they contribute 
to a special vocabulary domain in its own right. Researchers 
have presented various types of stop-word lists as well as those 
for several languages. Researchers have also worked a lot on 
the analysis and classification of stop-word lists for various 
languages. Fayaza and Farhath [36] presented a stop word list 
for Tamil language. Similarly, Kaur and Saini [22, 23] worked 
for the stop-word list of Punjabi language, Rakholia and Saini 
[24, 25] worked for the stop-word list of Gujarati language 
while Raulji and Saini [31, 32] worked for the stop-word list of 
Sanskrit language. A stop word list based on the Rainbow 
statistical text has also been presented by Shuson [38]. 

Similar to the concept of GSL and NGSL, Coxhead [27] 
proposed the concept of an Academic Word List (AWL). 
However, Hancioglu et al. [26] argued that it is inappropriate to 
treat AWL and GSL as separate lists. Billurog˘lu and Neufeld 
[28] used a rather simplistic approach of list generation by 
filtering out the unique common words from the corpus created 
by the merging of all existing and commonly used lists. The 
concept of various lists has gained importance and interest as 
the various words contained in such lists provide a glimpse into 
the vocabulary of a language or a specific domain thereof. It is 
the knowledge of this vocabulary and understanding of words 
which helps one to understand and learn a language. 

In addition to the core research works on various types of 
lists, researchers have also explored other similar and pertinent 
domains. For instance, a number of methods exist for the 
extraction of the terms from the scripted version of the 
language. The extracted tokens are in turn used by various 
downstream operations in the field of CL and NLP. Bakaric et 
al. [29] evaluated many such methods for the German 
language. Choy [30] proposed an innovative method for 
generation of stop word list by making use of combinatorial 
values. Venugopal et al. [33] presented lemmata for the Hindi 
corpus stop words while Saini and Rakholia [34] presented a 
detailed statistical analysis for such lists for various 
international languages. 

Saed et al. [39] presented a lemmata list of the various 
categories related to biological and medical sciences including 
for the classes of diseases and the recent COVID-19 outbreak. 
Das et al. [40] used various sources and presented the 
technique of generating a list of words for the specific domain 
of Finance. They presented a typical comparison and contrast 
of their lexicographic approach with the conventional machine 
learning based approaches. Ahsanuddin et al. [41] attempted to 
create a list of words for the vocabulary learning by the 
students aiming to learn languages like Indonesian, English, 
German and Arabic. They used nearly 380 Thousand tokens 
for the corpus creation. Joensuu [42] presented an innovative 
description of the lists of menus and recipes for the culinary 
domain. The language researched by the author was Finnish. 

Using the lists like AWL by Coxhead [27], Wingrove [43] 
attempted to analyze the introduction of TED talks for English 
learners. The list of words extracted from the talks and other 
lectures was analyzed for the possibility of vocabulary 
enrichment of the language learners. On the sidelines, he also 
analyzed the richness of such talks from the perspective of the 
usage of different lexicons. Alasmary [44] presented a 
technical list of words for the domain of mathematics. He 
sourced the corpus from the textbooks of the mathematics 
course at the graduate-level of students. 

Though a list of the database terms is provided by 
raima.com [35], it consists of only a limited 150 terms, without 
POS and more in the form of a dictionary. Also it has not made 
use of lemmatization to present the lemmata list. The present 
research work considers all such points by providing an 
improved set of lists. Smith [15] has presented a few subject-
specific lists like for Medicine, Law, Computer Science, 
Physics, Chemistry and Accounting but he has not presented a 
specific technical word list for the subject of Database which 
happens to be a sub-field under the umbrella of Computer 
Science. Also, the Computer Science subject related word list 
provided by him is very different from the vocabulary used in 
the Database domain. 

After a thorough literature review, it was concluded that 
though several types of lists like stop-word lists of different 
types and for different languages, general service lists of 
various types and many academic word lists exist, the area of 
technical domain word lists is rather unexplored. This is 
particularly true for the highly technical domains like that of 
databases. Additionally, as no such list exists for the specific 
field of databases, there is no research work which has 
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elaborately annotated such a list with Parts-of-Speech (POS). 
In order to bridge this gap, this research work presents a 
technical domain word list for the domain of databases. It is 
remarkable that as the field of databases itself is a sub-set of 
the field of computers, the proposed lists could also be used 
with backward inclusion in the technical domain list of the 
parent field of computers in general. Hence, the contributions 
of the present research work are manifold in terms of 
presentation of vocabulary and word lists. In the increasing 
order of generality, firstly, it presents a list of vocabulary 
words for databases, secondly it presents a technical word list 
and finally it also presents the vocabulary word list for the field 
of computer science and engineering as well as information 
technology. 

III. METHODOLOGY 

All the executions of the multiple codes needed at different 
junctures of the present research work were done using the 
open source Java programming language with version 17.0.1 
2021-10-19 LTS for Java Development Kit (JDK), build 
17.0.1+12-LTS-39 for the Standard Edition (SE) Runtime 
Environment and build 17.0.1+12-LTS-39 with mixed mode 
and sharing features for Java HotSpot(TM) 64-bit server 
Virtual Machine (VM). The execution was done on a machine 
with Intel(R) Core(TM) i3-8145U CPU with 2.10 GHz, 8 GB 
RAM and a licensed Windows 10 Pro 64-bit operating system. 

In order to create a subject-specific vocabulary of the 
technical domain of databases, two Part-Of-Speech (POS) 
tagged lists were created. The diagrammatic representation of 

the process is depicted in Fig. 1. As a first step, the list of titles 
of research papers published in the field of databases from 
1976 to 2021 were collected. In order to assure the duration of 
publications, quality of research publications and the scope of 
the present research work, only the papers published in the 
ACM Transactions on Database Systems (ACM TODS) [37] 
were considered. The collected list of 1031 titles from all the 
research papers of this duration was subjected to tokenization 
in order to extract the words from the titles. The tokenization 
was performed without considering the case of the words but 
maintaining the Multi-word phrases (MWP). Only unigrams 
were considered for the present research work. The resultant 
list consisted of 8139 words. This list could be considered a 
technical word list. 

Cleaning was performed in this list to remove various noise 
words in context of the present research work. This constituted 
removal of unigrams like years (e.g. 1977, 2005, etc.), numbers 
(e.g. 3, 6, etc.) and special characters (e.g. *, #, etc.). The 
resultant list with 7994 words was used to find unique tokens. 
It is noteworthy that this point onwards, in order to emphasize 
the unique words in the list, we term the words as tokens. The 
count of such tokens was 1900. Stop words were removed 
from this list. We considered the 526 stop words provided by 
the standard Rainbow Stop Word List [38] for the present 
research work. The Rainbow Stop Word List had no MWP and 
its snapshot is provided in Table I. The resultant list was the 
refined technical list containing unique, lower-cased and non-
stop-word 1791 tokens. 

 

Fig. 1. Diagrammatic Representation of the Methodology to Create DBTechVoc. 
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The aim of present research work was the development of a 
database-specific vocabulary. Hence, at this stage, we referred 
another standard technical word list [15] containing the words 
from general domains of computer science as well as 
computing. The list in its raw form had 150 entries which were 
expanded to 252 words as there were many entries in the list 
with non-atomic values. For instance, the first entry with 
„access‟ and „memory access‟ was treated as two words viz. 
„access‟ and „memory access‟. It is notable that „memory 
access‟ is a MWP and was treated as a unigram with the form 
„memory-access‟. The snapshot of the expanded technical 
word list is presented in Table II. After the subtraction of 252 
words from 1791 tokens, the resultant list had 1758 tokens. It is 
notable that only matching words were subtracted. 

Finally, the POS-tagger [12] provided by the Stanford 
University was used for tagging the words in the paper titles. 
The resultant list had 2067 entries corresponding to 1758 
tokens. The number of entries in the resultant list is more as the 
same token could be tagged with multiple parts of speech. As 
we were interested in the exhaustive coverage of the 
vocabulary, we considered all possible POS tags for a token. 

Having created a POS-tagged token list of the database 
domain, the first part of the aim of creating an exhaustive 
vocabulary of the database domain, was achieved. For the 
second and last part, we targeted the creation of a POS-tagged 
lemmata list. This was achieved by lemmatizing the tokens in 
the list having 1758 tokens. It is noteworthy that we did not use 
the stemmer and used the Lemmatizer directly to obtain the 
lemma for each token rather than the non-lemma root for each 
token. The Lemmatizer [13] provided by the University of 
Copenhagen was used for this. The resultant list had 1530 
lemmata. 

The list with 1530 lemmata was further subjected to POS-
tagging. The complete process was achieved through the use of 
multiple POS-taggers. Also, the different POS-taggers 
provided us with different sub-forms of POS tags but for 
simplicity the results were captured under the more common 
supersets. For instance, all entries from set {JJ (Adjective), JJR 
(Adjective, comparative), JJS (Adjective, superlative)} were 
considered to be just „adjective‟ while entries from sets { NN 
(Noun, singular or mass), NNS (Noun, plural), NNP (Proper 
noun, singular), NNPS (Proper noun, plural)} and { VB (Verb, 
base form), VBD (Verb, past tense), VBG (Verb, gerund or 
present participle), VBN (Verb, past participle), VBP (Verb, 
non3rd person singular present), VBZ (Verb, 3rd person 
singular present)} were considered to be „noun‟ and „verb‟ 
respectively. 

Firstly, the Stanford University‟s POS-tagger [12] was used 
which resulted in 1504 entries corresponding to 1078 lemmata. 
The remaining unprocessed 452 lemmata were attempted to be 
POS-tagged using the Princeton University‟s POS-tagger [14]. 
This still resulted in 383 entries corresponding to only 261 
additional lemmata. The remaining 191 remnant lemmata were 
manually POS-tagged. This resulted in 205 entries 
corresponding to 191 lemmata. Hence, the total number of 
entries corresponding to 1530 lemmata was 2092 in total. The 
summary of this data is presented in Table III. 

TABLE I. A SNAPSHOT OF THE RAINBOW STOP WORD LIST [38] 

Sr. No. Stop Word 

1 a 

2 able 

3 about 

… … 

526 zero 

TABLE II. A SNAPSHOT OF THE EXPANDED TECHNICAL WORD LIST FOR 

COMPUTER SCIENCE 

Sr. No. Technical Word 

1 Access 

2 access-time 

3 Accumulator 

… … 

252 Window 

TABLE III. STATISTICS ON PROCESSING OF LEMMATA FOR POS USING 

DIFFERENT POS-TAGGERS 

Sr. No. POS-tagger 
Lemma 

Count 

POS 

Count 

1 
Stanford University 
POS-tagger [12] 

1078 1504 

2 
Princeton University 

POS-tagger [14] 
261 383 

3 
Manual POS-tagging 

(for remnant lemmata) 
191 205 

Total 3 1530 2092 

Similar to the token POS-tagging case, for lemmata too 
there were multiple occurrences of a lemma having more than 
one POS-tag. Like the token POS-tagging case, in order to 
have an exhaustive coverage of the vocabulary of the technical 
domain of databases, we considered all possible POS tags for 
each lemma. The technical vocabulary of the database domain 
called DBTechVoc, which is a coined term, is formed by the 
POS-tagged token list and POS-tagged lemmata list. 

IV. RESULTS AND DISCUSSION 

The present research work was initiated with the motive of 
generating the technical vocabulary for the database domain. 
The titles of high-quality research papers in the field of 
database were believed to be the best source for populating the 
corpus. In order to make sure that no bias creeps in and also to 
assure that the basic terminology from the early days of 
development of databases as well as the latest terminology of 
the field of databases is covered, the duration of 45 years was 
considered for the present research work. Notably, this time 
period is not just long enough but also coinciding with the time 
period of evolution as well as proliferation of the field of 
databases. Also, it is both significant as well as relevant to 
consider the titles of research papers as something new in the 
field is first promulgated through a research paper and authors 
always include the important terms in the title of the research 
paper. It is with passage of time that those terms then become 
the part of the technical conversation of the field and thereby 
generating the technical field specific vocabulary. 
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TABLE IV. COMMON WORDS OF COMPUTER SCIENCE DOMAIN AND 

DATABASE DOMAIN 

Sr. No. Common Word Sr. No. Common Word 

1 access 18 interface 

2 allocation 19 interoperability 

3 architecture 20 interpreter 

4 backup 21 overhead 

5 block 22 partition 

6 buffer 23 pointer 

7 cache 24 processor 

8 capacity 25 protocol 

9 disc 26 resolution 

10 disk 27 retrieval 

11 document 28 simulation 

12 editor 29 software 

13 error 30 statement 

14 execution 31 storage 

15 fragmentation 32 utility 

16 hardware 33 window 

17 instruction     

An important finding was obtained during the text 
processing with removal of stop words. It was observed that 
only 5.74% (or approx. 6%) of the tokens constituted the stop 
words. The same has been calculated using the formula: { [ 
n(Tokens_with_SW) – n(Tokens_without_SW) ] / 
n(Tokens_with_SW) } x 100 = Percentage of SW in Text; i.e. 
{ [ 1900 – 1791 ] / 1900 } x 100 = 5.74 %. Here SW stands for 
Stop Words and n(entity) indicates the count of specified 
entity. This finding is in line with our assumption that the 
technical vocabulary of the database domain could be created 
from the titles of research papers as they contain more of 
important words rather than irrelevant words (like stop words). 
This holds true from multiple viewpoints of research, 
linguistics as well as statistics. Similarly, it was expected that a 
large number of words will be removed from the token list 
when computer science and computing domain technical word 
list will be considered. Actually, this step resulted in removal 
of just (1791-1758=) 33 common words. This means that there 
is only a { ( 33 / 1791 ) x 100 = 1.84% }, i.e. nearly 2% overlap 
of the technical lists of the domains of computer science and 
databases. The list of these removed common technical words 
is presented in Table IV. This finding is also very important 
and in line with our assumption that the technical word list of 
computer science domain will not be the same as the technical 
word list for the specific domain of databases. 

Stemming was not used and directly lemmatization was 
used for the present research work to obtain the lemma for each 
token. Notably, this stage resulted in reduction of 13% entries 
from 1758 tokens to 1530 lemmata. This is important for the 
current context as it indicates the highly inflectional use of a 
few tokens by the researchers in the database domain. This is 
also important as it yielded a more refined vocabulary of the 
domain and hence let us meet the research objective. 

TABLE V. DBTECHVOC (PART A): LIST OF TOKENS
A

 AND 

CORRESPONDING POS 

Sr. No. Token POS 

1 abstract noun 

2 abstraction noun 

3 abstractions noun 

4 abstractions verb 

5 accelerating noun 

6 accelerating verb 

7 acceleration noun 

8 accesses noun 

9 accessibility noun 

10 account noun 

11 accuracy noun 

12 accurate adjective 

13 accurate noun 

14 achieving noun 

… … … 

2065 xsketch noun 

2066 xsq noun 

2067 years noun 

A:Total unique tokens: 1758 

Total unique POS: 5 

TABLE VI. ANALYSIS OF FREQUENCIES OF POS TYPES OF TOKENS 

Sr. No. Token POS Type Frequency 
Share of POS Type 

(in %) 

1 Noun 1341 64.88 

2 Adjective 364 17.61 

3 Verb 332 16.06 

4 Adverb 25 1.21 

5 Foreign Word (FW) 5 0.24 

Total 5 2067 100 

After following the various stages of methodology 
mentioned in section III, a final refined list of tokens was 
generated which was further POS-tagged. A snapshot of this 
list is presented in Table V. This table presents the glimpse of 
first 14 POS-tagged tokens and last 3 POS-tagged tokens from 
a total of 2067 POS-tagged tokens corresponding to 1758 
unique tokens fortified with 5 unique POS. A summary on 
frequency of these unique 5 POS tags for this list is presented 
in Table VI. It can be observed from Table VI that nouns 
followed by adjectives constitute more than 82% of the total 
POS types. 

Similar to the POS-tagged token list, another list for POS-
tagged lemmata was also generated. A snapshot of this list is 
presented in Table VII. This table presents the glimpse of first 
11 and last 8 POS-tagged lemmas out of a total of 1859 such 
POS-tagged lemmas corresponding to 1530 unique lemmas. A 
summary on frequency of the 5 unique POS tags found for this 
list (already presented in Table VII) is presented in Table VIII. 
It can be observed from Table VIII that the nouns and 
adjectives together constitute more than 80% of all the POS 
tags. 
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TABLE VII. DBTECHVOC (PART B): LIST OF LEMMATAA AND 

CORRESPONDING POS 

Sr. No. Lemma POS 

1 abstract noun 

2 abstraction noun 

3 acceleration noun 

4 access noun 

5 access verb 

6 accessibility noun 

7 account noun 

8 accuracy noun 

9 accurate adjective 

10 accurate noun 

11 achieve verb 

… … … 

1852 xml noun 

1853 xpath noun 

1854 xqbe noun 

1855 xquery noun 

1856 xsd noun 

1857 xsketch noun 

1858 xsq noun 

1859 year Noun 

A:Total unique lemma: 1530 

Total unique POS: 5 

To summarize, Table V and Table VII present the POS-
tagged token list and lemmata list respectively. The frequency 
break-up of the unique POS tags for Table V and Table VII is 
presented respectively in Table VI and Table VIII. The two 
lists viz. POS-tagged token list and POS-tagged lemmata list, 
together constitute the technical vocabulary of the database 
domain and have been addressed with a coined term 
DBTechVoc. Table V and Table VII represent the two parts, 
viz. A and B for DBTechVoc. The lists are presented in 
ascending order of the tokens and lemmata respectively. 
Similarly, the data in Table VI and Table VIII is sorted on the 
frequency of the POS-tag. Notably, both the tables ended up 
with same order of the POS-tags though their frequencies were 
different for the lists corresponding to tokens and lemmata. 
Fig. 2 presents the share (in units of percentage of the total 
count) of POS type for tokens and lemmata. It can be observed 
that there is no much difference between the breakup of POS 
types for tokens and lemmata. Notably, the number of adverbs, 
verbs and adjectives are more in case of lemmata list compared 
to those in the list of tokens. 

TABLE VIII. ANALYSIS OF FREQUENCIES OF POS TYPES OF LEMMATA 

Sr. 

 No. 

Lemmata POS 

Type 
Frequency 

Share of POS Type 

(in %) 

1 Noun 1129 60.73 

2 Adjective 365 19.63 

3 Verb 329 17.70 

4 Adverb 31 1.67 

5 Foreign Word (FW) 5 0.27 

Total 5 1859 100 

 

Fig. 2. Representation of Share (in %) of POS Types for Tokens and 

Lemmata. 

In order to complement the vocabulary analysis of the 
database technical domain and to visualize the results of 
graphically, the word cloud, presented in Fig. 3, was generated. 
The word cloud was generated without stemming and 
lemmatization of the words though stop words were excluded 
from the list. Internal stop-word list was used during the 
execution of the code. The case of words was not considered 
and only unique words were considered for rendering through 
the cloud. In order to maintain the sanctity of data, the Multi-
word Phrases (MWP) or the word formations with multiple 
words joined together with a hyphen like „entity-relational‟, 
„multi-valued‟ and „grammar-based‟, just to name a few, were 
considered as-it-is without ignoring the hyphen. The number of 
words satisfying all these criteria was 1900 and out of these the 
cloud could accommodate the top 654 words. The frequency 
break-up of the remaining 1246 words which were not drawn 
through the cloud is given in Table IX. 

As is clear from Fig. 3, the top most frequent word was 
„database‟. In order to further refine our analysis, the top 20 
words were subjected to lemmatization. This resulted in the 
reduction of count and leading to 16 unique lemmata. These 
lemmata along with their corresponding Part-Of-Speech (POS) 
are shown in Table X. Notably, other than one verb and two 
adjectives, all other lemmata are nouns. This leads to an 
important inference that the authors tend to use more of nouns 
in the paper titles, at least for the research domain of databases. 

TABLE IX. FREQUENCY BREAK-UP OF WORDS NOT DRAWN THROUGH THE 

CLOUD 

Frequency of words Number of words 

1 940 

2 175 

3 111 

4 7 

5 10 

6 3 

Total 1246 
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Fig. 3. Word Cloud of the Most Frequent Terms in the Database Vocabulary Corpus Created for 45 Years.

TABLE X. TOP 16 LEMMATA AND CORRESPONDING POS 

Sr. No. Lemmata POS 

1 algorithm Noun 

2 analysis Noun 

3 approach Noun 

4 data Noun 

5 database Noun 

6 design Noun 

7 distribute Verb 

8 efficient Adjective 

9 information Noun 

10 language Noun 

11 model Noun 

12 processing Noun 

13 query Noun 

14 relational Adjective 

15 system Noun 

16 xml Noun 

As the proposed work is unique and first of its kind, its 
comparison as well as performance evaluation with respect to 
existing works is not feasible. However, the proposed work is 
better than the existing ones in terms of presenting a more 
specific vocabulary as well as better annotated vocabulary of 
the technical words of the database sub-domain of the 
computer science domain. 

V. CONCLUSION, LIMITATIONS AND FUTURE WORK 

The present research work is the first formal attempt to 
create a technical vocabulary for the domain of databases. This 

vocabulary called DBTechVoc consists of a POS-tagged token 
list having 1758 multi-word phrase unigrams and a POS-
tagged lemmata list having 1530 multi-word phrase unigrams. 
It is noteworthy that most of the Natural Language Processing 
(NLP) applications for generation of various word lists 
generally do not consider the multi-word phrases owing to the 
ease of processing that way. It is remarkable that as the present 
research work intended to create a technical vocabulary 
without the loss of semantic information of the technical 
phrases, the multi-word phrases have been well considered. 

The various results and findings of the present research 
work are bound to have a good ripple effect for the researchers 
working in the same and similar fields. From the processing of 
more than 1000 research papers of last 45 years, it is concluded 
that the authors use 6% stop words in the titles of the research 
papers. Also, 13% of the words used for the research papers 
titles are inflectional forms of lemmata from a set consisting of 
tokens from the technical domain. There is a negligible overlap 
between the technical word lists for computer science domain 
and database domain. Also, based on perhaps first of its kind 
comparison between the frequency break-up of POS categories 
for tokens and frequency break-up of POS-categories of the 
corresponding lemmata of the tokens, it is concluded that the 
lemmatization results in increase in the number of adverbs, 
verbs and adjectives while reducing the number of nouns. 
Though the results reported here are for the technical domain 
of databases, they could be applied to other technical domains 
also as the period of 45 years and more than 1000 research 
papers is believed to be enough to normalize the values. All 
these results could be applied for analysis of and investigation 
on various works including the usage of these results as an aid 
to solve cases dealing with plagiarism as well as author 
attribution. This application may include research papers as 
well as other literary works, including touching on the areas of 
violation of copyrights and other intellectual property rights. 
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DBTechVoc itself could be used for various downstream 
tasks dealing with NLP of technical domains. DBTechVoc lists 
or the derived ones could also be used as a source of stop-
words for some advanced applications dealing with the 
processing of this technical domain specific textual data, for 
instance, processing of social media reviews or opinions or 
comments on a particular topic dealing with the field of 
databases. The presented lists could also be used for generation 
of artificial language specific to the database domain. The lists 
could also be used for the readability analysis of the technical 
domains, particularly the databases. The proposed lists could 
also be used alongside the technical word list of the field of 
computer science in general as it happens to be the parent field 
of the domain of databases. Additionally, the lists could also be 
used for word-embeddings, Machine Translation Systems 
(MTS) and generation of a domain-specific technical WordNet. 

One of the limitations of the present research work is that it 
presents the technical vocabulary of only the database domain. 
Also, though standard stop word list, technical word list, 
Lemmatizers and POS-taggers have been used, the results may 
differ if a different combination of these items is used. The 
findings, results and technical vocabulary presented here are all 
best reported as per the context and scope of the present 
research work. Though we believe that the proposed list tends 
to be exhaustive as on moment, it is notable that the field of 
database, like any other technical field, keeps on evolving and 
with passage of time, new words could be added to the domain. 
As future work, in addition to keeping the lists updated with 
appropriate versioning, we plan to consider the other parts of 
the published research papers like abstract, keywords, 
manuscript body, etc. for further fortifying the research 
methodology. Also, in addition to just the unigrams, bigrams, 
trigrams, etc. could also be considered for the vocabulary 
creation. Most importantly, with the measurement of semantic 
similarity between the tokens, we are working to generate a 
technical wordnet specifically for the database domain. 
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Abstract—A Chronic Kidney Disease (CKD) monitoring 

system was proposed for early detection of cardiovascular disease 

(CVD) and anemia using Fuzzy Logic. To determine the heart 

rate and blood oxygen saturation, the proposed model was 

simulated using MATLAB and Simulink to handle ECG and 

PPG inputs. The Pan-Tompkins method was used to determine 

the heart rate, while the Takuo Aoyagi algorithm was used to 

assess blood oxygen saturation levels. The findings show that the 

ECG recorded using the CKD model has all of the characteristics 

of a typical ECG wave cycle, but with reduced signal degradation 

in the 0.8–1.3mV region. The heart rate signal processing yielded 

findings between 78 and 83 beats per minute is within the range 

of the supplied heart rate. Takuo Aoyagi's pulse oximeter 

simulation generated the same findings. For real-time 

verification, the proposed model was implemented in hardware 

using ESP8266 32-bit microcontroller with IoT integration via 

Wireless Fidelity for data storage and monitoring. In comparison 

with the Fuzzy Logic simulation done on MATLAB and 

Simulink, the CKD monitoring device has 100% accuracy in 

patient status detection. The CKD monitoring system has an 

overall accuracy of 99% in comparison with a commercial 

fingertip pulse oximeter. 

Keywords—Anemia; cardiovascular disease (CVD); fuzzy logic; 

healthcare; internet of things 

I. INTRODUCTION 

Healthcare monitoring systems or e-Health systems are 
devices that use a wireless sensor network (WSN) to observe 
severe or chronic diseases in humans [1] In this era, there are 
many smart watches out in the market that claim to track the 
condition of the body accurately. However, these smartwatches 
could not be used to diagnose a medical condition. It can only 
give alerts on an abnormal vital sign [2]. In this case, we have 
to use a proper medical device to monitor the vital signs. Some 
examples of medical devices are heart rate monitors (HRM), 
pulse oximeters, electrocardiogram (ECG), blood pressure 
monitors, thermometer, etc. Monitoring vital signs play an 
important role in healthcare monitoring systems. The vital 
signs of patients in intensive care unit (ICU) are also observed 
using healthcare monitoring systems [3]. Chronic disease 
patients require constant monitoring. In 2005, chronic disease 
fatality rates increased, with a total death count of more than 58 
million people worldwide [4]. According to a recent study 
from Malaysia's National Renal Registry, for ten year's there 
has been an increase in new dialysis patients from 4,606 to 

8,431 from 2008 to 2018 [5]. 

As a result, healthcare monitoring systems serve an 
important role in monitoring patients' vital signs and early 
detection of prevailing diseases. However, the high cost of 
equipment has been one of the drawbacks of a healthcare 
monitoring system. Treatment and monitoring chronic diseases 
cost a lot of money in both low-income and high-income 
nations urging the need for low-cost healthcare solutions [6]. 
Diseases that are caused by chronic diseases may be avoided if 
patients' vitals are monitored. Chronic Kidney Disease (CKD) 
is reported to outnumber other chronic illnesses including 
cardiovascular disease (CVD) and anemia in this scenario [7]. 
Due to insufficient erythropoietin hormones in CKD patients, 
previous studies reveal that the prevalence of CVD [8] and 
anemia [9] are very significant. Monitoring the 
electrocardiogram (ECG), heart rate, and blood oxygen 
saturation level        can help in early prevention. 
Contaminants in ECG signals are commonly divided into the 
following groups. Power line interference, electrode pop or 
contact noise, patient–electrode motion artefacts, 
electromyographic (EMG) noise, and baseline wandering are 
all examples of these problems [10]. These pollutants cause 
ECG readings to be inaccurate, making it harder to diagnose 
the heart's activity. 

The integration of an Artificial Intelligence in a healthcare 
monitoring device will improve the decision-making process. 
Fuzzy Logic is known to be a form of artificial intelligence 
where the approach to computing is based on "degrees of truth" 
rather than the usual "true or false". This allows human-like 
reasoning to take place to identify pathologies in a person. 

The design of a sensor interface controller for early 
detection of anemia and CVD in CKD patients with the aid of 
artificial intelligence is the focus of this article. The 
implementation of Internet of Things (IoT) will further 
enhance the device with transmitting and storing data via 
Cloud Computing. ECG signal generation, heart rate detection, 
    and patient condition are all done with MATLAB and 
Simulink. For early diagnosis of CVD and anemias, a Fuzzy 
Logic Interface (FIS) is implemented. The Fuzzy Logic 
Toolbox graphical user interface (GUI) from MATLAB is used 
to simulate the FIS. The suggested method is implemented in 
hardware using ESP8266 microcontroller for real-time 
verification. 

*Corresponding Author. 
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II. PPG SIGNAL AND ECG SIGNAL FOR      AND HEART 

RATE DETECTION 

Pulse oximeter sensors generate photoplethysmogram 
(PPG) signals, which have both an AC and DC component, as 
seen in Fig. 1. The AC component refers to the Pulsatile 
Arterial Blood Absorption, which describes how light is 
absorbed by blood circulating through arteries [11]. 

The     is determined using an equation pioneered in the 
1970s by Takuo Aoyagi [12]. Aoyagi tweaked Wood's plot of 
red and infrared light haemoglobin density to design a 
    sensor that can detect the necessity for artificial 
ventilation [13]. The     is determined by sensing light 
attenuation through a haemoglobin absorptive medium. The 
Beer-Law, Lambert's which connects the concentration of a 
solute in a solvent to the absorption of light passing through the 
solution [14], is used to do this. Equation (1) represents the 
relationship between the concentration of the solute and the 
absorption of light. 

                              (1) 

Where       is the intensity of transmitted light,      is the 
intensity of incident light,   is the wavelength of light,   is the 
extinction coefficient of solute,   is the concentration of solute 
and finally   is the length of path that the incident light travels 
through. 

The      is estimated using red (visible) light and the 
infrared light (IR) where both lights contain AC and DC 
component using equations (2) and (3). 

  
           

         
              (2) 

                         (3) 

Where, R is the AC to DC ratio of the red light divided by 
the AC to DC ratio of the infrared (IR).       is the pulsating 
AC component of the red light.      is the pulsating AC 
component of the infrared light.       is the DC component of 
the red light and      is the DC component of the infrared 
light. The normal range of      levels is 96% – 100%. 

Fig. 2 shows the relationship between the amplitude of red 
light (R) and infrared light (IR) to the      and red light to 
infrared light ratio (R/IR) [15]. When the amplitude of both the 
red and infrared light is the same it gives an R/IR ratio of 1.0 
which produces an      of 85%. Where else, -3.4 R/IR ratio 
produces an      of 0% and 0.43 R/IR produces an      of 
100%. These amplitude ratio of red light to infrared light are 
used to model the simulation blocks. 

The purpose of an ECG machine is to collect electrical 
signals from the heart's activity. The information about the 
heart's activity will be presented in a waveform pattern by the 
ECG machine. Cardiologists use 12 lead ECG as the gold 
standard instrument to monitor the heart functions to detect the 
changes from normal heart rhythm. Findings such as 
abnormalities from visual inspections of the ECG waveforms 
will be the basis for necessary further heart examinations such 
as angiograms. The regular cycle of the ECG waveform 
representing the heart's activity is shown in Fig. 3. The P wave 
indicates atrial contractions to transfer blood into the ventricle, 

the QRS complex indicates ventricular contraction, and the T 
wave represents ventricular repolarization [16]. 

Instead of utilizing the PPG data from the pulse oximeter 
sensor, the ECG signals from the ECG sensor were used to 
determine the heart rate. The R peak is the point on the ECG 
signal with the highest amplitude that could be clearly 
identified. The QRS complex has been filtered off in earlier 
research to make it easier to detect R peaks [17]. Because the 
R-R interval is clearly distinguishable in the ECG signal, the R 
peaks may be utilized to window it. The R-R interval, as 
illustrated in Fig. 3, can be used to determine a person's heart 
rate. The heart rate (HR) in beats per minute (BPM) is 
calculated using the number of R peaks recorded in one minute 
[18]. Equation (4) can be used to calculate heart rate. 

   
            

                
             (4) 

The R-R peaks is measured using millisecond, hence 
millisecond is applied. As a result, one minute will be divided 
between R-R peaks. If the R-R intervals are 800ms, for 
example, (60,000ms/min)(800)ms = 75 BPM. 

 

Fig. 1. Signal Components of PPG Signal [11]. 

 

Fig. 2. Relationship between the Amplitude of R and IR to the      and R to 

IR Ratio [15]. 

 

Fig. 3. Regular ECG Wave Cycle and R-R Peaks [10]. 
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III. DESIGN AND DEVELOPMENT 

In order to measure and monitor the vital signs of CKD 
patients, the design, development, and simulation of the CKD 
monitoring system are done using MATLAB and Simulink. 
Fig. 4 shows the proposed CKD monitoring system integrated 
with IoT. The system consists of seven components which are 
patient, smart sensors, device, connectivity, cloud platform, 
application, and user. The first component is the patient who 
will be monitored. Smart sensors consist of a pulse oximeter 
sensor and an ECG sensor. The third component is device also 
known as „thing‟. The brain to the system is the 
microcontroller which will process signals from the smart 
sensors. The outputs are sent to the fuzzy logic interface for 
decision-making on the patient‟s conditions. The results will 
then be displayed locally on an OLED screen. The fourth 
component is connectivity via Wireless Fidelity (Wi-Fi). The 
Wi-Fi will be used to link the device to the fifth component of 
the system which is the cloud platform. The cloud platform 
consists of the cloud computing and cloud storage. Data from 
the device will be stored in the cloud as well as sent to the sixth 
component, application. The application consists of 
smartphones and the web. This system will allow users to view 
the results using smartphones and web browsing. The last 
component of the framework is the user. The user consists of 
caretakers as well as healthcare professionals. This system 
allows healthcare professionals to personally monitor the 
patient all the time. The patient‟s data will be stored on the 
cloud for easier access to the patient‟s history. 

Simulations have been done on MATLAB and Simulink 
for signal processing of PPG signals and ECG signals. The 
PPG signals were processed to obtain the blood oxygen level 
readings while the ECG signals were processed to obtain the 
filtered ECG and heart rate reading. 

The monitoring system consists of algorithms and 
techniques to determine the heart rate and      levels. Fig. 5 
shows the proposed CKD monitoring system to monitor the 
condition of CKD patients. The model consists of signals 
generated as inputs imitating the pulse oximeter sensor and the 
ECG sensor. The model also has a subsystem block as a 
microprocessor that contains the algorithms for measuring 
heart rate and     . Finally, scopes and displays are set as 
outputs to display the results. 

The ECG signal block contains 5 presets of ECG signals 
which generate different heart rates when selected. The presets 
are named very low, low, normal, high, and very high that 
generate 45 bpm, 60bpm, 78 - 83bpm, 160bpm, and 220 bpm 
respectively. Before being shown on the ECG signal scope, the 
produced signals will go via a sample rate converter to match 
the output sample rate [19]. The sample rate converter has a 
tolerance of 0.01 and a sample output rate of 200Hz. The Pan-
Tompkins method, which includes a Band pass Filter, 
Differentiator Filter, Moving Average Window, and QRS Peak 
Detection [20], will be used to estimate heart rate from ECG 
data. The sample rate converter block is used to match the 
source sampling rate to the output sampling rate [21]–[23]. A 
198Hz two-sided bandwidth of interest was used to transform 
the sample rate. A Band pass Filter, Differentiator Filter, 
Moving Average Window, QRS Peak Detection, and Unbuffer 

make up the ECG signal processing [24]. The ECG signal 
processor's role is to filter the ECG signal so that the patient's 
heart rate may be determined. The band pass filter [25]–[28] is 
a mixture of a high-pass and a low-pass filter. The band pass 
filter eliminates noise from muscle movements, breathing 
fluctuation, and baseline wander. The band pass filter in this 
model is set to correct any attenuation of the QRS complex and 
eliminate artifacts from the heart's motion. Equation (5) shows 
the transfer function of a second-order low-pass filter with a 
high cutoff frequency of around 11Hz. 

     
        

        
              (5) 

The transfer function of a high-pass filter with a low cutoff 
frequency of nearly 5Hz is shown in Equation (6). 

     
 

 

  
           

 

  
    

                 (6) 

A full-band differentiator filter is used by the differentiator 
filter to isolate all of the frequency components in the input 
signal [24]–[26]. An equiripple Finite Impulse Response (FIR) 
filter architecture is used to construct this block. This block's 
filter order is set to 51, and the maximal passband ripple is left 
at preset. The Pan-Tompkins algorithm's differentiator filter is 
based on equation (7), with a 2 sample output signal delay. 

     
 

  
                           (7) 

A 'Discrete FIR Filter' is used to construct the moving 
average window block. This block has been used to transfer the 
data that has been obtained one by one. This block primarily 
determines the window size. Equation (8) represents the result 
of the Pan-Tompkins algorithm, where N is the window width, 
which varies depending on the size of samples. 

      
 

 
                          

                     (8) 

 

Fig. 4. Proposed CKD Monitoring System Integrated with IoT. 

 

Fig. 5. Block Diagram of Proposed CKD Monitoring System. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

327 | P a g e  

www.ijacsa.thesai.org 

To identify R peaks and estimate the patient's heart rate, the 
QRS peak detection block is used. The R peaks and the ECG 
signal threshold can be used to estimate the patient's heart rate. 
The threshold and R peaks' parameters threshold are first 
declared. The R peak amplitudes are programmed to detect a 
range of 0.055–0.075mV with a width of more than 10.01ms. 
Any signal that does not fall within the specified range will be 
ignored and deemed noise. The threshold is calculated using 
the average noise peak and the mean estimations of average R 
peaks with 8 samples. The R-R peaks will be analyzed to 
measure the heart rate using the identified R peaks. The 
following equation (9) and (10) was used in the Pan-Tompkins 
algorithm to detect R peaks. 

                   
 

 
     

 

 
                (9) 

         
 

 
                 (10) 

Where      is the total peak.        is the signal peak 
threshold.        is the signal peak running estimate. 
         is the noise peak threshold. 

The      was measured using Equation (2). The PPG 
signals from a pulse oximeter consist of an AC and DC 
component from Infrared LED and a Red LED [29]. In total 
there are four sources of signals produced. The generated 
signals are represented by the source generator AC RLED, AC 
IRLED, DC IRLED, and DC RLED. The AC signals are built 
using a Repeating Signal Generator. A repeating series of 
integers provided in a table of time-value pairs is produced as 
the output. Time values should be growing consistently. The 
amplitudes of the AC IRLED and AC RLED were set at 
different points to result in a difference in the R value 
generated [30]. The R value determines the estimation of the 
     levels of the patient. The DC IRLED and DC RLED 
were generated using a pulse generator which will generate DC 
signals at different amplitudes. The inputs were connected to a 

MATLAB function block which is coded using Equation (1) 
and Equation (2) [31], [32]. The results of the R value and 
     on a display block. The simulation was done with 
different inputs applied to the source generator. The outputs 
were then recorded to verify the function of the simulation 
model. 

The Fuzzy Logic Interface System (FIS) is used to predict 
the deterioration of vital signs for early detection of 
abnormalities in the patient‟s body by using heart rate and 
     as the parameters. The Fuzzy Logic Toolbox™ graphical 
user interface (GUI) from MATLAB is used to run the 
simulation. The toolbox includes the Fuzzy Logic Designer, 
Membership Function Editor, Fuzzy Rules, Rule Viewer and 
the Surface Viewer. 

IV. SIMULATION RESULTS 

The Simulation provides results of the ECG, heart rate, and 
the     . In comparison with a typical ECG theoretical cycle 
wave, the ECG generated demonstrates the patient's normal 
sinus with a resting heart rate range of 78 and 83 BPM. The 
heart rate at the input was set between 78 and 83 beats per 
minute, and as shown in Fig. 6, the heart rate is 82 beats per 
minute. Confirming that the Pan-Tompkins algorithm used to 
estimate the HR in this simulation is acceptable. 

Fig. 7 displays the pre-recorded ECG signals that were used 
to synthesize the ECG signals. In comparison with a regular 
ECG theoretical cycle wave, the ECG signal clearly 
demonstrates the patient's normal sinus with a resting heart rate 
of 78–83 BPM. The amplitude of the signals is indicated on the 
y-axis in mV, and the time is indicated on the y-axis in 
seconds. The P, R, and T waves have peak amplitudes of 0.79 
– 0.88mV, 1.01 – 1.28mV, and 0.95 – 1.05mV, sequentially. 
The T wave has a larger peak amplitude than the P wave, as 
predicted. 

 

Fig. 6. Simulink Model of CKD Monitoring System. 
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Fig. 7. Pre-recorded ECG Signal Generation. 

The ECG waveforms are shown in Fig. 8 at different 
phases of digital signal processing for R peak identification. In 
comparison to the Pan-Tompkins algorithm theoretical 
findings, the results are similar at every stage. The amplitude in 
mV is indicated on the y-axis, while the time in seconds is 
indicated on the x-axis. The output of the ECG signals after 
being filtered using a band pass filter is shown in Fig. 8(a). Fig. 
7 shows that the peak amplitudes of the P, T, and U waves are 
relatively low than those of the signals in Fig. 8. (a). Using a 
low-pass and high-pass filter method, the band pass filter has 
filtered out the high and low signals, leading the P, T, and U 
waves to have a reduced amplitude. Fig. 8(b) displays the 
result of the next phase, which involves filtering ECG signals 
using a differentiator filter. The QRS complex has a larger 
amplitude than the P, T, and U waves, which have a smaller 
amplitude. The amplitude of the R peak has declined from 
0.3mV to 0.12mV. On the other hand, the amplitudes of the P, 
T, and U peaks are in the range of 0.01–0.04mV. In Fig. 8(a), 
it's clearly seen that this filter has also eliminated the negative 
numbers. The output of the moving average filter can be seen 
in Fig. 8(c). The moving average window generates a signal 
that contains information about the QRS complex's slope and 
breadth. The last stage in signal processing for R peak 
detection is shown in Fig. 8(d). After applying the adaptive 
thresholds, the processed data display a stream of pulses 
indicating the positions of the QRS complexes. At the same 
time, the P, T, and U are totally filtered out by the moving 
average window. The amplitude of these pulses is between 
0.05 and 0.07 millivolts. 

Fig. 6 illustrates the Simulink model in action when the 
ECG source is set to 78–83 BPM. As a result, the heart rate 
shown on the “Display” Simulink block is 82 BPM, 
demonstrating the validity of the Pan-Tompkins algorithm used 
in this simulation. Fig. 8(d) shows the R peaks that were used 
to compute the heart rate. A second is equal to 60Hz, hence if 
more than one R peak is observed in a second, the signals have 
a frequency greater than 60Hz. Fig. 8(d) shows that within a 
minute more than one R peak is recorded. This indicates that 
the heart rate of this ECG signal is more than 60 beats per 
minute. As a result, the Simulink block appears to be capable 
of processing the ECG data in order to retrieve the R peaks and 
heart rate. Or else, the Simulink model is obliged to have an 
inaccuracy if a heart rate range of 78 – 83 BPM was not 
presented. 

The inputs of the AC RLED and AC IRLED are 
manipulated to obtain different      readings. Table I shows 
the relationship between the inputs, R value, and the      
reading. The relationship between the R value and the     . 
The R to IR ratio was manipulated by changing the values of 
the AC RLED and the AC IRLED inputs. When the AC RLED 
has a higher value than the AC IRLED the R to IR ratio is high 
causing the      value to be low, vice versa when the AC 

IRLED has a higher value than the AC RLED. These results 
are similar to the pulse oximeter design study by Jubran (1996) 
and prove the validity of the simulation model in different 
     levels in the patient‟s body. 

 

Fig. 8. Phases in Digital Signal Processing and QRS Peak Detection a. 

Bandpass Filter Output. b. Differentiator Filter Output. c. Moving Average 

Window Output. d. QRS Peak Detection Output. 

TABLE I. R TO IR RATIO AND ITS RELATIONSHIP TO      ESTIMATION 

AC RLED AC IRLED R to R Ratio      Estimation 

2.0 6.0 0.33 101.67 

2.0 5.0 0.40 100.00 

2.0 4.0 0.50 97.50 

2.0 3.0 0.67 93.33 

2.0 2.0 1.00 85.00 

3.0 2.0 1.50 72.50 

4.0 2.0 2.00 60.00 

5.0 2.0 2.50 47.50 

6.0 2.0 3.00 35.00 

7.0 2.0 3.50 22.50 

8.0 2.0 4.00 10.00 

9.0 2.0 4.50 -2.50 
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V. ABNORMALITIES DETECTION USING FUZZY LOGIC 

A Mamdani fuzzy logic-based detection system is designed 
as shown in Fig. 9. The system receives two inputs that are 
heart rate and      readings and provides one output which is 
the patient‟s condition. MATLAB software is used to build the 
fuzzy logic system. Next, the Membership Function Editor is 
used to determine the shape for each membership function that 
is associated with the declared variables. The “trapmf” 
Membership Function that provides the trapezoidal-shaped 
relationship between a crisp variable and its corresponding 
fuzzy values was used. Fig. 10 and 11 show the declared 
membership function for the inputs. The heart rate has 5 
membership functions while the      has 3 membership 
functions. Fig. 12 shows the patient condition membership 
functions which determine the condition of the patients to be 
normal, abnormal, or critical. The centroid defuzzification 
method is done by using a closed-form of membership 
functions. This method returns the crisp value that corresponds 
to the fuzzy set's center of area. Following the declaration of 
membership functions for the inputs and output, the fuzzy rule-
base is used to establish a specific set of output functions 
depending on certain specified inputs, as determined by 
medical specialists using ground truth base in Table II [33]–
[35]. Fig. 13 shows the rules set up in the Rule Editor. In total, 
15 rules are resulting in 3 possible outcomes depending on the 
parameter of inputs. The outcome of the patient‟s condition is 
normal when the vital signs namely heart rate and      are in 
the range of 70 – 100 BPM and 96 – 100%, respectively. 

TABLE II. GROUND TRUTH PARAMETERS USED FOR FUZZY RULEBASE 

Parameters Range Interpretation 

Heart rate 

0 – 50 
50 – 70 

70 – 100 

100 – 160 
160 – 230 

Critically Low 
Bradycardia 

Normal 

Tachycardia 
Critically High 

     

30 – 70 

70 – 95 

96 – 100 

Critically Low 

Low 

Normal 

 

Fig. 9. The Designed Fuzzy Logic. 

 

Fig. 10. Heart Rate Membership Function. 

 

Fig. 11.       Membership Function. 

 

Fig. 12. Patient Condition. 

 

Fig. 13. Fuzzy Logic IF-THEN Rule base Membership Function. 

The result of the fuzzy logic system can be simulated in 
MATLAB using the Rule Viewer as shown in Fig. 14. The 
Rule Viewer can be used to identify whether the expected 
parameters are obtained for the given inputs. The stability of 
the system and the accuracy can be estimated with the help of 
the diagram. For example in the simulation done in Fig. 6, the 
heart rate is set at 82 BPM and the      is set at 100% and the 
output shows the patient is in normal condition. The fuzzy 
logic system was tested in all possible outcomes to verify the 
stability and accuracy of the rules. The Surface Viewer is 
utilized to see how one of the output is affected by one or more 
inputs. It constructs and plots a system output surface map, as 
illustrated in Fig. 15. With a successful simulation, the Fuzzy 
Logic variables, parameters, membership functions, and rules 
were coded into ESP8266 32-bit microcontroller to make a 
smart CKD monitoring system. 

 

Fig. 14. Rule Viewer. 
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Fig. 15. Surface Viewer. 

The Fuzzy Logic Controller was interfaced in the Simulink 
model to simulate the function. Table III shows the results 
from the tested parameters. The condition of the patient is 
displayed as “Normal” when the heart rate and      are only 
in the normal range. 

Table IV shows the previous studies conducted by other 
researchers to monitor vital parameters in the past few years. 

The comparisons were focused on the types of microcontrollers 
used, the presence of simulation, the parameters that were 
measured, the inclusion of an abnormalities detection method, 
and the accuracy of the device. Many of the studies utilizing 
the Arduino microcontroller had high accuracy. In this study, 
Fuzzy Logic will be used for the early detection of anemia and 
CVD in CKD patients. The results of the simulation, hardware 
and a typical medical device were compared to prove the 
accuracy of the simulation and hardware developed. 

TABLE III. RESULTS FROM FUZZY LOGIC CONTROLLER SIMULATION 

Heart rate (BPM)      (%) Condition 

60 – 85 96 – 100 Normal 

86 – 130 96 – 100 Abnormal 

131 – 200 96 – 100 Critical 

30 – 60 96 – 100 Abnormal 

60 – 85 70 – 95 Abnormal 

60 – 85 30 – 69 Critical 

TABLE IV. RELATED RESEARCHES ON HEALTHCARE MONITORING SYSTEMS 

Ref Microcontroller Simulation Parameters 
Abnormalities 

Detection Method 
IoT Implementations Accuracy 

[36] Arduino UNO None 

 Heart rate 
      

 Temperature 

None Cloud and Andriod App 98% 

[37] ATMega328p 
Fluke ProSim 8 Vital 

Sign Simulator 

 ECG 
 Heart rate 
      

 Temperature 

Coding on Arduino Cloud 99% 

[38] Arduino Nano None  ECG Cloud Andriod App - 

[39] 
8-bit Atmel 
Microcontroller 

None 
 Heart rate 
     

None Bluetooth to PC - 

Authors ESP8266 32-bit 
MATLAB and  
Simulink 

 ECG 
 Heart rate 
      

Fuzzy Logic Cloud 99% 

VI. HARDWARE IMPLEMENTATIONS 

The successful simulation of the CKD monitoring system 
will be implemented into hardware for real-time verification. 
The hardware consists of a MAX30105 Pulse Oximeter, 
AD8232 ECG Sensor, and AD8232 ECG electrodes as the 
inputs. The Arduino based ESP8266 32-bit was used as the 
microcomputer and the OLED screen was used as the output to 
display the results. The Arduino based ESP8266 board has a 
built-in Wi-Fi feature that does not need an external Wi-Fi 
module making this system to be compact. The built-in Wi-Fi 
module has an IEEE 802.11 b/g/n that uses various frequencies 
including, but not limited to, 2.4 GHz, 5 GHz, 6 GHz, and 60 
GHz frequency bands. In the case of noisy settings, the 
AD8232 has a signal conditioning block that can retrieve, 
enhance, and filter weak bio-potential signals. This implies that 
signal contamination from motion artifacts or remote electrode 
placement can be minimized. The AD8232 comes with 3-lead 
ECG electrodes that plug into a 3mm audio jack. The 
MAX30105 is an integrated particle-sensing module that can 

be used to produce PPG signals from the arterial pulse. The 
MAX30105 communicates through a standard     compatible 
interface. This makes it easier for the microcontroller to 
process information with a simple circuit. The module uses a 
red light with a wavelength of 680nm and infrared light with a 
wavelength of 880nm. It also comes with a built-in digital filter 
and an analog to digital (ADC) signal converter. 

Fig. 16 shows the wiring diagram of the CKD monitoring 
system. The MAX30105 Pulse Oximeter and the OLED Screen 
are interfaced via the     module at the A4 and A5 pins. The 
AD8232 ECG monitor is interfaced to the analog pin A0 of the 
ESP8266 while the Lo+ and Lo- of the ECG module are 
interfaced to digital pins D5 and D6 respectively. The AD8232 
ECG leads are connected to the 3mm audio jack of the 
AD8232 ECG module. The ESP8266 is powered using a 9V 
battery. The ESP8266 microcontroller is programmed using the 
Arduino‟s Integrated Development Environment (IDE) via C 
programming language. The libraries of the sensors, displays, 
and fuzzy logic systems were installed before programming. 
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Fig. 16. Wiring Diagram of the Implemented Hardware using ESP8266. 

The Arduino based ESP8266 microcontroller was 
programmed using the Arduino IDE. The program was written 
using C++ language. Fig. 17 shows the flowchart of the 
program that was coded into the ESP8266 microcontroller. The 
microcontroller initializes the libraries that will be used to run 
the program. The initialization includes the AD8232, 
MAX30105, SDD106 OLED, Fuzzy Logic, and Wi-Fi. Then, 
the connection to the internet will be attempted. With a 
successful internet connection, the Cloud Platform server will 
be done. Once connected the smart sensors will get the data 
from the patient. The ECG, heart rate, and      will be 
obtained by processing the ECG signals and PPG signals. The 
obtained data will be sent simultaneously to the Fuzzy Logic 
interface and displayed on the OLED screen. The results from 
the Fuzzy Logic will be displayed on the same OLED as well. 
Finally, all the obtained data will be sent to the cloud platform 
via a Wi-Fi connection. If the device is not turn off, it will 
repeat the loop by obtaining data from the smart sensors. 

The prototype of the CKD monitoring system hardware is 
shown in Fig. 18. The result of      estimation was compared 
to the value obtained by a commercial fingertip pulse oximeter 
as shown in Fig. 19 to validate the measurement. The 
developed CKD monitoring system was tested on a normal 
person. The ECG leads were placed on the chest during a 
supine position [40] according to Einthoven's triangle for ECG 
lead placement as shown in Fig. 20. 

The ECG leads are color coded where the green (left leg = 
LL) serves as the reference electrode, red, is for the left arm 
(LA), and yellow is for the right arm (RA). The RA and LA 
leads are placed below the right and left clavicle respectively. 
The LL lead is placed below the left rib bones. The ECG leads 
must not be placed on the bones to avoid obstructing the 
signals and it can cause noise. The left index finger is placed 
on the MAX 30105 pulse oximeter while the right index finger 
is put inside the commercial pulse oximeter. After a few 
seconds, the results were displayed. On the OLED panel, the 
ECG waveforms obtained by the AD8232 ECG sensor were 
vividly presented. In comparison to a typical ECG theoretical 
cycle wave, the ECG includes all of the elements of a regular 
sinus. Along with the output from the fuzzy logic controller, 
the heart rate and      were clearly shown. The condition of 
the patient is displayed as “Nor” as the heart rate and      
were in the normal range of 70 BPM and 98%, respectively. 

 

Fig. 17. Flowchart of the Microcontroller Program. 

 

Fig. 18. CKD Monitoring System Hardware. 

 

Fig. 19. Fingertip Pulse Oximeter. 
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Fig. 20. Einthoven‟s Triangle for ECG Lead Placement [40]. 

The cloud platform was set up using the Arduino Cloud 
IoT. The Arduino Cloud IoT is an application programming 
interface (API) that provides services for developers to 
configure, program, and connect to other devices. In this 
project, the ESP8266 microcontroller was connected to the 
internet via Wi-Fi to send the information to the server 
containing dashboards and storage. Fig. 21 shows the interface 
of the smartphone application. The first page of the application 
displays dashboard consisting of the patient‟s ID. When the 
patient ID is selected in the dashboard the second page opens. 
The second page displays the     , heart rate, and the 
patient‟s condition. The      and heart rate of the patient 
displays 97% and 69BPM respectively simultaneous to the 
results displayed in the local OLED screen. The same results 
can also be seen on the website and logged in to the cloud 
storage. 

Table V shows the results from comparing the developed 
CKD monitoring system to the commercial fingertip pulse 
oximeter. The heart rate has a deviation of 1 – 2 BPM while 
the      has a deviation of 1%. The fuzzy logic system 
programmed into the ESP8266 was compared to the results 
simulated in MATLAB and Simulink. The cloud application 
represents the readings obtained from the smartphone. Results 
show that there is no deviation in the outcome of the patient‟s 
condition, thus proving 100% accuracy of the CKD monitoring 
system IoT-based. The prototype CKD monitoring system has 
an overall accuracy of 99%. 

 

Fig. 21. IoT Smartphone Application Interface. 

TABLE V. ACCURACY OF THE DEVELOPED IOT BASED CKD 

MONITORING SYSTEM 

Parameters Accuracy Deviation 

Heart rate 99.2% 1 – 2 BPM 

     99.4% 1 % 

Fuzzy Logic 100% None 

Cloud Platform 100% None 

The proposed device has minor limitations that can be 
improved in future works. The biosensors, OLED display, and 
microcontroller are powered by a 9V battery that consumes a 
lot of power and prevents the device from being used for an 
extended period. Low powered biosensors and displays can be 
added or developed as an upgrade. 

VII. CONCLUSION 

A model of a simulation was designed to imitate the 
functionality of a low-cost monitoring system for early 
detection of CVD and anemia for CKD patients. The ECG 
signals produced in the simulation were similar to the 
theoretical cycle in the range of 0.8 – 1.3mV with different 
heart rate range settings. The simulation done on      to yield 
similar results to the Takuo Aoyagi algorithm. The hardware 
implementation verified the prototype CKD monitoring system 
in real-time by displaying the ECG, heart rate, and      along 
with the patient‟s condition with 99% accuracy when 
compared with a commercial fingertip pulse oximeter. The 
fuzzy logic coded into the ESP8266 32-bit microcontroller was 
accurate by 100% relative to the simulation done on MATLAB 
and Simulink. The suggested system contributes to the 
decrease of fatalities from chronic kidney disease patients by 
monitoring important parameters including ECG, HR, and 
     with the inclusion of decision making using Fuzzy Logic. 
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Abstract—The IoT has gained significant recognition from 

research and industrial communities over the last decade. The 

concept of Industrial IoT (IIoT) has emerged to improve 

industrial processes and reduce downtime or breach in secure 

communication. If automated, industrial applications can make 

the implementation process more convenient, it also helps 

increase productivity, but an external attacker may cause 

distortion to the process, which could cause much damage. Thus, 

a trust management technique is proposed for securing IIoT. The 

transition of the Internet to IoT and for industrial applications to 

IIoT leads to numerous changes in the communication processes. 

This transition was initiated by wireless sensor networks that 

have unattended wireless topologies and were comprised due to 

the nature of their resource-constrained nodes. In order to 

protect the sensitivity of transmitted information, the security 

protocol uses the Datagram Transport Layer Security (DTLS) 

mandated by Secure Constrained Application Protocol (CoAP). 

However, DTLS was designed for powerful devices and needed 

strong support for industrial applications connected through 

high-bandwidth links. In the proposed trust management system, 

machine learning algorithms are used with an elastic slide 

window to handle bigger data and reduce the strain of massive 

communication. The proposed method detected on and off 

attacks on nodes, malicious nodes, healthy nodes, and broken 

nodes. This identification is necessary to check if a particular 

node could be trusted or not. The proposed technique 

successfully predicted 97% of nodes' behavior faster than other 

machine learning algorithms. 

Keywords—IoT; industrial; IIoT; trust management; E-lithe; 

secure communication; internet of things; CoAP; datagram 

transport layer security 

I. INTRODUCTION 

Humans have been analyzing their surrounding physical 
environment for a thousand years, including identifying 
additional vital elements for maintaining the balance like 
measuring temperature, distance, and time. Initially, 
rudimentary methods were focused on using references like 
sun's position and body part sizes. With the technological 
advancement, the measurement units were standardized over 
time, the first-ever mechanical unit to offer exact physical 
measures appeared and were named sensors. With the 
electronic revolution in the silicon age, the method has been 
more precise for calculating and labeled as electronic sensors. 
United States Army introduced communication via sensors in 
the 1950s [1]. The research was initiated by Silverstein and 

was known as Sound Surveillance System. It was an 
intelligence-based project launched for detecting Soviet 
Submarines in the Pacific and Atlantic Oceans [2]. 

With time these sensors were improved for using trust-
based communication through wireless network systems. The 
physical variables can now be modified through an artifact 
known as an actuator. The Wireless Sensor Networks (WSNs) 
are optimized thoroughly by incorporating sophisticated 
mechanisms and actuators, developing into Wireless Sensor 
and Actuator Network. Each node of the Wireless Sensor and 
actuator network can be turned into an Internet of Things (IoT) 
device using internet protocol [3]. 

IoT is conceptualized in this research as "An IoT device is 
an embedded system which is resource-constrained but has the 
capability of performing well-defined tasks like networking, 
signal processing, and sensing. It is powered by batteries and 
offers wireless communication capabilities" [2]. 

The concept of IoT has maximized the interoperability of 
devices. The connection and communication between devices 
have been facilitated but securing the connection is still 
questionable. The proposal for implementing IoT in computer 
connection and big data calculations is not new; however, the 
scope of the problem changes when implementing trust factors 
within the communication of Industrial IoT (IIoT) [4]. 

IoT is used for improvising domestic applications and has 
also been focused on innovating industrial applications. The 
research focuses on cyber security and trusted communication 
between industrial applications. Though IIoT offers quality 
domestic application uses, complex structures are needed to 
implement advanced communication techniques within 
industrial applications. 

IIoT is carried out between hundreds of devices among 
hundreds or possibly thousands of devices connected to the 
same wireless network. It can create scalability issues, and an 
even larger amount of data transferred needs security and safe 
transmission without data theft and intrusion [5, 6]. Thus, the 
characteristic of interoperability needs to be controlled through 
improvising the security feature within IIoT. The efficiency of 
this technique may seem questionable considering 
implementing security features for a massive network that 
needs to be executed and maintained. Along with the 
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robustness and scalability requirements, the focus needs to be 
given to deploying fine-grained access control mechanisms [7]. 

According to Cisco and Gartner, currently, there are six 
billion users connected with the IoT devices; this number is 
increasing exponentially. It has been claimed by [7] that it is 
expected that IoT for industrial applications will help in 
improving security features and will offer great potential for 
research in this field in the coming years. 

However, IoT has been associated with issues like 
resource-constraint devices with limited processing capabilities 
and their memory. The overhead is considered a technological 
barrier in this domain. The use of standard protocols only 
increased overhead delays and energy consumption [8]. The 
delays break communication connectivity, and overhead delays 
affect energy life. Both these factors are not acceptable for the 
efficient operation of any application. Thus, due to these issues, 
the questions stated below are developed to help direct research 
for bringing better prospects in deploying IoT in industrial 
applications and maintaining the trust factor [7]. 

1) Is the implementation of trusted communication for the 

Industrial Internet of Things feasible? 

a) Are there any benefits of making IoT the baseline 

technology for IIoT Trust management? 

b) If the performance impact is reduced, is it possible to 

increase interoperability? 

c) Interoperability is the desired application of these 

services but increasing the possible number of inter-

connections raises the chances of connecting many malicious 

users. 

2) While maintaining performance, how can access 

exposed IoT nodes be controlled? 

3) How can trust management be implemented while 

maintaining zero-configuration achieved for an IoT node? 

To be able to answer these questions, a detailed analysis 
over energy, time consumption, and implementing trust factor 
in IIoT along with studying memory footprints and 
communication overheads, detailed analysis is conducted in 
coming sections of this research with the help of milestones 
depicted in Fig. 1 [7]. 

 

Fig. 1. Research Methodology [7]. 

The methodology described for this research is based on an 
iterative process depicted in Fig. 1. The iterative process needs 
a real-life problem. When the perimeters are targeted for the 
problems, it leads to the formulation of initial research 
questions. With the increasing knowledge, the depth of the 
problem may be well understood and lead to additional 
research questions. The iteration is expected to continue until 
the evaluation is successfully achieved [9]. 

The research will be divided into three stages. The first step 
is to examine the available research on network security, IoT 
technologies, Wireless Network Systems and authentication for 
IIoT, and the security protocols for lightweight key 
management through the preliminary study and literature 
survey. The second phase will be the theoretical design for 
resource-constrained sensor nodes in WSN and IoT using 
lightweight security solutions. The primary aspects of these 
proposed solutions were end-to-end (E2E) key management, 
device authentication, and communication in secure groups. 
Simulations, estimations, and real-time implementations in the 
third phase will evaluate the proposed solutions [10]. This 
research is aimed to evaluate through qualitative and 
quantitative research methods. Data will be collected from 
primary and secondary sources. 

IoT requires collaboration from different research 
backgrounds and industries as a multi-disciplinary field. As 
industries are the major resource-generating entities, they need 
continuous improvement with evolving technology due to 
more human reliance and being operated manually; industries 
have been unable to operate optimally. This research proposes 
that IoT collaborate with industrial applications to produce an 
efficient IIoT model. All devices are expected to be automated 
and communicate through the Internet. 

This research investigates, proposes, and analyzes efficient 
IoT technologies that will enable cutting-edge IoT networks to 
implement and update the existing designs into IIoT with the 
help of Wireless Sensors and Actuator Networks. This research 
focuses on securing communication and confidence among the 
nodes for industrial applications [11]. It is aimed to improve 
issues like scalability, security, dependability, energy 
efficiency, and interoperability which are expected to 
collaborate with the industrial applications and will help in 
providing a secure and efficient means for communication. In 
this research, a trust management model is proposed over IIoT 
by using an energy-efficient access control scheme. 
Additionally, this research aims at improving the existent IoT 
model energy and delays constraints. 

The rest of this paper is organized as follows: Section II 
covers the Internet of Things, security protocols are covered in 
Section III. Methods and materials are covered in Section IV. 
Section V describes the method used to manage trust and 
detect attacks in IIoT. Section VI covers the results and 
discussion. Conclusions and possibilities for future work are 
covered in Section VII. 

II. INTERNET OF THINGS 

For years, the Internet of Things (IoT) has been the 
technology of interest for innovating numerous other 
technologies. Innovation in industrial applications was 
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emphasized to ensure that technological advancement has been 
facilitated with the latest technology. However, issues like 
energy efficiency, delays, security, and safe communication are 
the main hindrances that need to be improved to successfully 
implement Trust management in IIoT [12]. 

IoT is a vast topic that cannot be defined in a single 
definition. A possible definition of IoT is a collection of 
services that connect objects, whether electrical, electronic, or 
non-electrical, to offer contextual services and seamless 
communication. Development of services like mobile phones, 
actuators, sensors, and Radio Frequency Identification (RFID) 
tags can help assess IoT's facility to facilitate human needs. It 
is also known as a network of embedded sensors for increasing 
the ease of connectivity. IoT also means 'internalization of 
every connected object. It allows humans to control the means 
of communication and data transfer. Even if the objects are 
modified, or technology is enhanced, there are possible 
chances that human involvement will not be required. 

In this research, the following definition of IoT will be 
adopted: A device connected to an IoT network is a resource-
constrained embedded system with the ability to perform 
multiple tasks simultaneously like signal processing, 
networking, and sensing. Batteries usually power it to consume 
lesser power and provide wireless communication capabilities. 

The concept of IoT may change or evolve due to changing 
software and hardware technologies or the need for industrial 
applications to evolve. Implementing IoT in industrial 
applications will help improve efficiency and offer trusted 
communication among devices as IoT faces issues like data 
hacking or external intrusion [13]. If this happens with any 
industrial application, there are chances that it might damage a 
device or make it vulnerable to data theft. This research 
investigates how secure and trusted communication will be 
implemented in IIoT. 

The concept of IoT involves numerous software 
components; however, the latest evolution has been made in 
link layer and application layer protocols and operating 
systems. Recent advances in the IoT domain, such as the 
Application Protocols, the OSI model represents that the 
application layer is known to be the abstraction layer known 
for acting as an interface between the applications running on 
the host and how it is communicating with the user. 

The following list includes known application layer 
protocols for IoT [14]. 

 RESTful HTTP is the first IoT protocol acknowledged 
for executing Hypertext Transfer Protocol (HTTP). It is 
mainly used for web-based services in which most of 
the work is to facilitate communication between the 
client and the user. The transport layer is deployed in 
the TCP protocol. However, the usage of XML makes it 
inefficient for low-power purposes and complex for 
general usage. The latest improvements made in HTTP 
have enabled the header compression to improve the 
overall performance of the HTTP protocol. The overall 
power consumption issue has been suitably dealt with, 
but it is still inefficient for implementation in a 
resource-constrained device like IoT [15, 16]. 

 MQTT: based on a client broker-server architecture, the 
MQ Telemetry Transport protocol created by IBM is 
implemented using two types of communication 
processes, i.e., Publish/Subscribe and in HTTP as 
Request/Response. This protocol still uses TCP, but it is 
more efficient than HTTP. 

 Jabber: this protocol was developed by an open-source 
community to support instant messaging. Similar to 
MQTT, communication depends upon XML. It 
supports the client-server model using both 
communications mediums, i.e., Request/Response and 
Publish/Subscribe. However, this protocol also uses 
TCP in the transport layer [17]. 

 XMPP: Jabber protocol was modified by Internet 
Engineering Task Force (IETF) by including SASL for 
authentication and TLS for communication encryption. 
It is supported in extensible messaging and presence 
protocol. 

 MQTT-SN: IBM proposed a modified UDP-based 
version of MQTT, which is more efficient and used in 
Sensor networks. 

 Web-Sockets: This protocol was designed to improve 
communication between web servers and browsers; 
however, apart from these services, it can be used 
independently as a client-server application protocol. 
This protocol also relies on TCP for the Transport layer. 

 CoAP: The Constrained Application Protocol (CoAP) 
was developed for optimizing the efficiency of 
communication in WSN. This protocol, known as the 
Restful-based protocol, has been enabled to execute its 
services directly on network nodes. Depending upon the 
client-server model, it observes methods, and depending 
upon these methods; it allows the Request/Response 
procedure. Unlike other protocols, this protocol uses 
UDP protocol instead of TCP protocol in the Transport 
layer [18]. 

Link-layer protocols: The innovation of wireless 
technologies like Bluetooth and Wi-Fi has introduced Wireless 
Local Area Networks (WLANs). It has served as an optimal 
technique for every mobile sensing platform and a gateway for 
both techniques. However, the only barrier faced using this 
technology is power consumption. The device's battery dies 
down within a lesser time when these techniques are not used. 
Thus, it lessens the time for consumption of Bluetooth and Wi-
Fi in any device. Numerous new improvements have been 
made in hardware components to reduce power consumption, 
like the one manufactured by a Texas instrument named 
CC3000. It has a reception consumption of 331 mW and a 
transmission consumption of 936 mW. The wireless 
technology consumes the majority of the power of any IoT 
device; consequently, while selecting the wireless technology 
for the device, it shall be observed how it affects the power. 
The device can operate for an extended period without 
exhausting its batteries. The IETF in 2006 developed a link-
layer protocol 6LoWPAN with header compression and 
encapsulation. The primary purpose behind it was to use IPV6 
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networks. It was the most significant innovation for creating IP 
wireless networks for low-power devices [19]. 

Since the past decade, the use of embedded systems in 
industrial applications and other evolving technologies like 
upgrading cell phones has emphasized the innovative 
development of these systems. It can be seen currently that 
smart homes, safe cities, and automated gates result from these 
embedded systems. For this purpose, the hardware has been 
improvised, which will be discussed in this section. 

The innovation of microprocessors and microcontrollers 
proposed the latest smaller technique and used lesser 
computational power. Previously, the IoT devices have been 
using microcontrollers due to lower computation power; 
however, with the current need to implement IoT in industrial 
applications for better and safe means of communication, the 
need for Microprocessors was felt. Intel Atom and the ARM 
Cortex-M73 result from this innovation, which consumes less 
power and is high-performance. Microprocessors are 
recommended for nodes that require a high level of power in 
the processing and mitigate the overhead in the communication 
[3]. 

The CoAP services are located in the link-layer and are 
used to design web-based services capable of working with 
resource-constrained devices. This technique is efficient for 
microcontrollers that can run over 6LoWPAN network stacks 
and have a small ROM and RAM. However, it gives high error 
rates in a packet transfer. The devices using this technology 
can switch to sleep mode to save power and give optimal 
performance for low-power networking. The 
Request/Response interaction model is provided by CoAP 
between the communication ends of the applications. This 
protocol supports key Web concepts, built-in discovery, 
extensible header options, and RESTful interactions. For 
integration with the web, CoAP can easily develop an interface 
with HTTP; it will help fulfill the needs of constrained 
environments like very low overhead, multicast support, and 
simplicity of procedures. The features of CoAP which are 
relevant to the research are discussed below: 

 Two types of messages are transmitted, a confirming 
message with the exponential expiry time to receive the 
acknowledged message. On the other hand, a validation 
message is sent without the expected response from the 
server. 

 Uniform Resource Identifier (URI) format uses 
specialized service endpoints and standard services. 
One example explaining the procedure is /.well-
known/core path in RFC 5785, and the name Core 
Format knows another format. 

 CoAP can send large messages in blocks with the stop 
and wait for mechanism. In this way, no data packet 
will be lost, and the complete message will be 
transmitted in 'Block wise transfers' [4]. Fig. 2 
illustrates the transfer of message block-wise. 

 

Fig. 2. CoAP Packet Format [3]. 

Providing E2E security is a widely discussed topic in 
conventional communication using the Internet. Though E2E 
was explored a long time ago, little research is available on 
E2E security using 6LoWPANS. The lossy nature of wireless 
links and the device's resource constraints are the main reasons 
for not applying E2E security mechanisms details to 
6LoWPANs. IP-based IoT faces security challenges during the 
handshake process. To resolve security issues, it is suggested 
to: (1) validate certificates at the trusted 6BR, (2) a full 
handshake shall be avoided by session resumption, and (3) the 
owner of the resource-constrained device shall allow the 
handshake procedure. The certificate-based authentication is 
feasible for this type of authentication [4]. 

Due to heterogeneity in IoT, it becomes difficult to connect 
resource-constrained devices in a more secure and reliable 
way. Especially when it comes to the connection in industrial 
applications, apart from operating in a resource-constrained 
environment, the ruggedness of the environment and weather 
have to be considered. To enable this process to be 
implemented in industrial applications to ensure trusted 
communication between nodes, the IETF has proposed 
techniques using existing protocols like CoAP, the IPv6 
Routing Protocol, and 6LoWPAN. These protocols proved to 
be useful for lossy and low-power networks. The Datagram 
Transport Layer Security (DTLS) protocol guarantees E2E 
security for different applications running on the same 
machine. It operates between the application layer and the 
transport layer. The DTLS consists of two layers; the upper 
layer includes any three stated protocols like application data, 
ChangeCipherSpec, Handshake, and alert. 

The ChangeCipherSpec indicates that the Record protocol 
should protect the messages with security keys and a newly 
negotiated cipher suite during the handshake procedure. DTLS 
uses the alert protocol for communicating error messages due 
to lossy networks within the DTLS layers. Once the handshake 
procedure is completed, the record header is mainly 
responsible for cryptographically protecting the application 
data or upper-layer protocols. The record protection protocol 
offers authenticity, integrity protection, and confidentiality 
features. The handshake procedure is a chattier procedure than 
a DTLS protocol as it releases numerous messages in a 
synchronized fashion [4]. 

III. SECURITY PROTOCOLS 

A. Wireless Personal Area Networks 6LoWPAN 

Fragmentation and header compression mechanisms of 
IPv6 datagrams are defined within the 6LoWPAN standard. 
The IPv6-connected WSNs are also known as IPV6 networks. 
The compression mechanism used in this protocol is Next 
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Header Compression and IP Header Compression (IPHC). Like 
IPHC, DTLS header compression can be applied between 6BR 
and sensor nodes within the 6LoWPAN networks. The 
complete information required for routing has been extracted 
from the IP layer. It happens because DTLS headers are part of 
the payload scheme. 6LoWPAN header compression 
mechanisms compress the headers in a UDP payload. To 
perform 6LoWPAN compression, a new modification is 
required in which a new NHC for UDP with different ID bits is 
assigned. This approach will extend the existing 6LoWPAN 
and be easier to implement than making changes to the existing 
technique [20]. Table I shows the reviewed protocols. 

TABLE I.  REVIEWED PROTOCOLS 

Year Protocol 

1999 MQTT client broker-server architecture [21] 

1999 Jeremie Miller announces the existence of Jabber [22] 

2000 Roy Fielding first presented RESTful [21] 

2004 
Publishing XMPP standards: a modified version of Jabber protocol 

[23] 

2011 WebSocket improved computer communications protocol [24] 

2012 Trust-based communication – WSNs [25]  

2012 
DTLS a protocol that guarantees the implementation of E2E security 

[26] 

2014 Constrained Application Protocol (CoAP) [27] 

2017 
6LoWPAN an approach for routing IPv6 over low-power wireless 

networks [28] 

2017 Enhanced Lightweight DTLS for IoT [29, 30] 

B. E-Lithe 

IoT made the connection of millions of devices possible. 
However, developing secure communication is a challenge for 
IoT devices. If secure and trusted communication between 
Industrial applications using IoT is not possible, it does not 
only threaten productivity and efficiency, but it also threatens 
important data used within these industrial applications. It is 
proposed to provide secure communication within the IoT 
environment by implementing DTLS while constructing a 
secure transport layer over the datagram. DTLS is a protocol 
that is expected to provide secure communication in client-
server applications. The mechanism depends upon transport 
layer security which prevents fragmentation, tampering, and 
message forgery. This protocol also deals with the datagram's 
size, loss of datagram, and packet re-ordering. However, an 
issue is identified that the DTLS protocol is defenseless against 
the Denial-of-Service (DoS) attacks [31] and requires more 
computation than an average device operation while working 
in a resource-constrained device. DoS attacks prevent the 
communication between two nodes and can disrupt the 
network services, thus, disrupting the communication between 
complete networks. DoS attack is identified when the requested 
services are not provided to the user due to an attack on one of 
the networking devices [8]. 

To overcome DTLS shortcomings for constrained devices, 
an Enhanced and lightweight DTLS protocol was proposed and 

named Enhanced Lightweight DTLS for IoT (E-Lithe). For this 
research, a trusted third part element will be added to E-Lithe 
for implementing E-Lithe in IIoT to manage trusted 
communication. The trusted third-party feature aimed to 
prevent the DoS attack by pre-sharing the secret keys. The E-
Lithe protocol is explained as below: 

 The server and the third-party trusted protocol agree on 
sharing a secret key before beginning the handshake 
procedure. 

 A mutual secret key is shared between the client and a 
Trusted Third Party. 

 The sharing of the mutual key prevents the power 
exhaustion of devices and authenticates the client-server 
communication. 

 The client sends a handshake message to the server. 

 If the server confirms the validity of the key, the server 
generates a hello message in return for the client 
response. However, if the keys are not matched, the 
process is terminated. 

E-lithe uses lesser power during message transmission to 
prevent the overloading of fragmentation by applying the 
compression technique to ensure the lightweight transmission 
of messages. The compression strategy used for E-Lithe 
comprises a client Hello, a handshake layer, and a record layer. 
On the other hand, the record layer comprises a fragment, a 
sequence number, and an epoch. The handshake layer consists 
of message sequence and message type. The message is sent 
precisely with message type, and length details are ignored. 
Fig. 3 depicts the communication mechanism in E-Lithe. 

C. Distributed Trust Management System 

The devices connected through IoT face the issue of secure 
communication. Insecure communication could bring more 
devastating damage if it happens in industrial applications. It 
does not only damage the device, but it can also give access to 
sensitive data. The main issue is to identify malicious attacks 
before the handshake procedure. These malicious nodes choose 
selective attacks which require lesser processing requirements. 

 

Fig. 3. Communication in the E-Lithe Scheme [8]. 
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Trust management will check the fault in the network and 
focus on protecting nodes and networking connectivity. The 
main scheme for trust management is to implement trust 
among the connected devices. While checking the trust 
management, they also focus on checking the behavior of 
malicious nodes. In IoT, several trust management schemes are 
available, like centralized, decentralized, and hybrid. 

The trust management value of each node is calculated on 
direct observation of the nearest nodes. This value is zero at the 
start. The start value shows no trust between any two devices at 
the beginning as trust needs to be built. An announcement is 
sent to the nearby nodes, and the value is calculated through 
the sending nodes. The service provided by nodes is denoted as 
a healthy node and is considered a broken node if the service is 
not provided on time. 

A policy-based secure and trustworthy sensing scheme 
called "Real Alert" has been observed for this research. In the 
mechanism, IoT node attributes and the data trustworthiness 
are calculated through evaluating the anomalous data and the 
contextual information from which this data is collected. The 
monitored direct trust value measured from network 
communication relies on the quantitative value of the trust 
model. The evaluated features are integrity and delay, 
consistency of the packet content, repetition rate, and packet 
forwarding capacity. The D-S theory is computed to calculate 
trust. However, the drawback of this scheme is that it uses a 
large amount of data, and streaming this amount of data creates 
a problem for the conventional networking system. 

The redemption scheme and the trust management 
differentiate between malicious behaviors to detect and defend 
against On and Off attacks and temporary errors. The ratio of 
good behavior to the total behavior is calculated using the 
difference as the predictability trust, and a static sliding 
window is used for recording previous behavior [32]. 

D. Naïve’s Bayes Theorem 

Machine learning algorithms are proposed to be an 
alternative for calculating trust values among the connected 
nodes. This theorem can help from attempting multiple 
calculations. The BAN-Trust scheme will have opted for this 
scheme on the recommendation of other nodes detecting an off 
behavior of any node. In this process, if any node identifies and 
reports that the other particular node is behaving off or sending 
flooding messages, the system can ban that node from the 
communication network. In this way, the rest of the network is 
protected [33, 34]. 

A Naïve's Bayes trust management model is easier to build 
and is less complex. It can use large datasets and does not rely 
on iterative parameter estimation. The Bayesian theorem is 
stated as below: 

       
           

    
  (1) 

Where (x|y) = probability of a class, x given instance, y, 

p(y|x)= probability of instance, y given class and x, 

p(x)=probability of occurrence of class x, p(y)=probability of 

instance y occurring. 

The Bayesian theorem uses one parameter only. This 
parameter calculates all features and simplifies them through 
the Naïve Bayes theorem for numerous features. This theorem 
can be used for detecting malicious nodes. The features of the 
Naïve Bayes classifier are Packet Loss Rate and the Packet 
Error rate. Malicious nodes intentionally disseminate erroneous 
packets or drop packets. For this purpose, the packet loss rate 
and the packet error rate are included for calculating the trust 
value between nodes. According to the Bayesian theorem, 
trustworthiness can be classified as High, Low, or Moderate 
[33]. The calculation of the Level of Trust in Naïve Bayes is 
explained in Fig. 4. 

 

Fig. 4. Classification of Trust Values after Training the Model. 

IV. METHODS AND MATERIALS 

To present the real-time implementation of the improvised 
E-Lithe, Contiki is used. It is an open-source operating system 
used for implementing IoT. The proposed header compression 
technique can be implemented with the support of 6LoWPAN. 
Cooja enables cross-level simulations at many levels and 
supports the 6LoWPAN protocol with a more convenient 
interface. Cooja can combine low-level and high-level 
simulations of sensor node hardware and how they behave in a 
single simulation. The Cooja simulator provided a flexible 
approach for implementing improved E-Lithe for trust 
management in IIoT. The partial real-time scenario generated 
with the help of Cooja will give a better insight for deploying 
this research at the industrial level. The improved lithe 
implementation requires the support of four components: 
CoAP, DTLS, DTLS header compression, and the CoAP-
DTLS integration module. Open-source Ubuntu 14.04 LTS 
64bit will be used for DTLS implementation. It uses the pre-
shared keys: TLS_PSK_WITH_AES_128_CMC_8 for 
supporting the basic cipher suite. For the WiSMote Platform, 
Ubuntu 14.04 LTS 64bit and VM Ware workstation are used. 
The default CoAP implementation will be used for CoAP 
implementation in Conitki. An integration module will create a 
collaboration between DTLS and CoAP and enable the CoAP 
protocol. Independent application access is created due to this 
integration with CoAP. In this process, the CoAP messages are 
handed over to DTLS, responsible for transmitting them to the 
receiver's end [35]. 
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Initially, all the CoAP messages are received at DTLS. 
Once processed and checked, DTLS transfers these messages 
to CoAP, stored at the application layer. The header 
compression will be used, as an extension, to implement 
6LoWPAN in Contiki. The 6LoWPAN layer has been placed 
between the Medium Access Control and IP layers. The 
packets ready to be transmitted from the nodes in the IP layer 
are known as Output packets. The packet received at the node 
from the MAC layer is known as the input packets. However, 
the 6LoWPAN layer can process the UDP packets from both 
directions. The UDP packets depending upon the messages, are 
divided into two categories. The default DTLS port for pre-
configured input packets identifies CoAP messages. In addition 
to it, the security shall not be compromised during the E2E 
sharing of keys during the header compression scheme. 
Yassine's is a secure version of DTLS [35]. The Yassine's 
version of DTLS and E-Lithe are observed to have closer 
values, as shown in Fig. 5. However, when compared and 
shown results through the graph depicted in Fig. 5, it has been 
identified that the E-Lithe can handle the compressed data 
packets better than the heavy data packets. E-Lithe uses the 
header compression scheme despite the cookie exchange 
scheme, which helps it perform better. 

 

Fig. 5. Total Energy Consumed for Each DTLS Variant. 

Improved Lithe will be evaluated by implementing sensor 
nodes in Contiki. As a hardware platform, WiSMote will be 
used. WiSMote proposes the features like a 16-bit RISC 
microcontroller, MSP430 5-Series, 16 MHz, an IEEE 802.15.4 
(CC2520) transceiver, and 128/16 kB of ROM/RAM. 
WiSMote was selected due to the RAM and ROM 
requirements of DTLS. 

The network will consist of forty WiSMote. One of the 
WiSMote will serve as a server that will communicate with 
other nodes. As this research aims to identify the broken nodes 
and the attacked nodes, these nodes will be sending Hello 
Flood Messages to other nodes. The attacked nodes are 
essential to be identified because they are the loop through 
which data theft can happen, or any foreign intrusion is 
expected. The communication between nodes that are attacked 
or broken will be restricted. They will not be able to send 
messages. The rest of the nodes performing on time can be 
called trusted nodes. It is essential to ensure that the nodes 
within the network are trusted because a single broken or 
attacked node within an industrial network can damage the 

complete network and may cost resources for replacing the 
hardware or cause downtime. 

V. A SMART TRUST MANAGEMENT METHOD TO DETECT 

ON-OFF ATTACKS IN THE IIOT APPLICATIONS 

The proposed approach in this research aims to detect on 
and off attacks and broken nodes on networks for IIoT. The 
communication between the industrial applications will be 
calculated through the available metadata attributes. IIoT 
metadata can be evaluated by sending it to the proposed 
algorithm. 

Data is entered into the feature type extraction process for 
the pre-processing phase. Hashing vectorizer is used for 
processing text data. The text in this format is converted into 
token occurrences of a matrix. The integer index mapping 
string is named by the token string name. This approach is used 
because it does not need the support of the dictionary and can 
be used for streaming. The pre-processed dataset is fed to a 
machine learning classifier for identifying the class. Few 
limitations have been accepted for evaluating the industrial 
data, such as calculating the average temperature for a city. If 
the temperature is within range, it will be called trusted data, 
but if it is out of range, it can be labeled as a broken or attacked 
response, although it could result from extreme, unusual 
weather conditions. A decision function value is returned if a 
classifier confirms an identified class. The methods adopted the 
use of the decision function for calculating the size of the 
Elastic Slide Window. It is evaluated by observing the model 
decision function of the distance hyperplane of the sample 
data. A high positive decision value is received corresponds to 
high prediction assurance, as illustrated in Fig. 6 and Fig. 7 [4]. 

 

Fig. 6. Expected Range of Trusted Value [4]. 

 

Fig. 7. The Elastic Slide Window [4]. 

The introduced Elastic Slide Window is an essential 
concept for data flow. Using the time frame analysis, it 
enhances trust. All the values are either good or bad during the 
On and Off attack are sent in a discretionary manner. If the 
system is healthy, it will accept the good value over time, but 
the suspect of being an attack is always expected. If the 
identifier sends a low decision function value or an identified 
class, the trust for that value is doubted, and that particular 
resource is either expected to be tested again for trust, or its 
communication is limited. The decision function values 
evaluate the size of the elastic slide windows. Any time a low 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

341 | P a g e  

www.ijacsa.thesai.org 

decision function value is received, the elastic slide window is 
increased for evaluating the trust of that particular decision 
function. The trust dispatcher records the storage size of the 
elastic slide window in the database. This feature also 
determines the trust response, i.e., Good, Broken, or on and off 
attacker. The proposed algorithm is illustrated in Fig. 8. 

 

Fig. 8. The Smart Trust Management Algorithm for Industrial Internet of 

Things. 

The smart trust management server will consult, via the 
Constrained Application Protocol, for an object, and the value 
is returned in JSON formatted data. Honesty, exploitation, and 
selfishness levels determine the node's trust. The node will be 
tagged as an attacker node if the trust value is not satisfied with 
the threshold value. For example, the object Id: 15 with a 
metadata payload of 45 degrees Celsius is marked as an On and 
Off attacker. The decision function for a trust score value is 
also presented. Other expected results can be transcribed as 
Good for predictable devices or even two broken nodes in the 
same elastic slide window. 

VI. RESULTS AND DISCUSSION 

This research's proposed trust management method is 
expected to detect On and Off attacks in IIoT with 97.1% 
precision tested on a real-time dataset. For the simulated 
environment, 95% of precision is achieved. The reasons behind 
choosing the proposed method were: (1) to establish secure 
communication with resources limitation presence in IIoT, (2) 
to enhance the defenseless DTLS protocol against DoS attacks 
to gain the advantage of lightweight transmission with low 
power consumption. Compared to other studies, the proposed 
method is 95% faster, and On and Off attack is predicted 5% 
more accurate in On and Off identification attacks. The Elastic 
Slide Window feature helped identify the malfunctioning or 
broken nodes among the misbehaving devices by evaluating 
the exploitation, selfishness, and dishonesty levels. Fig. 9 and 
Table II show the simulated node behavior based on delay and 
overhead. 

 

Fig. 9. Power Consumption in Nodes vs. Delay. 

TABLE II.  THE RELATIONSHIP BETWEEN THE NUMBER OF NODES AND 

DELAY TIME WITH AND WITHOUT DETECTION 

Number of Nodes Without Detection With Detection 

20 0.081 0.57 

30 0.028 1.057 

40 0.012 0.947 

The decision function boundaries are created by joining the 
trained datasets, which are blue in the illustration. The x-axis in 
Fig. 9 represents the number of nodes, whereas y-axis 
represents delay time for communication. The OneClassSVM 
classifier efficiently grouped the test data, which was near to 
the trained dataset. The abnormal samples opted in this 
research were presented far from the decision function values. 
Typical or trusted values are near 0 for an identified class. The 
broken, attacked, or misbehaving nodes give high distance 
values up to -200 [3]. 

The proposed method could be affected by suspected 
validation threats like datasets, classifiers seeds, and random 
simulation outputs. The output of each simulation varies 
according to its run time. To minimize the error in the 
validation threat, the simulation is executed three times, and 
the average of these three simulations is used as a result. 
During the training tasks of the models, scikit-learn library 
procedures create an alert for the users that they use parameter 
initialization variable and random seed values, which together 
contribute towards different types of precision values in results. 
The average values were annotated for three fitting rounds for 
the simulation values. The null values were sanitized from the 
real-world dataset by removing the non-related data and NaN 
values. However, the related work sessions could be threatened 
if no relevant study is considered during the concept 
development. To minimize the risk, main indexing databases 
were considered for verifying references and citations of 
sources within the context to validate the theories. 

The previous sections discuss the improvisation in the most 
well-known technique, 'Lithe,' to implement security and trust-
based communication in IIoT. The selected trust management 
technique is analyzed and evaluated, relying on essential trust 
metrics: scalability, availability, adaptability, reliability, 
privacy, integrity, and accuracy. The selected articles show that 
the researchers have focused on implementing security and no 
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data loss communication between nodes. While researching the 
available data, it has been identified that there is limited data 
available in research regarding Trust management in IIoT. The 
security feature could be established for a smaller network. 
However, the industrial network is massive. It needs to be 
protected and ensured by implementing improved E-Lithe to 
prevent DoS attacks on devices and establish that the devices 
within the network could be trusted because they have been 
responding within range and within the expected time. 

Table III illustrates that the researchers have focused on a 
few parameters for conducting research like scalability, 
adaptability, availability, accuracy, and security. However, the 
features like establishing the fact that the nodes in the network 
are not broken, attacked, or misbehaving nodes, which can be 
dangerous for the complete network and its authenticity, are 
not discussed. The attacks not only threaten the safety and 
secure transmission of sensitive data but also damage the 
network device. 

TABLE III.  PARAMETERS FOR SIMULATION 

Network Simulator Parameters 

Parameter Value/Description Remarks 

Number of nodes 40 nodes 255 for each scheme 

Simulation area 1000 x 1000 m 
Controlled by wireless 

coverage  

Topology Random 
Determined by Cooja 

(Simulator) 

Radio medium UDGM 
Directed Graph Radio 

Medium 

 

Routing protocol 

 

RPL 

IPv6 Routing Protocol 
for Low power and 

Lossy Networks 

Mote type WiSMote 
Contiki-wismote-

platform 

Packet analyzer Wireshark 
Network protocol 

analyzer 

Packet interval 10 seconds 10 ms to 60 S 

Due to the fast growth of the technology and the network 
requirements, the IoT network cannot handle the 
trustworthiness computation. The implementation of Lithe 
ensured the secure communication of data, but this technique 
does not support the trusted communication of data between 
devices. The technique faces the issues like fake 
recommendations from other devices. A hacked device can 
send messages for other devices that they are hacked, limit 
their communication, downgrade the ranking, which may not 
be part of the system, or upgrade the rank of any device once 
they are fit for use. Due to this, they may predict the wrong 
trust value. 

The trust decision is developed on static rules, whereas the 
trust decision must be taken dynamically during trust 
negotiations. Due to its constrained environment, the improved 
E-lithe cannot be directly applied in the IoT. The devices need 
to be upgraded at the application and the transport layers to 
prevent loss in the data packets. Even if the message is paused, 
it does not take much time. The message reaches its destination 
in a complete form. 

In this section, Cooja's implementation will be discussed. 
Initially, the installation of the software will be explained. For 
implementing the trusted communication between IIoT, 
Contiki 3.0 open-source OS is used with supporting software 
of VMware. The aim was to generate simulation with the pre-
processed data for identifying how nodes can communicate by 
managing the trust factor. It is a partial real time scenario. All 
the variations will be tested here so that once the program is 
fully completed, it is launched easily for the real-time industry 
without the fear of failing. Studying traffic volume, position, 
and number of malicious nodes at least requires 120 minutes 
for determining the On and Off attacks. However, the method 
proposed is expected to detect the On and Off attacks in 
approximately 10 minutes which is 95% faster than other 
methods. The method offers a faster way for prediction and is 
96% more accurate. Node31* (Good), 8* and 32* are 
(attackers); Nodes 5, 9, 22 are (Good) and 12, 13 and 15 are on 
and off attacked, therefore they cannot be trusted. It is 
generated from the simulated scenario as shown in Fig. 10. 

 

Fig. 10. DODAG Attacks Generated in Cooja Contiki 3.0. 

Node*5 is identified as a selfish node and was identified in 
the first seven minutes of simulation execution. The positive 
trust score is related to good nodes, which could be trusted, and 
negative values are related to attacked nodes. 

The above scenario is one of the probable situations in 
which not all the nodes are attacking nodes; they may be 
broken or selfish, and due to this, they have been unable to 
send messages within range. However, and to the best of our 
knowledge, there is no relevant research available regarding 
the message sent in reply that the particular node can be trusted 
or not and for broken nodes as well that the following node is 
broken and can participate. Thus, the trust-based mechanism 
for IIoT has been calculated depending on factors like 
Dishonesty, Exploitation, and Selfishness levels. 

The dishonestly level depends upon the packet-dropping 
nature. If there is any packet loss during the communication 
process, the message will not be received in a complete form at 
the destination. It is pre-conditioned here that if the dishonesty 
level is greater than one, the node is suspected of being 
dishonest. 

The exploitation level is calculated based on the over 
flooding of hello packets or Distributed Interactive Simulation 
(DIS) message. If Dishonesty Hack (EH) level is greater than 
1, it is determined as a suspect. 

Selfishness level is determined based on the attractive 
nature of the node. Typically root node alone had higher 
quality than other nodes. However, the attacker node proposed 
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a lower rank than the root node to attract the attackers. If the 
Selfishness hack (SH) level is greater than 1, it is determined as 
a suspect. Trust calculation: 

                    i           i          
 i   (2) 

Where Weight factor = 0.33, Hi is Dishonesty level, Ei is 

Exploitation level, and Si is Selfishness level. If trust is greater 

than 1, the node is determined as an attacker. 

For validation purposes, the annotated dataset was found 
useful. The method was compared to other machine learning 
algorithms like linear SVM, Neural Net, Naïve Bayes, and K 
Neighbors Classifier. Comparisons are illustrated in Table IV. 

The proposed method was able to identify two good nodes, 
two broken nodes, and three attacking nodes. Fig. 11 shows the 
types of nodes identified. The actual nodes are shown in the 
form of filled nodes. The color of nodes is depicted with names 
at the end of the image. The mark around the nodes presents 
the predicted class. 

For developing and evaluating intelligent data middleware, 
we used 3111 samples of temperature data collected by 116 
sensors from February to March 2019 for Arahnus in Denmark. 
The average temperature in Arahnus ranges from -3 to 16 
degrees Celsius. A total of 501 misbehave samples were 
simulated using random out-of-range temperature observations. 
Fig. 12 presents the attacking dataset captured by Wireshark. It 
gave similar results to the simulation, and approximately 97% 
of precise results were generated. 

TABLE IV.  COMPARISON WITH SUPERVISED CLASSIFIERS 

 

Classifier 

Linear 

SVM 

Naïve 

Bayes 

Neural 

Net 

Nearest 

Neighbors 

Our  

Method 

Precision 0.88 0.92 0.92 0.91 0.96 

Pecall 0.71 0.82 0.81 0.84 0.85 

F1-Score 0.74 0.85 0.84 0.84 0.87 

 

Fig. 11. Rank Attack for Nodes Cooja Contiki 3.0. 

 

Fig. 12. Attacking Dataset Captured in Wireshark. 

The output results from one-class classifiers types have 
been used in the proposed method. The 
OneClassSVMclassifier has been identified to help identify the 
attacking nodes and prove trusted communication between 
nodes. The one-class classifier is used to justify the aim that the 
trusted communication between the nodes has to be established 
by separating good nodes from the broken nodes and limiting 
the communication of malfunctioning nodes. However, it is 
hard to tag a classifier for each type of metadata. 

VII. CONCLUSION AND FUTURE WORK 

Implementing trust management in the Industrial Internet 
of Things (IIoT) is challenging. The relevant research available 
has been focused on implementing IIoT networks, but little 
focus has been made on IIoT trust among the nodes. Though 
this is a new concept, it is limited by the little data available. 
Using the current research available, a smart trust management 
system has been introduced using machine learning algorithms 
and size of Elastic slide window. The proposed method 
successfully detected On and Off attacks on nodes, malicious 
nodes, healthy nodes and broken nodes. It is necessary to 
identify the type of node within the network for identifying that 
if particular nodes could be trusted or not. The proposed 
technique was able to predict 97% of accurate behavior of 
nodes faster than other machine learning algorithms. The 
Elastic Slide window introduced has the capacity of identifying 
broken nodes, malfunctioning nodes or attacking nodes in 
industrial network as they have the capacity of handling bigger 
data and take the strain of massive communication. 

This research examined the available research on network 
security, IoT technologies, Wireless Network Systems and 
authentication for IIoT, and the security protocols for 
lightweight key management through the preliminary study and 
literature survey. Then we proposed E2E key management 
using a lightweight security solution to achieve device 
authentication and communication in secure groups: 
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simulations, estimations, and real-time implementations 
evaluated and validated such solutions. 

The proposed system can be tested against other machine 
learning techniques and scenarios in more complex industrial 
networks. Currently, only the trust factor is evaluated. If further 
research is conducted, there are possible chances of 
implementing an intranet network facility using E-Lithe 
approach for ensuring that the particular network can only be 
accessed by authorized people and can deal with any incoming 
attacks. Also a random dataset can be used to test if the 
mechanism is able to identify the validity and trust factor 
within the system. Also, elastic slide window can be used for 
identifying other IoT related trust based attacks in industrial 
environments like ballot-stuffing attacks, opportunistic service 
attacks, bad-mouthing attack and self-promotion attacks. 
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Abstract—Even today, there are still a large number of people 

suffering from heart attacks, which have already claimed 

numerous lives worldwide. To examine the main components of 

this problem in an objective and timely manner, we chose to 

work with a methodology that relies on taking and learning from 

real and existing data for use in training and testing predictive 

models. This was carried out to obtain useful data for the present 

research work. There are in parallel different methodologies that 

do not quite fit the model of this work. Data was collected from 

the "Center for Machine Learning and Intelligent Systems" 

which in turn contains data from patients who have ever suffered 

a cardiovascular attack and from patients who never suffered the 

disease, all of them being patients selected from different medical 

institutions. With the corresponding information, it was 

subjected to different processes such as cleaning, preparation, 

and training with the data, to obtain a logistic regression type 

automatic learning model ready to predict whether or not a 

person may suffer a cardiovascular attack. Finally, a result of 

87% accuracy was obtained for people who suffered a heart 

attack and an accuracy of 81% for people who would not suffer 

from this disease. This can greatly reduce the mortality rate due 

to infarction, by knowing the condition of a person who is 

unaware of his or her health situation and thus being able to take 

appropriate measures. 

Keywords—Prediction; machine learning model; logistic 

regression; heart attack 

I. INTRODUCTION 

Nowadays it is more common to talk about people prone to 
cardiac arrest [1], the lifestyle of the general population has 
changed so drastically that people have started to develop 
cardiovascular problems frequently [2]. There are several 
factors to consider, one of the most obvious of which is the 
type of food that people choose to eat, such as junk food [3]. 

To analyze the main factors of this problem in an objective 
and timely manner, we chose to work with a meta-analysis 
methodology [4], This consists of taking and studying existing 
test data and sorting them to obtain data beneficial to our 
research [5]. Different research methodologies are not 
completely adapted to the model of our research, such as 
Design Thinking Methodology, which is a trial and error 
model, or the Ethnographic method, which is a controlled 
study of a sample of the population. That is why the meta-
analysis methodology is ideal for the objective of our research 
[6]. 

As the main study sample in this work, we took data from 
various medical institutions in Europe to compare and analyze 
why and how cardiovascular diseases have been growing. We 
took data from the "Center for Machine Learning and 
Intelligent Systems" and acquired a CSV with the 
corresponding information [7], by doing this, we were able to 
structure the information to obtain statistical tables that help to 
understand the problem [8]. 

The main objective is to help prevent and study heart 
attacks in vulnerable patients in depth to reduce the mortality 
rate due to these diseases through concrete statistics that were 
implemented using machine learning. 

The structure of the article is as follows: in Section II we 
will see the methodology, in Section III we will see the 
detailed case study through statistical tables, in Section IV we 
will present the conclusions and recommendations of the 
research and, finally, in Section V we have the references. 

II. METHODOLOGY 

A. Information Gathering 

The first thing that was done to make the investigation of 
Heart Attacks and have a solution, was to obtain as much 
information on the subject, being these real cases where 
people were affected. 

It should be noted that the information obtained is not data, 
since it still has to go through a severe filtering process, and 
using parameters, we will get the data already separated and 
grouped as appropriate [9]. 

The sources from which the information was acquired 
must be reliable, we cannot resort to any page of dubious 
information, since this can be detrimental to the investigation. 
[9]. We need truthful data that does not corrupt the real and 
specific objective we have. 

B. Parameter Configuration 

In this stage, we will import the libraries for the training of 
our data, which will be divided into two processes [10]. 

1) Input data: A collection of records containing features 

important to the Heart Attack problem, this data will be used 

during training to set up the model to make accurate 

predictions about new instances of similar data, the values in 

the input data are a direct part of the model [11]. 
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2) Parameters: These are the variables that the selected 

machine learning technique uses to fit the data [10]. The 

parameters and model are optimized and tuned through the 

training process, run data, evaluate the accuracy and adapt 

until the best values are found. 

3) Validation data: this model it provides us to keep the 

data, as test training, it will also be trained with the missing 

data, adjusting the validation data to finalize it will be 

evaluated according to the percentage acquired with the test 

data [12]. The data model is divided into three parts, the 

information will be prepared without nulls and gaps. The 

small volume of data will not be efficient for training. 

C. Data Preparation 

In this stage, we will extract data that will be important for 
the quality of our result, so we will obtain better results and a 
high range of prediction positions [13]. 

This section is where the data was obtained or collected 
from different sources, such as databases, blogs, websites, 
spreadsheets, etc. [14]. To clean the data obtained and later 
have as a result a file with a format that we have applied as 
CSV. 

D. Model Approach 

The problem shows the frequency of cardiac problems in 
different groups of people, being the main problem the heart 
attack, for this problem we propose the decision making of the 
machine learning methodology logistic regression. 

The logistic regression model is used for classification, it 
is a supervised type algorithm. This model is used when our 
objective is to forecast the probability of a certain event 
occurring or not [15]. 

This will help us to classify the data and perform 
automatic learning, being supervised. With this logistic 
regression model, we predicted the heart attack patterns, using 
logistic regression, the following are performed. 

III. CASE STUDY 

A. Information Gathering 

A dataset of available heart disease data from the 
following was used in this process. 

 Hungarian Institute of Cardiology. Budapest: Andras 
Janosi, MD 

 Hospital Universitario, Zúrich, Suiza: William 
Steinbrunn, MD 

 Hospital Universitario, Basilea, Suiza: Dr. Matthias 
Pfisterer 

 Centro Médico VA, Long Beach y Cleveland Clinic 
Fundación: Robert Detrano, MD, Doctor [15]. 

In the aforementioned medical institutions, it was collected 
from different databases containing 76 attributes. 

In particular, the database of the Cleveland institution was 
used to carry out our research; information on heart disease in 

patients. He concentrated on simply trying to distinguish the 
presence of heart disease [16]. 

B. Parameter Configuration 

In this stage, the libraries to be used in the model were 
defined, as displayed in Fig. 1. 

 Numpy: Provides functions for vector and matrix 
creation, especially mathematical operations. 

 Pandas: Data handling, manipulation, and analysis. 

 Matplotlib: Library for chart creation and data 
visualization. 

 Scikit learn Library that will give us support for the 
creation and training of the machine learning model. 

 Seaborn: It is a matplotlib-based library for the creation 
of graphs that provide a simple interface. 

 

Fig. 1. Import of Libraries. 

C. Parameter Preparation 

At this stage, the data from the institutions indicated in the 
following point were used (A); For this purpose, the CSV file 
was imported to our working directory, in this case, it will be 
saved in Google Drive, This will facilitate access to our data 
when running our predictive model. Using the Google Colab 
platform, which is a virtual machine environment based on 
Jupiter and Notebooks. This runs in the cloud, where we do 
the Python coding, as shown in Fig. 2. 

 

Fig. 2. Reading the CSV File. 

The following function was used pd.head()of the pandas 
bookstore to showcase the first 5 rows of the dataframe as 
displayed in Fig. 3. 

 

Fig. 3. Data Visualization. 
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As can be seen in Fig. 3, our dataset is displayed with a 
header divided into columns, which helps us to know what the 
values found in that column mean. In Table I, the meaning of 
the columns of the dataset is shown in more detail. 

The next step is to perform data cleaning and data 
preparation using the function df.isna() that provides us with 
pandas to detect missing values, which will return values of 
type Boolean, which indicates missing or lost values, and the 
function sum()will return the sum of all these values, which 
will result in 0 if there are no missing values, as can be seen in 
Fig. 4. 

TABLE I.  UNDERSTANDING THE DATA 

Description of the Data 

age Age of patient 

sex Sex of the patient 

exang Exercise induced angina (1 = sí; 0 = no) 

ca number of important vessels (0-3) 

cp 

Type of chest pain 
1.Typical anginaAngina atípica 

2.No angina or angina 

3. Asymptomatic 

trtbps Resting blood pressure (in mm Hg) 

chol Serum cholesterol  mg/dl fetched via BMI  

fbs 
(Fasting Blood Suga >120 mg/dl) 

(1 = true; 0 = false) 

restecg 

resting electrocardiography results 

Value 0: normal 
Value 1: tener ST-T saturation anomaly (T and wave versions /or 

ST elevation or depression of >0.05 mV) 

Value 2: showing probable or definite left ventricular hypertrophy 
by Estes’ criteria 

thalach Max. heart frequency 

target 
0= less chances of heart attack 

1= more chances of heart attack 

 

Fig. 4. Missing Value Detection. 

The next step is to verify that no duplicate values are 
found in the dataframe with the function df. duplicate(), which 
will return a result of Boolean type, which will tell us if there 
is the duplicity of data, and with the function sum(), will give 
us the sum of how many rows are duplicated, this case it 
turned out that we have a duplicate row, as seen in Fig. 5. 

 

Fig. 5. Check for Duplicate Values. 

The next step is to remove duplicate rows from the 
dataframe with the function df.drop_duplicates(inplace=True), 
as it visualizes the Fig. 6 duplicate data were deleted. Then we 
will check again if there are duplicate rows with the previous 
function df.duplicated().sum(). 

 

Fig. 6. Elimination of Duplicate Fields. 

Fig. 7 shows the degree of a heart attack in older people 
who have higher blood pressure, higher cholesterol levels, 
lower maximum heart rate, under a thallium stress test, one 
way to quantify the degree of risk is to measure the 
discrepancy between the disease and non-disease distributions, 
based on logistic regression theory. 

 

Fig. 7. Description of Data. 
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The creation of four graphs helped us to examine the most 
important characteristics that can be generated before a heart 
attack. 

Using the matplotlib library, in Fig. 8 lines of code will be 
displayed, which will show us four plots shown in Fig. 9 from 
which useful information will be collected between "slp" - 
"output", "thalachh" - " output", "cp" - “output” and “old 
peak” - “output”. 

 

Fig. 8. Graphics Creation Code. 

 

Fig. 9. Cardiac Symptom Score Charts. 

The graphs indicate that: 

 Patients more likely to have heart attacks tend to have 
higher heart rates. 

 Patients with non-anginal chest pains are more likely to 
have a heart attack. 

 The old speech distribution for both patient probabilities 
complements each other. 

D. Units Approach to the Model 

As shown in Fig.10 we carry out the preparation of the 
data, between training and testing, we create four variables: 
x_train de training, x_test of the test, and gives us a function 
train_test_split(), declarations 2 variables feature y output, we 
add the random percentage in the variable randon_state() el 2 
percent to be applied to the output division. Now we define 

the training set with the function fit(x_train, y_train), we 
instantiate the logistic regression on a variable in this case 
named ClassiFier; now predict and with pred training and 
prediction, with which we obtained the report that shows the 
Fig.11, in which the summary of accuracy is displayed: recall, 
f1-score, support to see if you have the symptoms of heart 
attack, in this case, 0 means that you are not likely to have a 
heart attack. and 1 that if you are likely to have a heart attack. 

As shown in Fig. 12 a function was created and inside we 
will perform the prediction and preparation with the new data. 
We make the confusion matrix for y_test and y_pred, it takes 
the index values and the columns of the data from the 
confusion matrix and we will put it in a graph for a better 
appreciation. 

Use SI (MKS) or CGS as primary units. (SI units are 
recommended) English units can be used as secondary (in 
parentheses). An exception could be the use of English drives 
as a commercial identifier, such as a "3.5-inch disk." 

 

Fig. 10. Model Training. 

 

Fig. 11. Model Training Report. 

 

Fig. 12. Model Training Code. 
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Avoid combining SI and CGS units, such as current in 
Amps and magnetic field in Oersted. This often leads to 
confusion because the equation is not balanced in its 
magnitudes. If you must use mixed units, clearly state the 
units for each quantity you use in an equation. 

Next, it is visualized in Fig. 13 that for 0 there was an 
accurate prediction of 83% and for 1 it had 84%. In our 
confusion matrix, he made 25 true positives, 26 true negatives, 
6 false positives, and 4 false negatives. 

 

Fig. 13. Result of the Model. 

IV. CASE STUDY 

A. From the Case Study Case 

To see the precise dimensions of the research, it was 
compared with two other works, the first was with a Hybrid 
machine learning system [16] and the second with a 
Metaphorical machine learning system [17]. 

Fig. 14 shows the percentage of precision that was 
obtained in the results when applying the machine learning 
methodology, the blue color reflects the percentage of our 
research, the orange color is the percentage of the hybrid 
research, and the gray shows the work metaphorical. 

 

Fig. 14. Comparison of the Level of Precision with Other Works. 

The value that was taken from each investigation was the 
level of precision of the analysis shown in percentages, 
resulting in similar comparisons, in the case of the 
metaphorical system, it uses simpler data, so its measurement 
is faster to carry out. The Hybrid system is developed with the 
union of different processes that result in a more complete 
analysis, and the work that was carried out is a direct machine 
learning implementation, so our data turns out to be more 
reliable and truthful, compared to the two other investigations. 

B. Of the Methodology 

The method used Machine learning is based on learning 
automatically, it provides us with tools that will help us make 
decisions according to the case analyzed, the logistic 
regression model is used, where the data is collected, after 
being analyzed, the configurations, data preparation and 
finally the problem statement. 

This type of methodology used in all its phases has 
advantages and disadvantages, in Table II they are shown in 
better detail. 

TABLE II.  ADVANTAGES AND DISADVANTAGES 

Advantage Disadvantages 

Management of the methodology 
allows us to take into account large 

numbers of variables. 

Cost and implementation time The 

investment in Artificial Intelligence is 
very high as they are complex 

machines with a high cost in 

maintenance and repair. 

Models provide a quick 

competitive advantage of 
calibration and re-estimation. 

Increase in unemployment. The 
replacement of humans by machines is 

leading many people to unemployment 

on a large scale. 

Machine learning favors innovation 

and the search for new solutions 

thanks to the interpretation of data. 

There is no creativity. Machines do not 

think, they work within parameters, so 

the creative capacity remains absent. 

Optimized logistics processes will 

also help us to improve the 
organization's logistics systems and 

processes. And it is that it will have 

a solid database for decision 
making. 

As effective as this technology is, it is 
not a human being, and it lacks 

feelings. Thus, as we mentioned 

earlier, it has no limits and ignores the 
moral barrier. A circumstance which, 

if not put on the brakes, can be very 

dangerous. 

Compared to Machine Learning like Deep Learning, they 
mimic the human brain's way of learning. Their main 
difference is, therefore, the type of algorithms used in each 
case, although Deep Learning is more similar to human 
learning because it functions as neurons. Machine Learning 
tends to use decision trees and Deep Learning neural 
networks, which are more evolved. In addition, both can learn 
supervised or unsupervised. 

V. CONCLUSION AND FUTURE WORK 

In conclusion, the present research work collected accurate 
information from medical institutions on patients who have 
ever suffered heart attack problems and on patients who have 
never suffered such disease, imported libraries for data 
preparation, data cleaning, and the development of the 
machine learning model, which in the present case was of the 
logistic regression type, which gives a result of 1 when there is 
a presence of probability or 0 when there is an absence of 
probability. 
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The data analysis method used was machine learning, 
which mechanized the construction of our logistic regression 
model. As a result of the implementation of the model, we had 
a response of 87% accuracy for people likely to suffer a heart 
attack and 81% for patients who would not suffer the disease. 

As a future topic, it is suggested to implement techniques 
for data preprocessing such as SMOTE (Synthetic Minority 
Over- Sampling Technique) for data imbalance. It is also 
suggested to include in future experiments other variables or 
characteristics that can facilitate the prediction of the proposed 
model to optimize it. 
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Abstract—Predicting the council candidate becomes difficult 

due to the large number of criteria that must be known and 

identified. The best candidate should be chosen from among the 

candidates because he or she will play an important role in the 

organization or institution. It is critical to find the right and best 

candidate these days because people see and judge the outcome 

from the candidate in a short time with the help of social media. 

Perhaps the organization and institution require the best 

candidate criteria because they will manage and organize the 

community around them. This study focuses on how to prioritize 

council candidates using Analytic Hierarchy Process (AHP) for 

determine the criteria and Technique for Order of Preference by 

Similarity to Ideal Solution (TOPSIS) for prioritize the student 

council candidate. This proposed framework based on Multi-

Criteria Decision Making (MCDM) will be used to recommend 

and assist students in selecting the best candidate for student 

council. The three criteria chosen were grade point average 

(GPA), Age, and Semester. Based on the results of the 

questionnaire and a review of the literature, these criteria were 

developed. The three criteria were then used to determine the 

most important criterion for selecting the student council. The 

AHP weight is used to determine and prioritize the most 

important criteria. TOPSIS was used to select the most qualified 

student council candidate. The findings show that GPA is the 

most important criteria in selecting the best candidate, and the 

TOPSIS findings support the AHP findings. 

Keywords—Analytic hierarchy process (AHP); technique for 

order of preference by similarity to ideal solution (TOPSIS); multi-

criteria decision making (MCDM); student council 

I. INTRODUCTION 

Universities or institutions of higher learning (HLI) provide 
a variety of responsibilities, such as delivering a high-quality 
academic curriculum and involving students in extracurricular 
activities such as sports. It is critical to educate youngsters on 
the necessary leadership traits for nation-building and future 
leadership [1]. As a result, student representatives must be 
included in educational institutions' administrative structures 
[2].  The student representative committee (SRC) is a student-
led organization that aims to foster a feeling of community and 
leadership among students [3]. 

Elections are democratic procedures in which the general 
public chooses a candidate for public office. Elections are 

crucial to every organization's development because they 
determine who will lead the people. "A person (a) whose name 
appears on the official ballot for election to the office of the 
representative in, or delegate or resident commissioner to, the 
congress," according to the definition. The student 
representative council (SRC) is an annual council of university 
students elected by their peers. Anyone who meets one or more 
of the following qualifications is eligible for SRC candidate 
status. Candidates can seek nomination or election via a 
petitioning method. The candidate can be anybody who wishes 
to run for office as a write-in candidate. Finally, the candidate 
also from anybody who selects a treasurer and designates a 
primary depository, as well as anyone who submits qualifying 
papers and administers a candidate's oath in compliance with 
relevant law, is exempt. The goals of this system are to design, 
implement, and test a web-based system for choosing 
candidates for the SRC election based on criteria provided by 
the university. 

The proposed system focus on predicting the SRC 
candidates among students. Differences with other existing 
systems or methods, most of researchers focus on predicting 
the result of election. However, predicting the result has 
become common in the election area. The most important of 
the election is to get the best and most valuable candidate. The 
election will finish in one day but the effect of the wrong 
election result will give a long effect on people, as well as 
organizations or countries. To determine or predict the best 
SRC candidate, AHP methods are used to get the best criteria 
for choosing the candidate. The weight of criteria will be used 
in TOPSIS to rank and predict the best candidate based on the 
criteria chosen. 

II. LITERATURE REVIEW 

When it comes to communicating peers' opinions to the 
university and, more importantly, ensuring that their opinions 
are heard, the SRC plays a critical role. They are on the front 
lines of student welfare, and their opinions are representative of 
those of students and at the same time, they contribute to the 
educational environment on campus. Students that join in SRC 
become participants in the institution's internal decision-
making process, enabling them to participate in the governance 
of the university [3]. The SRC must collaborate with the 
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university's leadership to ensure that the university's mission 
and vision are accomplished. SRC members are responsible for 
student concerns and provide recommendations to the proper 
university departments, in addition, to serve as the front line of 
students' advocacy. Therefore, it can be stated that SRC plays 
an important function in HLI and is a significant stakeholder in 
the project because of this. 

A. Criteria on Student Council Candidate 

A strong leader is required for a team to efficiently manage 
its internal and external affairs as well as to organize teams 
toward respective objectives [4-5]. The team requires an 
effective leader who can offer support when necessary and 
foster interaction as well as trust among team members and 
also for the people who vote for the candidate. As a result, 
various research presented several criteria for selecting a strong 
leader. According to research conducted at Sultan Idris 
Education University [6], candidates become the primary 
determinant in being elected as the SRC, followed by their 
manifesto. 

The selection criteria are the exact criteria that candidates 
must meet to be considered for a job or to fulfill a certain 
function. Examples of criteria include talents, skills, capacities, 
and knowledge, among others, but they may also include other 
characteristics [7]. Apart from that, candidates for the SRC are 
chosen based on their race, personality, looks, leadership, and 
academic skills. The research of [8] shows that race and 
personality are used as selection criteria. Their research 
revealed that personality traits such as educational attainment, 
philosophical alignment, and racial affinity were all important 
considerations in the hiring process, with the respondents 
giving preference to individuals who met these criteria. 

According to the researcher, three qualities for candidates - 
Commitment, Passion, and Well-organized - received a higher 
weighting than the other leading criteria. This showed that 
these three characteristics should be prioritized in the selection 
of SRC candidates. This research adds to our understanding of 
the SRC's new vote method, especially in terms of candidate 
screening. It also offers extensive conditions for SRC 
candidates, ranking those leadership attributes using the AHP 
technique [9]. The Student Representative Council (SRC) 
Election System and the Post Based on Selection Sort (Sorting 
Algorithm) have one thing in common: every school must have 
a field of applicants for the SRC position to be chosen by their 
students. The technique boosts voter participation during 
elections after a substantial shift, which is one of the benefits. 

A project titled A Secure E-Voting for The Student 
Parliament was created by [10]. The project was built on a 
cryptographic algorithm and included the pre-election, voting, 
and election processes. The Student Representative Council 
(SRC) Election System and the Position Based on Selection 
Sort (Sorting Algorithm) are comparable in that they are both 
created for a population of students that is primarily made up 
of students sharing a common mindset as well as actual 
behavior. Unlikability, anonymity, and verifiability are all 
advantages. The drawbacks include increased usability, 
security, and voter distrust. 

Finally, [11] students finished a project titled "Digital 
Democracy & Student Politics: Interpretation from the Assam 
University Students Council Election," which focused on how 
social media might be utilized to convince voters. Both the 
Student Representative Council (SRC) Election System and the 
Position based on Selection Sort utilize the internet to 
encourage students to vote in elections. The benefit is that it 
gives people a one-of-a-kind chance to express themselves 
without constraint or interference. The disadvantage is that 
election management is a difficult undertaking on all fronts. 

In this research, we focus on the Ministry of Education 
Oman's [12] criteria, which include credit hours completed (by 
semester) and a GPA of at least 2.0 out of 4 points for diploma 
and bachelor's students, as well as the university council's 
criteria, which include age as important criteria to consider 
when selecting candidates. 

B. AHP and TOPSIS 

Over the last several years, multiple criteria decision 
making (MCDM) approaches have gained in popularity and are 
now regularly employed in a broad variety of real-world 
settings [13-16, 30]. The Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS) proposed by is one of 
the most popular and widely used MCDM methods [17]. The 
strategy's underlying principle is straightforward. The so-called 
positive ideal solution (PIS) and the negative ideal solution 
(NIS) are used to construct benchmarks (NIS). There were two 
options considered, and both were chosen because they were 
closest to the PIS and farthest away from the NIS, respectively. 
When it comes to benefit and cost, the PIS and NIS are 
opposites. The PIS optimizes benefit while limiting expense, 
whereas the NIS maximizes both. 

University of Kuala Lumpur students [18] employed the 
AHP method to increase their instructors' assessment scores. 
As a part of this study, researchers looked at what criteria 
contribute to a lecturer's overall performance as well as his or 
her credibility, as well as how these criteria are ranked based 
on significance. Because the criteria are weighted depending 
on importance, the proposed technique is more accurate at 
differentiating the performance of lecturers than the existing 
exercise, which takes the average of all criteria into account. 
Selecting the right SRC is critical because it reflects the good 
governance of universities [10]. In this study, the Analytic 
Hierarchy Process (AHP) approach is used to gather student 
society viewpoints on SRC leadership criteria and to determine 
which criterion is the most often used. 

The Analytic Hierarchy Process (AHP) is used to rank the 
criteria that demonstrate the importance of dedication, 
enthusiasm, and organization. Student's curriculum vitae (CV), 
manifesto plan, and application form are considered as extra 
requirements in screening the SRC application. The procedure 
is crucial to ensure that the chosen SRC is competent and 
capable of fulfilling the expectations of their peers since they 
will represent the institution [19]. Normally, candidate 
selection in Malaysian public universities is done through an 
evaluation process conducted by the faculty/university, but this 
process is inefficient. Several criteria must be considered to 
avoid biases. As a result, this study employs the Analytical 
Hierarchy Process (AHP) method to identify and prioritize the 
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criteria for selecting the best candidate among UPSI 
undergraduate students [20]. A common scenario is selecting 
an appropriate bachelor program and university by [21]. Sijil 
Tinggi Persekolahan Malaysia (STPM, Malaysian High School 
Certificate) leavers are a significant group of bachelor program 
prospect students in Malaysia. Prospective students made their 
decision based on a variety of criteria, including university 
requirements, personal preferences, and influences from 
parents, teachers, and peers. Decisions are typically 
unstructured and biased as a result of personal preferences and 
influencers. 

Since the emergence of dynamic websites, all business 
operations of a commercial organization are usually connected 
with the firm's website. Therefore, a complicated and vast 
website has been created, which may result in sluggish 
downloads and difficult navigation. Meeting the demands of 
the end-user is one of the most fundamental criteria of 
developing a successful website. Because different users have 
varied expectations for a website, there are several criteria that 
the user needs to be satisfied with; hence, evaluating a website 
is a multi-criteria decision-making problem. The integration of 
Fuzzy TOPSIS and the Fuzzy Analytic Hierarchy (FAHP) 
technique to reduce uncertainties and ambiguity in decision 
making, in which the views of multiple decision makers (DMs) 
were used for ranking the website [23]. Moreover, another 
example study is done by [22] that used hybrid fuzzy AHP-
TOPSIS to create flood risk maps, hazard, and district-based 
vulnerability for Istanbul. In health care, example such as [24] 
examines and evaluates the usefulness of health information 
systems in the delivery of health care. A multi-criteria study of 
the efficiency of health information systems utilizing the AHP-
TOPSIS approach is used to evaluate electronic health care 
information systems based on three commonly used software. 

AHP and TOPSIS are widely used and well-known in the 
decision making process. As so far, none integrated MCDM for 
AHP and TOPSIS is used in prioritizing the council candidates. 
Most existing research are focused on predicting the result of 
election compare to help people in deciding on choosing the 
correct candidates. Besides, predicting the election results are 
not relevant in this new era as people will look at the 
candidate’s ability to lead the organization or community right 
after the candidate becomes the leader. So, based on the AHP 
and TOPSIS method, it can help people to choose the correct 
SRC candidate based on the criteria given while TOPSIS 
prioritizes the candidates and help people to choose wisely. 

III. RESEARCH METHODOLOGY 

This study had two stages (as shown in Figure1), which 
were carried out using a mixed-method approach that 
combined both qualitative and quantitative approaches. The 
first stage involved evaluating and selecting criteria from the 
questionnaire and conducting a literature review. Based on this 
step, three criteria were proposed: GPA, Semester, and Age. 
Following that, a student sample was collected and stored in 
the database. 

 

Fig. 1. Framework of Student Council Candidate based on AHP-TOPSIS. 

In the second stage, the most important criteria for 
candidates are determined using AHP, and candidate rankings 
are based on TOPSIS. The questionnaire and literature review 
revealed that the criteria for candidates are GPA, Semester 
(Credit hours), and Age. These criteria were chosen following 
the discussion in the Literature Review. Meanwhile, sample 
data were collected by randomly selecting 100 students from a 
local university to provide input data based on the criteria 
proposed. After some of the students refused to share the 
information about their GPA after entering the biography data, 
the data was cleaned. 

In the second stage, eight respondents were chosen to 
complete the AHP questionnaire to select the best criteria from 
three options. These respondents were chosen based on their 
background and experience in either a university setting or an 
academic setting. We implemented the AHP Balanced-n scale 
in the AHP method because [25-27] pointed out that integers 
from 1 to 9 yield local weights that are not evenly distributed. 

The AHP indicator was used as shown in Table 1. 

TABLE I. INTENSITY FOR AHP 

Intensity Definition Explanation 

1 
Equal 

importance 

Two elements contribute equally to the 

objective 

3 
Moderate 

importance 

Experience and judgment slightly favor one 

element over another 

5 
Strong 

importance 

Experience and judgment strongly favor 

one element over another 

7 
Very strong 

importance 

One element is favored very strongly over 

another, its dominance is demonstrated in 

practice 

9 
Extreme 

importance 

The evidence favoring one element over 

another is of the highest possible order 

affirmation 

2, 4, 6, 8 can be used to express intermediate values 
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The row geometric mean (RGMM) approach is used to 
compute the priorities pi in each input sheet Using the N x N 
pairwise comparison matrix        as calculated in 1 

      *
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          (1) 

Consistency index (CI) is supplied with an      calculated 
primary Eigenvalue, either from the RGMM or the principal 
eigenvalue from the EVM as in 2. 

   
(      )

   
              (2) 

The Alonso/Lamata linear [28] is used to fit the result in 
CR: 

   
(      )

                
             (3) 

AHP consensus is obtained using Shannon alpha and beta 
entropy for all inputs. Between zero and one hundred percent, 
the consensus indicator shows how much agreement there is 
amongst decision-makers. (Complete agreement among the 
decision-makers). AHP consensus indicator    is calculated 

using 4. 

   ⌊     (      )    (      )⌋ ⌊     (      ) 

   (      )⌋                (4) 

With         (  )         is the α, β, γ Shannon 

entropy for the priorities of all K decision makers/participants. 

Interpretation of AHP consensus indicator     is shown in 
Figure 2. 

Following the AHP process, the sample 100 data will be 
analyzed using the AHP weight criteria to check if the criteria 
selected indicate the best candidate. The scores of the trust 
criteria were ranked in descending order using the TOPSIS 
technique, whereas the algorithms were rated in the opposite 
direction. In the TOPSIS technique, the score for each criterion 
was obtained by calculating the distance between it and the 
positive and negative ideal solutions. The score with the 
shortest geometric distance to the positive ideal solution and 
the largest geometric distance to the negative ideal solution 
would be the highest utilizing this method. The researcher 
followed the process of the TOPSIS technique based on [30] in 
this study. 

 

Fig. 2. Indicator    in AHP. 

The first step is to build a normalized decision matrix. To 
make it easier to compare attributes, certain dimensional 
attributes were transformed to non-dimensional attributes. 

Matrix (   )     to matrix   (   )      uses the 

normalization method. 
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for all i = 1… n and j = 1…   

This process yielded a new matrix R, which is shown as 
follows. 
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Step 2: The weighted normalized decision matrix is 
constructed. 

The weights from decision maker, denoted by   
                 where           Throughout this 

stage, the normalized decision matrix was used to make 
decisions. To create the resulting matrix, each column of the 
normalized decision matrix R was multiplied by the weights in 
each row of the decision matrix and    associated with each 

column. The weights in the set were all equal to one. 
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Step 3: Determination of the ideal and negative ideal 
solutions 

Two artificial alternatives were defined in this phase as A* 
(the ideal alternative) and    (the negative ideal alternative): 

   ,((   
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 +              (8) 

Where J is a subset of *         + , that has the benefit 
attributes (i.e., that provides rising utility as the value of I 
increases), and     is the complement set of J. Similarly, the 
cost-type attribute, as expressed by    might have the opposite 
value added as well. 

Step 4: Based on Euclidean distance, a separation 
measurement is calculated as follows. The separation 
measurement was carried out in this stage by computing the 
distance between each alternative in V and the ideal vector A* 
using Euclidean distance, which is given by the equation 
below: 

    √∑ (      
 )
  

      *      +           (9) 

Similarly, the separation measurement for each alternative 
in V from the negative ideal     is provided by the following 
equation: 

    √∑ (      
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      *      +          (10) 
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At the end of step 4, two values, namely,   
  and   

  , for 
each alternative were counted. The distance between each 
alternative and the ideal and the negative ideal solutions is 
represented by these two values. 

Step 5: Closeness to the ideal solution calculation 

In this step, the closeness of     to the ideal solution     is 
defined as 

    
   

(       )
          *       +         (11) 

Obviously,       , if and only if     
 . Similarly,       

, if and only if     
 . 

Step 6: Ranking of the alternatives based on the closeness 
to the ideal solution. The set of alternatives     was now ranked 
according to the descending order of    , with the highest value 
indicating the best performance. 

A. Result and Analysis 

This section shows the outcomes of the individuals who 
were chosen based on their GPA, Semester, and Age. There are 
100 applicants chosen, with 28% between the ages of 18 and 
22, 32% between the ages of 28 and 32, and 40% between the 
ages of 23 and 27. As stated in Table II, 95 candidates are left 
for the next stage of the procedure after data cleansing. 

B. Weighted by AHP 

This section presents the data and decision-making results. 
Three criteria chosen are added to the AHP questionnaire and 
given to the eight experts. Table III shows the summarization 
of the respondents' responses. 

The Weights acquired from the consensus indicator for 
group decisions are shown in Table IV.  [29] is the one who 
introduces it. As a result, this group of 8 responders had a 
consensus S* of 70.6 percent. According to the AHP consensus 
index, there is a modest level of agreement among participants. 
The ranking result based on the criteria selected by all 
respondents (R1 – R8) is shown in Figure 3. Most respondents 
stated that the most significant criterion for Student Council 
candidates is a high GPA. The semester is the second most 
important criterion, and age is the third most critical criterion. 

C. Criteria Evaluation by TOPSIS 

TOPSIS is used to evaluate the alternatives based on the 
DM findings presented in Figure 4 and 5, which highlight the 
sensitivity of the evaluation criteria from the standpoint of each 
expert. 

TOPSIS compares each option to the positive ideal (highest 
score) and negative ideal (lowest score) by determining the 
alternative's highest and lowest scoring results (lowest score). 
S- indicates how near an alternative is to the lowest score. S+, 
on the other hand, denotes how near an alternative is to the top 
score. The outcomes of the ranking contexts S- and S+ are 
shown in Table V. 

TABLE II. SAMPLE DATA FOR CANDIDATES 
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A1 80 20 1980 A49 86 56 1986 

A2 71 110 1984 A50 76 78 2001 

A3 83 25 1989 A51 78 98 1980 

A4 75 35 1988 A52 82 70 1999 

A5 74 30 1992 A53 73 34 1985 

A6 80 55 1990 A54 65 25 1983 

A7 73 34 1989 A55 78 92 1996 

A8 80 30 1995 A56 73 56 1984 

A9 89 45 1985 A57 77 34 1986 

A10 79 78 1992 A58 80 77 1995 

A11 89 81 1992 A59 80 15 2000 

A12 70 89 1985 A60 81 15 2001 

A13 87 60 1990 A61 70 65 2001 

A14 78 92 1997 A62 91 45 1993 

A15 79 55 1987 A63 72 105 1993 

A16 82 111 1996 A64 78 60 1998 

A17 91 115 1996 A65 80 34 2000 

A18 88 72 1992 A66 87 34 2000 

A19 76 102 1993 A67 70 89 1999 

A20 80 88 1996 A68 73 89 2000 

A21 84 101 1998 A69 82 111 1994 

A22 72 67 1993 A70 90 90 1993 

A23 81 60 1999 A71 79 15 2001 

A24 79 43 1995 A72 68 27 2000 

A25 90 88 1995 A73 62 83 1992 

A26 92 76 1982 A74 87 117 1993 

A27 92 114 1995 A75 75 98 1998 

28 74 87 1989 A76 80 98 1999 

A29 70 28 1988 A77 89 60 1993 

A30 74 24 1992 A78 81 83 1992 

A31 82 102 1996 A79 78 102 1997 

A32 76 22 1996 A80 79 80 1997 

A33 70 45 1994 A81 82 76 1987 

A34 72 62 1985 A82 73 87 1990 

A35 83 76 1991 A83 80 93 1992 

A36 88 77 2001 A84 87 36 2000 

A37 72 43 1993 A85 73 65 1997 

A38 92 102 1995 A86 78 67 1992 

A39 74 56 1993 A87 88 87 1997 

A40 93 63 1988 A88 86 76 1995 

A41 73 110 1993 A89 78 102 1992 

A42 76 28 1975 A90 90 43 1998 

A43 89 111 1991 A91 83 15 2000 

A44 66 66 1993 A92 76 78 1994 

A45 87 78 2000 A93 89 15 2000 

A46 88 63 2000 A94 67 65 1997 

A47 87 54 2000 A95 80 50 1994 

A48 88 65 2000     



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

357 | P a g e  

www.ijacsa.thesai.org 

TABLE III. SUMMARY OF RESPONDENTS EXPERT FOR AHP 
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e
ig
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P
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o

r
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R
a

n
k

 

C
R

 (
1

0
%

) 

1
st
 e

x
p

er
t 

   1.00 2.00 0.50 28.6 2 

0.0    0.50 1.00 0.25 14.3 3 

   2.00 4.00 1.00 57.1 1 

2
n

d
 e

x
p

e
r
t    1.00 0.14 1.00 13.2 3 

8.4    7.00 1.00 3.00 69.4 1 

   1.00 0.33 1.00 17.4 2 

3
r
d
 e

x
p

e
r
t    1.00 0.25 5.00 14.3 3 

0.0    4.00 1.00 2.00 57.1 1 

   2.00 0.50 1.00 28.6 2 

4
th

 e
x

p
er

t    1.00 4.00 0.25 21.7 2 

3.9    0.25 1.00 0.11 6.6 3 

   4.00 9.00 1.00 71.7 1 

5
th

 e
x

p
er

t    1.00 0.50 0.11 7.9 3 

1.0    2.00 1.00 0.17 14.3 2 

   9.00 6.00 1.00 77.9 1 

6
th

 e
x

p
er

t    1.00 0.50 0.17 11.7 3 

1.9    2.00 1.00 0.50 26.8 2 

   6.00 2.00 1.00 61.4 1 

7
th

 e
x

p
er

t    1.00 0.33 0.11 7.7 3 

0.0    3.00 1.00 0.33 23.1 2 

   9.00 3.00 1.00 69.2 1 

8
th

 e
x

p
er

t    1.00 0.50 0.25 14.3 3 

0.0    2.00 1.00 0.50 28.6 2 

   4.00 2.00 1.00 57.1 1 

TABLE IV. MATRIX OF NORMALIZATION WEIGHTS 
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Fig. 3. Score Result for Top 20 Candidates. 

 

Fig. 4. Percentage Rank based on Criteria. 

 

Fig. 5. Criteria Rank based on Weightage. 
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TABLE V. CANDIDATE’S RANKING RESULT BASED ON THE EXPERT’S 

WEIGHTAGE 

R
a

n
k

 

C
a

n
d

id
a

te
 

Weight   

S
c
o

re
 

22.9 32.1 45 S- S+ 

1 
A

72 

1.75155

5205 

1.22565

9674 

3.92006

9083 

2.29649

7756 

3.34255

5846 

0.59275

121 

2 
A

71 

1.66814

7814 

0.68092

2041 

4.55419

7905 

3.05022

9475 

3.89573

1594 

0.56086

286 

3 A

59 

1.75155

5205 

0.68092

2041 

4.61184

5979 

3.10595

0806 

3.86108

4259 

0.55419

3315 

4 A

60 

1.66814

7814 

0.68092

2041 

4.66949

4054 

3.15954

0153 

3.86108

4259 

0.55362

0266 

5 A

32 

2.08518

4768 

0.99868

566 

4.38125

368 

2.82542

7903 

3.37920

0067 

0.54462

5735 

6 A

91 

1.75155

5205 

0.68092

2041 

4.78479

0204 

3.27032

5871 

3.89948

4783 

0.54387

556 

7 A

30 

2.41881

4331 

1.08947

5266 

4.26595

7531 

2.76531

6883 

3.12125

0424 

0.53023

2691 

8 A

93 

1.75155

5205 

0.68092

2041 

5.13067

8652 

3.60148

46 

3.99768

1783 

0.52606

8464 

9 A

65 

1.75155

5205 

1.54342

3293 

4.61184

5979 

2.94751

9616 

3.19500

9582 

0.52014

5608 

1

0 

A

54 

3.16948

0847 

1.13487

0069 

3.74712

4858 

2.61926

1648 

2.78448

6773 

0.51528

8011 

1

1 

A

29 

2.75244

3894 

1.27105

4477 

4.03536

5232 

2.63383

7392 

2.79247

0599 

0.51461

7048 

1

2 

A

5 

2.41881

4331 

1.36184

4082 

4.26595

7531 

2.72138

5221 

2.88441

5107 

0.51454

1178 

1

3 

A

8 

2.16859

2159 

1.36184

4082 

4.61184

5979 

3.00160

3806 

3.08360

4404 

0.50673

7699 

1

4 

A

66 

1.75155

5205 

1.54342

3293 

5.01538

2503 

3.35059

5926 

3.31609

6368 

0.49741

2543 

1

5 

A

33 

2.25199

9549 

2.04276

6123 

4.03536

5232 

2.46676

7121 

2.40191

5148 

0.49333

9884 

1

6 

A

84 

1.75155

5205 

1.63421

2899 

5.01538

2503 

3.34844

5674 

3.25396

9767 

0.49284

5353 

1

7 

A

7 

2.66903

6503 

1.54342

3293 

4.20830

9456 

2.73308

5352 

2.60017

243 

0.48753

9237 

1

8 

A

37 

2.33540

694 

1.95197

6518 

4.15066

1381 

2.58624

5751 

2.42999

6051 

0.48442

5621 

1

9 

A

3 

2.66903

6503 

1.13487

0069 

4.78479

0204 

3.31656

7971 

3.09231

8162 

0.48250

4775 

2

0 

A

24 

2.16859

2159 

1.95197

6518 

4.55419

7905 

2.94283

6794 

2.61721

155 

0.47071

7409 

IV. CONCLUSION 

AHP is effectively employed in computing the objective 
weight based on the experiment results. The weights are 
derived from the expert preferences gathered using linguistic 
criteria. Another issue is that TOPSIS has successfully rated all 
the candidates based on the user's preferences and the 
estimated objective weight (see Table IV and Table V). The 
applicant with the highest rank (A72) obtained the highest 
score, followed by A71 and A69. The AHP application can 
help improve the student council selection process by 
determining the prevailing leadership criteria. When compared 

to other parameters, the results revealed that GPA, Semester, 
and Age are the most important. 

Because of the successful examination of the AHP and 
TOPSIS methods, it can be concluded that these approaches 
can increase the quality of candidates for student council. The 
study's limitation is the modest size of the student community 
and expert panel. This research is expected to have a 
significant impact on future leadership development among 
organizations and institutions. 
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Abstract—Image-based CAPTCHA challenges have been 

successfully used to distinguish between humans and bots for a 

long time. However, image-based CAPTCHA techniques are 

constantly broken by hackers, forcing web developers to 

implement more robust security features and new approaches in 

CAPTCHA images. Modern-day bots can use many techniques 

and technologies to break CAPTCHA images automatically. 

These techniques include OCR, Segmentation, erosion, threshold, 

flood fill, etc. This led to innovative CAPTCHA systems, 

including those based on drag and drop, image recognition, 

fingerprint, mathematical problems, etc. Animated image 

CAPTCHAs have also been designed to show moving characters 

and objects and require users to recognize the characters or 

objects in the animation. Unfortunately, these CAPTCHA 

systems have also been broken successfully. This research 

proposes a novel animated CAPTCHA technique based on the 

persistence of vision, which shows text characters in multiple 

layers in an animated image. The proposed CAPTCHA 

technique has been implemented in PHP using GD library 

functions and tested using various popular CAPTCHA breaking 

tools. Further, the proposed CAPTCHA challenge has also been 

tested against the frame separation based breaking technique. 

The security analysis and usability study have demonstrated 

user-friendliness, vast accessibility, and robustness. 

Keywords—CAPTCHA; OCR; animation; segmentation; 

botnet; HIP; CAPTCHA usability 

I. INTRODUCTION 

CAPTCHA (Completely Automated Public Turing test to 
tell Computers and Humans Apart) is some kind of test or 
challenge which can be solved by a human user very quickly 
but cannot be solved by modern computer software [1]. These 
tests help distinguish between humans and computer programs. 
Unfortunately, hackers widely use automatic computer 
programs or bots to misuse Internet-based services causing 
harm to the services and service providers. Therefore, it is 
incumbent that these services be prevented from automated 
access and misuse by bots, and it should be done without 
affecting human users. CAPTCHA challenges help the 
Internet-based services distinguish between humans and bots, 
and based on the CAPTCHA test result, and they deny access 
to the bots. Nowadays, CAPTCHA tests are extensively used 
on the Internet and have effectively kept away automated bots 
and prevented misuse of online services only for human users 
[2]. 

CAPTCHAs are used for securing web-based services in 
many ways. They prevent bots from creating email accounts 

that can misuse online email services and send SPAM emails. 
CAPTCHAs are also used to prevent search engines and 
crawlers from accessing web pages and accessing or copying 
any type of content. Spammers use web crawlers to 
automatically fetch website content and harvest email 
addresses from website content. CAPTCHAs can help hide 
email addresses by default and reveal them only to human 
users.   CAPTCHAs help prevent hacking attacks by defending 
against brute force and dictionary attacks. These attacks work 
by trying many login attempts at a fast rate. CAPTCHAs help 
determine if the client is a human, and only then the service 
allows further attempts to log in or access the prevented 
resource. Online services are intended to enable human users to 
keep trying logging in, even after a bunch of failed attempts, 
rather than disallow further login attempts, as in the case of 
bots. Asking a human user to solve a CAPTCHA instead of 
blocking them offers users a better user experience than being 
blocked from further login attempts. CAPTCHAs prevent bots 
from accessing and spamming discussion forums, comment 
sections of websites, online polling systems and social media 
applications. Gaming bots can be highly competitive against 
human users in playing computer games and thus need to be 
kept away from online gaming platforms. CAPTCHAs help e-
commerce websites reject bots that obtain product information 
and pricing for price comparison. CAPTCHAs play an 
essential role in keeping these bots away from online services. 

Hackers constantly keep trying to bypass CAPTCHAs by 
implementing CAPTCHA breaking techniques in their bots, 
making it necessary to design more secure CAPTCHA 
challenges. There are several types of CAPTCHA challenges 
currently on the Internet-based services viz. Text-based 
CAPTCHA, Image-based CAPTCHAs, Audio-based 
CAPTCHA, Video-based CAPTCHAs, Puzzle-based 
CAPTCHAs, Mouse based CAPTCHAs and Invisible 
CAPTCHA. 

The most common type of CAPTCHA is Text-based, in 
which a set of characters is displayed on an image, and the user 
is required to recognize the text characters and type them in a 
text box. If the user input matches the characters displayed on 
the image, the CAPTCHA is accepted as passed. Some 
examples of Text-based CAPTCHAs are EZ gimpy, Gimpy, 
Register, Ticketmaster, Yahoo and its multiple Versions, 
Mailblocks, Google, MSN, Holiday inn priority CAPTCHA, 
Phpcaptcha.org, FreeCap, Megaupload, BotDetect, 
Cryptograph, LinkedIn, Authorize, Baidu, Blizzard, 
CAPTCHA.net, CNN, Digg, Megaupload, Slashdot, 
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Wikipedia, Hollowstyle, Tencent, Sina, CmPay, 
MicrosoftCAPTCHA, Baffle Text, TeaBag CAPTCHA 1.2, 
3D CAPTCHA, Handwritten CAPTCHA, Synthetic 
handwritten CAPTCHA, MSN CAPTCHA, 3D CAPTCHA, 
STE3D-CAP, Sigma-Lognormal CAPTCHA, 
DevaCAPTCHA, Google CAPTCHA etc. 

In Image-based CAPTCHAs, one or more images are 
displayed to the user, and they are asked to recognize objects 
on the images. This CAPTCHA type is very effective because 
computer programs are not smart enough to process and 
recognize non-text objects from an image. Examples of image-
based CAPTCHA are BONGO, Anomalies Image CAPTCHA, 
Assira CAPTCHA, PIX CAPTCHA, Implicit CAPTCHA, 
Google Image CAPTCHA, Drawing CAPTCHA, Facebook 
CAPTCHA, Image Block Exchange, Face Recognition, 
Multilingual, KitttenAuth, MosaHIP, Image Flip CAPTCHA 
[3] etc. 

Audio-based CAPTCHA is another CAPTCHA type, but 
they are not as common as the other CAPTCHAs. They allow 
users to play a sound and recognize words spoken in the audio. 
The audio usually has background noise to prevent it against 
voice recognition based breaking attacks. This CAPTCHA type 
helps blind or visually impaired computer users pass 
CAPTCHA tests. Examples of audio-based CAPTCHA are 
CAPTCHA for blind users, HIPUU, Google reCAPTCHA, 
Digg etc. 

Video-based CAPTCHAs are yet another type of 
CAPTCHAs that are rarely used. They require a user to watch 
a short clip and then answer a question based on the 
information provided in the video. E.g., recognizing a human 
gesture, moving objects or text from the video. Video-based 
CAPTCHAs require more internet bandwidth and use 
attentiveness and time. Some examples of video CAPTCHA 
are 3D animation CAPTCHA, AniCAP, Motion CAPTCHA, 
New video CAPTCHA, NuCAPTCHA, HelloCAPTCHA, 
DotCHA, etc. 

Another common type of CAPTCHA scheme is Puzzle-
based, in which the user to require to solve a small, easy puzzle 
that a computer program cannot solve. It depends solely on 
human intelligence because computer programs are nowhere 
near good at solving random puzzles. A few examples of 
puzzle CAPTCHA are 3D animation CAPTCHA, AniCAP, 
Motion CAPTCHA, New video CAPTCHA, NuCAPTCHA, 
HelloCAPTCHA, DotCHA, etc. 

Mouse based CAPTCHAs are effective and very easy to 
use. They require users to click a button or a checkbox to 
declare that they're not bots. The CAPTCHA system records 
the users' mouse movement patterns and analyses those 
patterns to determine whether or not the user is a bot. The best 
example of this type of CAPTCHA is Google reCAPTCHA v2. 
Other examples are Mouse CAPTCHA, unCAPTCHA, Drag 
and Touch CAPTCHA [4] etc. 

Invisible CAPTCHAs are gaining popularity lately. They 
do not require users to do anything, making them the most 
user-friendly way to distinguish between humans and computer 
programs. They work by analyzing users’ previous actions like 
recent website activity, session information and other 

parameters like browser or client information, IP address 
reputation etc. The best example of invisible CAPTCHA is 
Google reCAPTCHA v3 [5]. 

CAPTCHAs are not immune to attacks. Hackers constantly 
keep trying to break or bypass CAPTCHA systems to perform 
their activities efficiently. They make use of advanced 
techniques to find ways to break the CAPTCHAs. CAPTCHAs 
in all of the types mentioned earlier have been successfully 
broken. 

Simple Text-based CAPTCHA challenges are very easy for 
a bot to break with the advent of image segmentation and OCR 
technology. To prevent text-based CAPTCHAs from being 
broken using OCR and related technologies, the text characters 
on the image are distorted and deformed in different ways to 
make automatic text recognition difficult while still keeping 
them recognizable by human users [6], [7]. 

Image-based CAPTCHA challenges have also been broken 
successfully using feature extraction (colour and texture), SVM 
classification techniques, face detection using kNN 
classification techniques, google reverse classification, HSV 
model, image collection, tag classification techniques. Audio-
based CAPTCHAs have been broken using vertical 
segmentation, DFT recognition, Ada Boot, SVM, CNN 
techniques. 

Video-based/Animation CAPTCHAs have also been 
broken using frame selection, pixel display timing, vertical 
segmentation, connected pixels, flood fill, k-means clustering 
techniques using SIFT and NN classifications. 

Mouse-based CAPTCHA has been successfully broken 
using fake click implementation techniques, image annotation 
services and tag classifiers. In addition, invisible CAPTCHAs 
have also been broken using Reinforcement Learning 
techniques with a high success rate [5], [8], [9]. 

A. Contribution 

In this research, a CAPTCHA has been designed, which 
works on the concept of persistence of vision or retinal 
persistence. On the retina of an eye, the visual perception of an 
object does not end immediately and remains for a fraction of a 
second even after the light coming from it stops entering the 
eye. This research proposes to use this phenomenon of the 
human eye to display a set of images to the users at a fast frame 
rate, each frame showing partially visible alphanumeric 
characters, giving the user an illusion of completely visible 
numbers or characters. Furthermore, the proposed CAPTCHA 
displays two sets of partially visible characters, one after 
another, for a short duration. Individually, none of the images 
shows any of the characters thoroughly, making it difficult to 
extract the character information from individual frames of the 
animated CAPTCHA. Therefore, the CAPTCHA is very secure 
against frame separation, segmentation and OCR based 
CAPTCHA breaking techniques. 

II. LITERATURE REVIEW 

AniCap is an animated 3D text-based CAPTCHA challenge 
based on the concept of motion parallax. Each 3D character in 
AniCap has a random 3D transformation that rotations in all 
three dimensions. Unlike other approaches that add random 
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clutter to the CAPTCHA challenge to deter automated attacks, 
it uses overlapping text-on-text with no distinct colours or 
borders around the character. The two layers of text move 
around at different paces that give the user a feeling that the 
two layers of text are to varying distances from the users' 
perspective. This allows the user to recognize the text in front 
and back layers separately. AniCap is difficult to break using 
common CAPTCHA breaking techniques because the 
foreground and background colours are not distinct, and 
therefore edge detection is not possible easily [10]. 

DotCHA is a new and unique 3D animated CAPTCHA that 
displays text and uses human interaction to avoid the 
shortcomings of existing 2D and 3D CAPTCHAs. DotCHA 
requires users to use a mouse or finger gestures on a mobile 
device to rotate a random-looking extensive collection of small 
balls, constantly moving in a 3D circular direction, a 3D text 
model, to identify the correct letters. The 3D model formed by 
the collection of moving balls is a twisted form of 3D letters 
around a centre pivot axis, and it displays different letters at 
different angles of rotation. This is because the balls line up to 
form a shape of letters only at specific angles of rotation. 
Because the characters in DotCHA are made up of many small 
balls instead of solid colour text characters, it belongs to the 
scatter-type CAPTCHA category. Therefore, it can't be broken 
using segmentation techniques. DotCHA is also safe against 
machine learning-based attacks because the characters are 
recognized only at a specific degree of rotation [11]. However, 
our analysis of DotCHA was very user-unfriendly because it is 
tough to recognize the characters as they are not distinctly 
distinguishable due to a lack of solid colour and distinct 
borders or edges. Fig 1. shows a few screenshots of DotCHA. 

 
(a) (b) (c) 

Fig. 1. DotCHA Sample Images. (a) in which the Character 'A' is Visible. 

(b) in which the First Character is Supposed to be 'D' (c) the Letter 'T' is 

Barely Recognizable. 

HelloCAPTCHA is an animated CAPTCHA web service 
that generates CAPTCHA animations on the HelloCAPTCHA 
server. It generates 2D animations which display animated text 
characters. The service generates at least 84 known different 
variants of animations. HelloCAPTCHA provides 
programming interfaces for PHP and JAVA web applications 
and plugins for Joomla, Drupal, WordPress. 
(hellocaptcha.com). HelloCaptcha Developers claim that their 
animated CAPTCHA schemes are user-friendly, secure against 
breaking attacks, especially because of the extra time required 
to break the CAPTCHAs over multiple frames instead of a 
single image in traditional static CAPTCHAs [12]. [13], [14] 
have successfully broken HelloCAPTCHA using various 
techniques that include Pixel Delay MAP (PDM), Calculating 
Line, Color Selection, Frame Selection etc. They report a 
success rate between 16% and 100%. 

Motion CAPTCHA is a video-based CAPTCHA scheme in 
which a short video clip is displayed to the user. The video 
shows a human performing some action or gesture. The user 

must watch the clip, recognize the action or gesture performed 
in the video, and choose the correct description of the action 
from a list of actions provided to the user alongside the video. 
This CAPTCHA scheme requires users to be good at 
understanding the English language and takes time to watch the 
video. The video may also take time to download in case of 
less internet bandwidth. [15] highlights the weaknesses of the 
MotionCAPTCHA. 

Gesture-based animated CAPTCHA is a unique type of 
animated CAPTCHA in which sign language is used to convey 
numbers utilizing a video clip. For example, in the video clip 
shown in Fig.2., hands are rendered, which offer a few 
numbers in sign language. This type of CAPTCHA is easy for 
users familiar with sign language, but it is initially difficult for 
those who don't know sign language, which is the majority of 
the people in the world. Furthermore, this CAPTCHA type 
can't be broken using conventional CAPTCHA breaking 
methods and tools. Instead, it will require an AI-based system 
to recognize the hand gestures and break such CAPTCHA 
challenges [16]. 

 

Fig. 2. Shows some Sample Hand Gestures Rendered using this Technique 

and Instructions for Understanding some Numbers in the Sign Language. 

III. PROPOSED SOLUTION 

This research proposes creating an animated CAPTCHA 
challenge designed to mitigate the security issues that make 
animated CAPTCHAs insecure against breaking techniques. 
The proposed animated CAPTCHA is based on image 
retention by the retina of the eye for a short duration after the 
image is not visible anymore. Because the human is able to 
process the data in such a way that it has the ability to create 
meaning from a sequence of meaningless partially visible 
pieces of an object, seen in a sequence for a very brief period 
of time, it is possible to use this special ability to distinguish a 
human from a machine which doesn’t have such an ability. 
This special ability of the Human eye can be used to create an 
illusion of fully visible text characters, even though they are 
shown piece by piece, sequentially at a fast speed. 

The CAPTCHA system generates a set of images with 
random background colours, lines and patterns. A transparent 
image is then created on which a group of randomly generated 
alphanumeric characters is printed. The number of characters is 
chosen randomly for the two sets of frames. The alphanumeric 
characters are printed in a random colour and font size between 
12 and 16. The text is printed starting at the random top and 
left pixel locations and is also rotated randomly between +30 
and -30 degrees before being printed on the image. 

Then, sequentially, parts of all the characters are erased 
from the image to create a frame with partially visible 
characters. This process is repeated several times to create a set 
of frames, and in every frame, different parts of the characters 
are trimmed off. These transparent frames are then pasted on 
the previously generated background images. Creating the 
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frames is repeated with a different set of alphanumeric 
characters to create another set of frames. Hence, two sets of 
frames are constructed with two different sets of alphanumeric 
characters on them. The two sets contain different frames every 
time a new CAPTCHA is generated, so the number of frames 
for each character set is not fixed. Finally, the two sets of 

frames are combined to form a gif animation, completing the 
process of generating the CAPTCHA challenge. The output is 
an animation that shows a group of animated characters for a 
few seconds and then replaces the characters with another set 
of characters for the next few seconds. The flowchart of the 
proposed CAPTCHA scheme is shown in Fig. 3. 

Start

Generate Random Word 1 

Add to Words Array

Generate Random Word 2

Add to Words Array

WordCount=2

Set i=0

Word=Words[i]

Set x=1

Generate  Random No. 

FrameCount  between 30 and 

50

Create blank image canvas 

 img 

Write Words[i] on  img with 

fontsize random(12 to 16), 

random color, random 

rotation(-/+30)

Erase parts of all characters 

on  img 

Add  img  to frames array

x=x+1

x>FrameCount

No

i=i+1

Yes

A

A

i>2

No

x=length(frames)

i=0

Create  background image 

 bg 

frame=frames[i]

Paste frame on  bg 

Replace the frame in the array 

frames[x]=frame

i=i+1

i>=x

Yes

No

i=0

Yes

Create Empty GIF

Add frames[i] to GIF

i=i+1

i>=x

No

Set GIF delay 50ms

Return GIF Image

Stop

Yes

 

Fig. 3. The Flowchart shows the Implementation of the Proposed CAPTCHA Scheme. 
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The flowchart starts with generating two words or sets of 
random characters that will be displayed in the proposed 
CAPTCHA. The two words are stored in an array. Then, for 
each word, an integer variable FrameCount is created and its 
value is set randomly between 30 and 50. Then a 
blank/transparent image is created and the first word in the 
array is written on the image using a random font size between 
12 and 16 using a randomly created colour and the text is 
printed on the image at an angle, the degree of which is chosen 
randomly between -30 and +30 degrees. Then parts of the 
image are cleared so that the text is not readable. After that, the 
image is pushed into an array named Frames. This process is 
repeated FrameCount times, thereby creating a random number 
of frames, between 30 and 50. This process is repeated for the 
second word in the array of Words. This results in the creation 
of two sets of frames for two randomly chosen sets of 
characters. Both sets contain between 30 and 50 frames. Then, 
for each frame in the Frames array, a random background 
image is created with some random noise and colours. One by 
one, the two sets of frames are pasted on top of the random 
backgrounds, resulting in a set of frames containing partially 
visible text characters on random background images. Finally, 
all the frames are joined together and converted into a GIF 
image with a frame delay of 50ms between the frames. The 
resulting GIF image is output and is the desired CAPTCHA 
scheme proposed in this research. 

IV. IMPLEMENTATION 

The proposed CAPTCHA has been implemented and tested 
in this research. The implementation was done in PHP 
language using GD library functions [17]. The GD library 
allows creating blank images using the imagecreatetruecolor() 
function on which the random text characters are printing using 
imagettftext() function, with random text colour and random 
font size, from a pre-determined size range at a random angle 
of rotation. The top and left pixel location for printing the text 
is also chosen randomly for every set of frames. The colour, 
font size and rotation angle and location are passed as 
parameters to the imagettftext() function. Then, using the 
imagecolortransparent() function, the system is instructed to 
render a pre-defined RGB colour (Ct) transparently. After that, 
parts of the text characters pasted on the image are removed 
and made transparent by adding rectangular shapes of Ct 
colour over the text. Fig. 4. shows some of the frames with 
partially visible text: 

The frames thus created are pasted on randomly generated 
background images using the imagecopy() function. The 
frames are then combined and encoded as a gif image 
producing the final animated CAPTCHA. 

Fig. 4. (a) shows a simple text printed on a blank image and 
(b) to (f) show a few frames with different parts of the text 
trimmed off. It can be noticed that the text is not visible or 
barely recognizable in these frames. Fig. 5. shows a few frames 
of the text over random background images, which also do not 
have fully visible text characters. It is impossible to show a 
screenshot of the CAPTCHA in motion, the way the human 
eye perceives it because a screenshot can only show a single 
frame. 

 

Fig. 4. A Sample Actual Text Frame and Frames with Partially Visible Text. 

 

 

Fig. 5. Sample Frames from the Final CAPTCHA Animation. 

The proposed CAPTCHA has been implemented and tested 
in English and Hindi languages and can be implemented in any 
other language. Furthermore, the CAPTCHA scheme was 
integrated and tested with a Multilingual CAPTCHA system 
[18], [19], [20], wherein the proposed CAPTCHA could create 
challenges in all the supported languages. 

V. SECURITY FEATURES AND ANALYSIS 

The animated CAPTCHA can be broken down into 
individual frames, and the individual frames can be subject to 
various captcha breaking algorithms, including segmentation, 
etc. The motion CAPTCHA is challenging to break using OCR 
or AI techniques as the recognition of characters from 
animation is difficult. Separate frames of the gif are useless for 
the OCR script. Background and noise randomization increase 
the problem for bots. The fast frame rate makes the characters 
seem intact, while in reality, the characters are NOT complete 
in ANY of the frames separately. The characters are 
incomplete, and therefore, moderate character distortion will 
suffice. Further, the presence of two sets of characters 
overlapped in the same place doubles the challenge of breaking 
the CAPTCHA because the gif image contains parts of two 
different characters at the same place, overlapped, in different 
frames. So, the challenge for any bot trying to break the 
CAPTCHA is to recognize two overlapped, partially visible 
characters from the same location in the various frame. If a bot 
tries to obtain multiple parts of a character from a given 
location, from multiple frames, it will have to figure out which 
parts belong to which character set. The following attacking 
techniques have been considered while designing the proposed 
CAPTCHA: 

A. Segmentation 

Segmentation techniques are used to break the text on a 
CAPTCHA image into various characters. The proposed 
CAPTCHA uses rotation and change of position of characters, 
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the background and foreground sets of lines—also, the entire 
set of characters’ changes somewhere at the middle of the 
animation. The partially trimmed characters make the text on 
individual frames unrecognizable, even to the human eye. 
These features make the segmentation of characters extremely 
difficult, if not impossible. 

B. Number of Characters 

Common breaking techniques start by counting the number 
of characters on a CAPTCHA image and dividing the image 
into that many pieces. This makes it easy to extract a single 
character from a piece of the image. This research suggests 
using a different number of randomly chosen characters every 
time the CAPTCHA is requested. This makes it difficult to 
predict the number of characters on a CAPTCHA image, and 
thus breaking the image into pieces doesn’t guarantee a single 
character on every part of the image. Furthermore, it is 
suggested to use a different number of characters for the two 
sets of characters proposed in this research. The varying font 
size on other framesets and CAPTCHA images further 
complicate the attack process. 

C. Position 

The starting position of the text on the proposed 
CAPTCHA varies every time, and over multiple frames, the 
characters don’t stay at a single position but keep moving 
slightly and slightly, changing the rotation. This way, 
predicting the position of characters isn’t possible in the 
proposed CAPTCHA, which mitigates a range of attacks. 

D. Proper use of Color 

Incorrect use of colours can adversely affect the security of 
any type of CAPTCHA. This research proposes multi-colour 
background objects and lines so that reducing the number of 
colours in frames doesn't reveal helpful information about the 
background and text colours. 

E. Number of Frames 

The proposed CAPTCHA has a different number of frames 
every time a CAPTCHA is generated. As the proposed 
CAPTCHA displays two sets of characters during the 
animation, it is possible to predict that a different set of 
characters becomes visible halfway, i.e. after 50% of the 
frames. Therefore, the proposed CAPTCHA distributes the 
frames among the two sets of characters unevenly, using a 
different number of frames per character set. Furthermore, the 
distribution varies per CAPTCHA generated; therefore, the 
two-character sets don’t have the same number of frames. This 
makes it difficult for any attack to determine which frame the 
character set changes. 

F. Frame Delay 

The frames in the proposed CAPTCHA are delayed 
unevenly. The frame rate varies randomly between 1 and 10 
milliseconds for every frame. This complicates the prediction 
of the rate of change of various pixel characters for any 
breaking attack. 

G. PDM Attack 

The attack based on Pixel Delay Map (PDM) work assumes 
that the characters required to be recognized by human users 

will be displayed for a longer duration of time than other 
moving parts of an animated CAPTCHA. The pixels that don't 
change colour for a fixed period are mapped to determine the 
location of the text characters. The proposed CAPTCHA 
doesn't have any moving background or foreground pixels. The 
entire background and partially visible sections of the 
foreground text are static and visible for the whole duration of 
the frame. Therefore, the PDM technique of breaking animated 
CAPTCHAs is useless on the proposed CAPTCHA scheme. 

The security analysis of the proposed CAPTCHA was done 
using GSA CAPTCHA Breaker [21] and CAPTCHA Sniper 
[22], which are very popular and powerful CAPTCHA 
breaking tools. First, a set of 200 CAPTCHA animations was 
generated using the implementation of the proposed system, 
which was used for the security analysis. Then, one by one, the 
animations were broken down into individual frames or 
images. Each animation was broken down into 60 frames, 
resulting in 12000 frames. All the 12000 frames were analyzed 
individually using CAPTCHA Sniper and GSA CAPTCHA 
Breaker with a varied set of configurations and combinations 
of configurations. Because the proposed CAPTCHA scheme 
doesn't expose text character information in individual frames, 
these tools did not recognize a single character from 12000 
frames. 

The only way to break the proposed CAPTCHA is to 
collect individual text character information from more than a 
few consecutive frames. First, the selected frames must be 
processed to clear the background from the frames and leave 
the visible sections of the text untouched. Then the parts of the 
text characters must be extracted from individual frames and 
combined in a single image to form recognizable text 
characters. The proposed CAPTCHA mitigates this type of 
attack by slightly changing the location of the text by a few 
pixels in every frame. However, the change of location is 
performed randomly in the x and y axes. Therefore, if collected 
over multiple frames and combined, the parts of the text will 
result in a heap of small chunks of characters, completely 
unrecognizable, as shown in Fig. 6. The proposed CAPTCHA 
was tested against the breaking method discussed above. To 
simplify the attack, the step for adding the background image 
to the frames was skipped when generating the CAPTCHA, 
and the individual frames were exported to transparent 
backgrounded PNG images. The first step in breaking the 
CAPTCHA by removing the background objects and noise was 
not required. The frames thus contained partially visible text 
characters on a clear transparent background. The frames were 
then superimposed on each other to combine the partially 
visible parts of the text, expecting to get the full-text 
characters. The resulting image was then read using Tesseract 
OCR [23], [24], which didn't succeed in recognizing any 
characters. 

   

Fig. 6. Sample Actual Character and Character Information Combined from 

15 Frames. 
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VI. USABILITY 

Unlike traditional static image-based CAPTCHA, the text 
characters in the individual frames in the proposed CAPTCHA 
don’t need any transformation, deformation, or visual effects to 
make it difficult for bots that use various text extraction and 
recognition algorithms and OCR technologies to recognize the 
characters. It is an illusion created by the animation in the 
human brain that the text becomes visible and recognizable to 
the humans. At the same time, in reality, the frames are entirely 
useless for machines or bots. The user, therefore, doesn’t have 
to work hard and try to recognize deformed text, as in the case 
of most types of CAPTCHAs. 

An online usability study was carried out to test the 
usability and user-friendliness of the CAPTCHA images. Five 
hundred volunteers were asked in different social media groups 
to solve the proposed CAPTCHA challenge, with each user 
asked to solve five challenges. A web page was created, in 
which the user was asked about their preferred language, the 
options being English and Hindi. Based on the language 
chosen, the users were shown a second page with five 
CAPTCHA challenges in their chosen language, each 
challenge having a textbox for entering the answer. The 
responses were verified and the answers stored in the backend 
database. As shown in the Table 1, five (5) English language 
CAPTCHAs were attempted by 350 English-knowing users, 
which is a total of 1750 attempts. Out of the 1750 attempts, 
1732 were correctly solved and 18 attempts were unsuccessful. 
For Hindi, 5 CAPTCHA challenges were solved by 150 users 
which sums up to a total of 750 attempts. Out of the 750 
attempts, 741 were correctly solved and 9 were failed attempts. 
In combination of both languages, 2473 attempts were 
successful out of a total of 2500 attempts, giving 98.92% 
success rate. 

TABLE I.  USABILITY STUDY OF PROPOSED CAPTCHA 

Languag

e 

No. 

of 

User

s 

Challenge

s per User 

Total 

Attempt

s 

Solve

d 

Faile

d 

Succes

s %age 

English 350 5 1750 1732 18 98.97 

Hindi 150 5 750 741 9 98.8 

Total 500 5 2500 2473 27 98.92 

VII. CONCLUSION AND FUTURE SCOPE 

Animated CAPTCHAs are an effective way to keep bots 
away and prevent online services from being misused. But they 
are vulnerable to breaking attacks and are broken easily by 
analyzing individual animation frames. This work discusses 
various available animated CAPTCHAs and techniques that 
have been used to break them. Animated CAPTCHAs, 
however, have the potential to do that can be done using static 
images. Therefore, a new animated CAPTCHA scheme has 
been proposed and implemented that makes use of the 
animation techniques and the natural behaviour of the retina of 
an eye to propose a very effective CAPTCHA scheme, which 
is immune to the traditional animated CAPTCHA breaking 
attacks and techniques. The CAPTCHA has been designed 

keeping the security loopholes in mind that weaken the 
animated CAPTCHAs. The proposed CAPTCHA has been 
tested against possible attacks programmatically using GSA 
CAPTCHA Breaker and CAPTCHA Snipper. The proposed 
CAPTCHA is user-friendly, easy to use, secure and innovative, 
and easy to implement. The traditional animated CAPTCHAs 
display the characters in only specific frames, thereby making 
users wait and spend quite a bit of time trying to recognize the 
characters. The proposed CAPTCHA text is visible to the user 
throughout the animation cycle. It does not require any special 
browser plugins to display the animation because it is created 
as a gif animation. 

The phenomenon of image retention of the retina of Human 
eye is an extremely unique feature which has been used in this 
research to distinguish a human from a computer by 
implementing and successfully testing a novel CAPTCHA 
challenge based on its special capability. Therefore, we believe 
that this concept opens up possibilities for future research 
towards designing novel, highly secure and user friendly 
CAPTCHA challenges using this phenomenon. 
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Abstract—Wireless Adhoc Network (WANET) significantly 

contributes to cost-effective network formulation due to 

decentralized and infrastructure-less schemes. One of the 

primary forms of WANET in Mobile Adhoc Network (MANET) 

is still evolving in research and a continued set of research 

problems associated with security. A review of existing security 

approaches shows that identifying malicious behavior in MANET 

is still an open-end problem irrespective of various methods. This 

paper introduces an improved DSR protocol mechanism of 

neighborhood monitoring scheme towards analyzing the 

malicious behavior in the presence of an unknown attacker of 

dynamic type. The proposed method contributes to deploying 

auxiliary relay nodes and retaliation nodes to control the 

communication process and prevent the attacker from joining 

the network. Using analytical research methodology, the 

proposed system can offer better communication performance 

with effective resistance from threats in MANET. 

Keywords—Mobile adhoc network; wireless adhoc network; 

security; attack; dynamic source routing 

I. INTRODUCTION 

The current research work is focused on deploying a 
security feature for identifying the threat followed by 
preventing the threat in Wireless Adhoc Network (WANET). 
Used in multiple forms of wireless application, adoption of 
WANET offers better connection as well as it also invite 
various levels of threats. Basically, a WANET is a 
decentralized scheme used in the wireless network with zero 
dependencies towards any infrastructure [1]. Theoretically, it is 
further classified into Wireless Sensor Network (WSN), 
Mobile Adhoc Network (MANET), and Wireless Mesh 
Network (WMN). However, from a practical viewpoint, the 
mapping of WANET is more carried out towards the MANET 
environment characterized by various constraints, e.g., low 
resource availability, lower processing capability, 
decentralized, and dynamic topology [2]. Besides, establishing 
a potential route among mobile nodes in a dynamic 
environment irrespective of various routing-based research 
approaches [3]. Owing to this limitation in MANET, there is a 
likely probability for any mobile node to reject forwarding data 
packets and thereby act as a malicious node. At present, there 
are various forms of security threats in MANET, and ongoing 
research is attempting to solve this problem to a maximum 
extent using different approaches [4][5]. Out of all the security 
threats, the most challenging task is to confirm the 

identification of the malicious node. The route discovery 
process is usually targeted during malicious routing intrusion, 
which leads to consequences where the mobile nodes don't 
comply with the assigned routing protocol [6]. Hence, it is 
essential to incorporate an effective routing scheme. Any 
mobile node that doesn't cooperate in data packet forwarding 
can be termed malicious and selfish nodes. However, there are 
more possibilities for defining the roles of such nodes. A 
regular node and malicious nodes are easier to identify; the 
challenge is only towards identifying any node with vulnerable 
behavior regarding routing. There is no statutory value to 
determine this scale of vulnerability to be confirmed as attacker 
node, compromised node, or selfish node. Various studies are 
being carried out to identify the malicious behavior in MANET 
[7]-[9]. However, there is still limitation associated with it, viz. 
i) excessive usage of encryption or complex secure routing 
techniques leads to loss of balance between communication 
and security, ii) adherence to a specific form of the attacker, 
iii) less emphasis towards dynamic attacking strategy. If this 
problem is not solved that the secondary issues owing to the 
presence of malicious nodes cannot be solved, viz. 
i) degradation in network connectivity, ii) isolated nodes with 
prominent declination in network performance, iii) less 
conservation of resources, iv) leads to exposure towards other 
forms of attackers. Hence, it is necessary to develop a security 
solution considering dynamic attackers without predefined 
information. In this perspective, the proposed system considers 
using Dynamic Source Routing (DSR) protocol owing to its 
beneficial features of being a reactive protocol in MANET 
[10]. 

However, there is less number of studies being investigated 
towards harnessing the potential of DSR protocol as the 
baseline of secure routing. It is also associated with a limitation 
which doesn’t facilitate the mobile nodes to carry out 
operations towards identifying malicious behavior of mobile 
nodes. The proposed system uses DSR and improves its 
functionalities towards incorporating neighborhood monitoring 
states of the mobile nodes. The novelty is to detect and prevent 
unknown attackers of dynamic form present in MANET, 
whereas existing approaches mainly deal with the static form 
of attackers. Another novelty is about retaliation node to 
perform outlier management to present a unique mitigation 
measure. The paper's organization is as follows: Section II 
discusses existing approaches, while its limitation in the form 
of the research problem is addressed in Section III. The 
proposed methodology is discussed in Section IV. System 
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design is elaborated in Section V. Section VI discusses the 
outcomes obtained, while discussion of learning outcomes is 
presented in Section VII. The conclusion is given in 
Section VIII. 

II. EXISTING TECHNIQUES 

This section discusses the existing approaches towards 
securing Wireless Adhoc Network (WANET) towards 
identifying and mitigating malicious behavior of nodes. 
Current methods have witnessed the usage of trust-based 
mechanisms for mitigating malicious behavior. The work 
carried out by Abbasi et al. [11] has developed a scheme to 
secure message exchange operation towards vehicular Adhoc 
networks using a clustering algorithm concerning vehicle 
reputation. Irrespective of sound validation of the model, this 
approach doesn't resist the threat if the attacker is unknown. 
Another trust-based method was formulated by Chen et al. 
[12], considering a case study of internet-of-vehicles. The 
study has presented a collaborative scheme for filtering the 
behavior of regular to malicious nodes based on small-time 
intervals. The system also facilitates indirect trust calculation 
based on obtained recommendations from the adjacent nodes. 
The study is limited to resisting collusion attacks. Hence, the 
reputation factor also plays a significant role in identifying the 
malicious nature of nodes in WANET. A study towards 
emphasizing reputation is carried out by Guaya-Delgado et al. 
[13], where a unique routing scheme is constructed based on 
source routing. The core idea of this study is to identify any 
form of abnormal changes in the behavior of nodes considering 
routing behavior to be stationary. The study's outcome is 
limited for its effectiveness only concerning resisting selfish 
nodes in MANET. 

Further study towards trust-based communication is 
presented by Dhananjayan and Subbaiah [14], where the 
conventional AODV protocol is rendered more secure 
considering all the essential constraints in MANET. The prime 
notion of this study is to match the ID of the packet sequence 
obtained from log traces of adjacent mobile nodes to assess the 
rate of trust. The target is to resist the generation of any form of 
a report by the malicious node. The study inherits the limitation 
as stale routing issues in AODV are not addressed. Janani and 
Manikandan [15] have presented a trust management scheme 
using Evidence Theory and Bayesian Theoryto validate 
malicious behavior detection. The study has emphasized 
understanding the degree of uncertainty in determining 
malicious behavior. However, the study offers a highly 
iterative scheme to identify malicious behavior inapplicable 
towards dynamic attackers in the MANET environment. A 
study toward evidence theory is further carried out by Mowla 
et al. [16]. The idea was to develop a cognitive learning 
scheme for the detection and mitigation of the jamming attack. 
The assessment of the study is carried out using a standard 
attack dataset for jamming intrusion.  The applicability of the 
study is limited to jamming attacks only. 

Further improvement in trust-based schemes towards 
malicious behavior detection is reported in Khan et al. [17], 
where multi-trust attributes are considered over-optimized link-
state routing. The study is meant to resist multiple security 
threats; however, the formal model verification doesn't 

consider the dynamic alteration of attack strategy in MANET. 
The study of Kavitha et al. [18] has presented a security 
technique using optimized features followed by a classification 
scheme in MANET. The idea is to safeguard the Adhoc 
network from isolation attacks where neural network and 
particle swarm optimization have been used to optimize the 
features. Similar machine learning is used for classifying the 
attacker node. One of the potential pitfalls of this study is its 
dependency on training operations, which may bypass sure 
attackers using different strategies. Faisal et al. [19] have 
carried out a study to resist replication attacks, Sybil attacks, 
and impersonation attacks based on their received signal 
strength. This is done to find out the usage of additional 
hardware by the attacker.  The security effectiveness of this 
study is limited to only the attacks mentioned above. 

At present, blockchain was also reported to be used for 
resisting threats in MANET concerning its malicious behavior, 
as reported in the work of Ran et al. [20]. The researcher has 
used the AODV protocol, where blockchain is used for 
network development considering constraints. Although this is 
quite a novel approach with more applicability on future 
network technologies, the deployment of blockchain 
constructed is higher centralized, affecting the scalable 
performance in MANET. A unique study is carried out by 
Yasin and Zant [21], where the authors have presented a bait 
technique using a timer to identify and isolate attacks; 
however, the study applicability is limited to resist blackhole 
attacks only. Wireless Sensor Network is also a form of 
WANET system where existing approaches have been 
witnessed to mitigate identification issues of threats. The work 
of Alghamdi et al. [22] has used a convolution technique that 
generates security bits to resist attacks from malicious nodes 
using convolution codes. The simulated outcome shows the 
proposed scheme to offer better overhead control with better 
data transmission performance. However, the model doesn't 
provide prevention from any form of internal attacker. Wang et 
al. [23] have carried out a study where the bio-inspired 
protocol is designed for trust evaluation. The study offers the 
benefits of optimization, but it is not meant for resisting 
dynamic attackers. 

Recent studies are being carried out where Dynamic Source 
Routing (DSR) is seen as the better option for securing threats 
in MANET. There is the evolution of various security-based 
schemes on DSR protocol viz. Bio-inspired algorithm 
(Almazok and Bilgehan [24]), cognitive-based DSR (Begum et 
al. [25]), trust-based scheme (Ishmanov and Zikria [26]), 
distributed key-generation (Kojima et al. [27]), path reliability-
based approach (Liang et al. [28]), resisting blackhole attack 
(Mohanpriya et al. [29]), digital signature-based 
acknowledgment scheme (Srivastava et al.[30]). 

From the above discussion of existing studies, it can be 
seen that there are good availability of research work towards 
securing wireless adhoc network. The methods mentioned 
above use different mitigation measures considering a specific 
case study in an Adhoc environment. Irrespective of reported 
benefits, there are various pitfalls towards the mechanism for 
securing adhoc network. Apart from this, it is also seen that 
existing approaches are deployed towards singular form of 
adversary whereas it is really a challenging one to identify if 
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the attacker alters its behaviour in WANET environment.  
Therefore, there is a need of a study which can address such 
issues. However, these schemes are more addressed towards 
specifics of adversary environment in deployment scene. The 
following section presents possibilities of various pitfalls 
associated with existing security approaches. 

III. RESEARCH PROBLEM 

After reviewing the existing security approaches from the 
prior section, the following conclusive remarks has been drawn 
associated with the limitation of the methods: 

 Scattered Approaches for Malicious Behaviour: There 
are split approaches towards different variants of the 
Adhoc network. However, there is no generalized 
scheme that is meant for all the variants of the Adhoc 
network. Due to varying operations in sensor networks 
and mobile Adhoc networks, a particular method 
cannot be used to secure both. Eventually, malicious 
behavior of a single form of attack will implicate 
different forms of consequences in other variants of the 
Adhoc network. There is less availability of standard 
generalized scheme towards, which impose as an 
impediment towards security incorporation. 

 Unproportionate Schemes of Implementation: It has 
been seen that trust-based schemes are frequently used 
to resist attacks. However, trust-based schemes are 
developed based on direct and indirect trust 
computation without considering the dynamicity 
involved in the topology in a mobility environment. 
Apart from this, not much emphasis is offered to 
support a decentralized environment in a mobility 
environment. Other schemes are also available, e.g., 
evidence theory, machine learning, encryption, etc. 
However, their systems are still evolving, and no 
significant benchmarking is carried out to prove their 
applicability and effectiveness. 

 Biased adversary model: Most studies have predefined 
information of the adversary, where it is not a 
challenging task to stop such an attack. However, these 
schemes are not applicable if the adversary changes its 
attack strategies. None of the existing studies are 
reported to work on dynamic attackers, which render 
the non-applicability of such algorithms in large-scale 
environments. 

 More emphasis on prevention: A better form of 
prevention requires a better aggregation of the 
adversary's attack strategies. However, as the existing 
approaches have apriori information about the 
attackers, such prevention is only ensured for 
considered attacks and not for unknown attackers. 

 More miniature Simplified Modelling: In the case of 
MANET, the mobile nodes consistently drain their 
energy and other resources. Hence, a robust security 
approach that requires consistent neighborhood 
monitoring will drain more energy for such resource-
constrained mobile nodes. This demands much 
lightweight security operation, whereas the existing 

scheme offers more complex forms of the process that 
are less practical in the real world. 

Hence, based on the research mentioned above problem, 
the statement is "identification of malicious behavior for the 
unknown attacker in decentralized mobility environment in 
Adhoc network is challenging task". The following section 
outlines the adopted research methodology which is meant for 
addressing the above mentioned research problems. 

IV. RESEARCH METHODOLOGY 

The implementation of the proposed system is carried out 
as an extension of our prior model of retaliation to identify the 
selfish node. This part of the implementation contributes to 
i) developing a novel secure DSR protocol and ii) the unique 
identification and prevention strategy towards malicious 
behavior of an unknown attacker in the MANET environment. 
The implemented architecture of the proposed system is as 
follow: 
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Nodes 
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Nodes
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Node Generation of 
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Behaviour 
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Fig. 1. Proposed Architecture of Secured DSR 

Fig. 1 highlights the top-down architecture of the proposed 
secured DSR protocol in MANET. There are three significant 
operation blocks, i.e., i) mobile node initialization, 
ii) malicious behavior tracing, and iii) prevention. The first 
block of operation incorporates novel roles in mobile nodes by 
introducing vulnerable nodes and auxiliary nodes, unlike any 
existing approach of using DSR in MANET. The second block 
of process traces malicious behavior where two significant 
rules are developed to confirm the vulnerability as positive 
attack nodes. This rule formation assists in performing scrutiny 
of control messages of all nodes to ascertain their legitimacy 
using a novel algorithm for detecting a threat. Once the threat 
is positively detected, the last block of operation prevents the 
attackers by introducing a retaliation node. The novelty of the 
proposed system is the mechanism of resisting threats by 
retaliation node revised from our previous study. This node 
doesn't have its physical presence, and it is advertised by the 
target node under security observation when witnessed with the 
positive threat. The prime responsibility of this node is first to 
assess the update information of single and multihop 
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neighborhood nodes of vulnerable nodes. It generates 
counterfeited routes that don't match with any of the routes 
maintained in hop tables. To perform accurate detection, a 
probability-based computation is carried out to find out outliers 
in the detection process. The novelty of this approach is that it 
deploys a mechanism without using conventional encryption to 
secure the complete network system. It also introduces a 
special form of retaliation node which carries out this process 
of security incorporation. The following section discusses the 
system design. 

V. SYSTEM DESIGN 

This section discusses the proposed scheme implementation 
targeted towards mitigating routing misbehavior in DSR 
protocol in MANET. This section discusses the strategies used 
for designing the scheme and algorithm implementation. 

A. Strategies Towards DSR Implementation 

DSR is an on-demand routing scheme that utilizes a source-
routing scheme that specifies the data sender's routes (complete 
or partial). The address of all the mobile nodes is required to 
determine the source route while performing route discovery in 
MANET. Caching is carried out for the aggregated information 
of path by the mobile nodes, which are used for the forwarding 
data packet. As the routed data consists of participating mobile 
nodes; hence, there are chances of intrusion and high overhead 
for large-scale network topology. Although conventional DSR 
protocols offer hop-by-hop communication for packet 
transmission to resist this overhead issue, identifying the 
unknown threat and disclosing the information is the biggest 
challenge. The mechanism of DSR is shown in Fig. 2 that 
carries out the a) route discovery and b) updating process in the 
MANET environment. 
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Fig. 2. Mechanism of Conventional DSR Scheme. 

Implementing DSR protocol requires formulating two 
routing stages: i) discovery of routes and ii) route maintenance. 
The generation of route response beacon in DSR is carried out 
only when the destination mobile node has successfully. The 
destination node should possess the route information towards 
the original mobile node to forward the response beacon in 

MANET using DSR. Apart from this, the prominent 
dependency in DSR is to ensure all symmetric links find the 
route based on the header information. In case of faulty 
transmission, DSR protocol initiates maintenance, allowing the 
mobile node to generate error routes packets. This eliminates 
faulty links from the cached information, resulting in 
truncating all the faulty links generated from that mobile node. 
The updated routes are explored using the route discovery 
stage. Hence, to formulate a robust, secure strategy, it is 
necessary to realize the strength and weaknesses of the 
conventional DSR scheme in MANET. Realization of 
weakness will better formulate a proposed security solution 
that balances communication and security performance. The 
beneficial aspects of the DSR protocol are its adoption of an 
on-demand scheme that doesn't have any dependency on the 
regular transmission of update messages not to flood the 
network. The construction of the routes in DSR is carried out 
only when required, allowing the security system to monitor 
the threat closely. DSR significantly reduces the control 
overhead by ensuring utilization of route cache information by 
the relay node in MANET, which will be an added advantage 
towards supporting security operation. However, there are 
various discrepancies towards deploying conventional DSR in 
its actual form in security. The primary security challenge in 
DSR is that the broken link is not locally repaired while 
performing maintenance tasks, which attracts intrusion towards 
this broken link. The secondary security challenge in DSR is 
the prevalence of stale cached information of the route that 
results in critical inconsistencies while formulating new routes. 
This problem will render the attacker using the close 
information and intruding on the network during the route 
reconstruction phase. The tertiary security challenge in DSR is 
that it has good supportability for the environment with the 
static and lower extent of mobility; it is not eventually meant to 
resist security threats in increasing mobility environment. This 
could also result in potential delay and routing overhead. 
Hence, the proposed scheme assists in overcoming this pitfall 
of conventional DSR to mitigate a higher degree of threats in 
the MANET environment. 

In the proposed scheme exhibited in Fig. 3, a novel 
mechanism is designed that lets all the mobile nodes carry out 
communication and identification of threats followed by 
resisting them simultaneously. The novelty of this scheme is to 
resist attacker nodes by deviating them in counterfeited routes 
which are applicable for multiple attackers of dynamic form in 
MANET.  Unlike existing security approaches, the proposed 
system of DSR doesn't use any form of encryption and yet 
offers better protection with conservation of resources and 
efforts of mobile nodes towards executing security operations. 
This model provides counterfeited route information as the 
mitigation solution towards resisting attackers in MANET. 

B. Proposed Enhanced DSR Implementation 

The proposed system incorporates a certain degree of 
novelty to address the three essential loopholes discussed in the 
prior section in the DSR protocol. This is carried out towards 
strengthening DSR protocol for making it a high potential for 
identifying and mitigating threats. Following are the set of 
novel features introduced in the proposed secure DSR 
implementation in the MANET environment: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

372 | P a g e  

www.ijacsa.thesai.org 

nv

n1 n2 n3

n4 n5 n6

n7 rn

 

Fig. 3. Mechanism of Proposed DSR Scheme. 

 The proposed model doesn't depend on any trusted 
third party or any other centralized scheme using DSR 
protocol. 

 Unlike the existing DSR protocol, the proposed secured 
DSR protocol will assess the integrity by computing 
the inconsistency between the defined MANET 
topology and HELLO message. 

 The proposed study appoints a specialized mobile node 
called an auxiliary relay node responsible for the 
broadcasting HELLO message and has the privilege to 
alter the topology to ensure faster route-finding 
towards the destination. Hence, the idea is also to 
protect this auxiliary relay node from threats. 

 If there is no inconsistency, the model selects a single 
auxiliary relay node. However, in case of contradiction, 
the auxiliary relay node can be elected for all double-
hop neighboring nodes where the auxiliary node plays 
the role of the single access point. However, 
neighboring nodes in double-hop with other paths are 
not privileged to select as a particular auxiliary relay 
node. 

The properties mentioned above are incorporated within the 
DSR protocol. The prime justification of the above points is as 
follows: in case of any unknown attack, the initiation point will 
always be from the topology control message introduced in the 
proposed system. Eventually, it is impossible to stop the 
attacker (or vulnerable mobile node) from propagating 
legitimate control messages for topology control. Suppose the 
attacker broadcasts a counterfeited control message that 
eventually declares his presence, leading other mobile nodes to 
safeguard themselves. Therefore, a counterfeited control 
message is potentially a prominent strategy for the attacker. It 
can isolate the vulnerable node from the network entirely 
without the vulnerable node knowing about it. So, the idea of 
the proposed secure DSR protocol is to present a solution 
towards misleading the attacker node by using a retaliation 
node. In this case, the retaliation node will present a series of 
counterfeited information of node address to attacker or victim 
node once identified. The attacker/victim node will comply 
with the proposed protocol and will not deny the list of routes 
they are supposed to traverse. This will lead to the attacker 
node utilizing all its resources to find the counterfeited nodes, 
and this process will continue until they expend all its 
resources. After delivering the address list to attackers, the 

retaliation node is eliminated, and hence the network is fully 
secured even if the attacker changes its strategy. The following 
section discusses algorithm implementation as a part of the 
proposed solution. 

C. Algorithm Design 

This algorithm is responsible for determining the unknown 
threat present in the MANET environment. The complete 
discussion of the algorithm is carried out, referring to Fig. 3. 
The parameters used by the algorithms are i) mobile nodes V, 
ii) vulnerable node nv, which are part of normal mobile 
nodes V, iii) retaliation node rn that is advertised by node n7, 
iv) single and multihop neighboring nodes, i.e., sh(nv) and 
mh(nv) respectively, v) primary auxiliary relay node aux(nv) 
that maintains series of single-hop nodes of nv who elected nv 
as their auxiliary relay node, vi) secondary auxiliary relay node 
aux_sh(nv) which is a series of single-hop mobile nodes that 
are elected by the nv as the primary auxiliary node. The steps 
of the algorithm are as follows: 

Algorithm for Determining the Threat 

Input: N (mobile nodes) 

Output: b (determining the state of threat) 

Start 

1. For i=1:N 

2.    n7f1(“HELLO||sh(nv,n2,n5,rn)”) 

3.    nv confirms (f1(HELLO)||exclude(sh(nv))) 

4.    For j=1:k 

5.        If Δ=1 

6.           For Δ≠g(HELLO) 

7.                For Δ≥dist(mh(nv)) 

8.                     If n7elect[λ(sh(nv))] 

9.                        nv checks Δ 

10.                      n7 elects Δ 

11.                    else 

12.                       b=Δ elects n7 as aux_node 

13.               End 

14.         End 

15.    End 

16. End 

End 

This algorithm assesses the control message disseminated 
by the mobile node in MANET using the proposed secured 
DSR protocol. Referring to Fig. 3, the algorithm considers 
single and multihop nodes of vulnerable mobile node nv as, 

sh(nv)={n1, n4, n7} 

mh(nv)={n2, n5}              (1) 

According to the proposed system, the vulnerable node nv 
should elect a secondary auxiliary relay node aux_sh(nv) 
which is a matrix retaining information about first-hop node n1 
and n4; this is done by proposed secured DSR so that it can 
protect the request propagation to multihop nodes, i.e., mh(nv) 
which retains information about neighboring nodes of nv. 
Therefore, in the presence of the unknown adversary, the 
mobile node n7 will advertise a counterfeited control message 
which consists of single-hop information, i.e., sh(nv) consists 
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of vulnerable node nv and multihop nodes (n2, n5) and node 
n7(Line-1). However, the proposed system will not allow 
announcingn1 and n2 as it is possible for nv to validate this by 
considering the control message (HELLO) of node n7 with the 
control message of node n1 and n4. So, the proposed algorithm 
set up a protocol which is as follows: the vulnerable node nv 
should confirm that the announced mobile node by it should 
not match with the elements of matrix storing single-hop node 
information of vulnerable node sh(nv) (Line-3). This operation 
is carried out during the announcement of the control message 
by node n7, which possesses information about single-hop 
node information of n7. 

On the other hand, node n7 should opt for an auxiliary relay 
node that will permit the usage of n1 and n4 (as they will be 
present in matrix storing mh(n7)). As a security mechanism, 
node n7 will falsely act as it opts for vulnerable node n7 as an 
auxiliary relay node to encapsulate its single-hop nodes n1 and 
n4. According to the proposed algorithm, the vulnerable node 
nv cannot infer that node n7 is an attacker. On the other hand, 
the vulnerable node nv can assess if the node n7 selects some 
of the auxiliary relay nodes for encapsulating multihop nodes 
of n7, i.e., mh(n7) with single-hop nodes of vulnerable node, 
i.e.,n1 and n4, i.e., It will eventually mean to assess the target 
node as n2 and n5 to be protected. Hence, the proposed 
algorithm set up another protocol that states: For a target k 
mobile node included within a control message (Line-4), the 
vulnerable node nv assesses the presence of another node Δ 
which are the subset of single-hop neighboring nodes of k 
(Line-5). The unit value in Line-5 represents the binary 
condition of its presence. Apart from this, the algorithm also 
ensures that Δ is not present in the sender's control message 
using a search function g(x) (Line-6). It also checks if Δ is 
positioned at a distance dist of multiple hops (at least three 
hops) (Line-7). The study analyzes another assessment to 
match this condition to determine if node n7 has elected λ 
mobile node (Line-8), which is also a part of single-hop 
neighboring nodes of n7 as the auxiliary node for encapsulating 
Δ (Line-9). This is followed by the election of Δ by node n7 
(Line-10). Otherwise, the algorithm lets Δ elect n7 as the 
auxiliary node (Line-12). The above-stated operation can be 
carried out by searching within the routing table consisting of 
topology control information. Apart from this, it is feasible for 
the attacker to bypass this security scan by announcing that its 
position is in single hope from all the nodes N. Hence, to 
mitigate this challenge, the proposed system considers 
vulnerable node nv to possess conflicting and susceptible 
control messages consisting of all single-hop neighboring 
nodes of it. The algorithm mentioned above is meant to execute 
the mentioned rules sequentially to determine the state of 
intrusion, determined by variable b (Line-12). In case of any 
conflict, the vulnerable node nv elects n7 as the only auxiliary 
relay node exclusively for the mobile nodes that are announced 
the control message of node n7. Hence, the proposed algorithm 
without including any conventional encryption approach or 
complex iterative approach, the proposed algorithm can trace 
out the potential malicious behavior of an unknown attacker in 
MANET. 

The next part of the algorithm implementation is towards 
resisting intrusion in MANET using the proposed secured DSR 
protocol. In this algorithm, the retaliation node is designed, 
responsible for forwarding counterfeited node information to 
the attacker once the attacker is positively identified in the 
prior algorithm. The steps of the algorithm are as follows: 

Algorithm for resisting attack 

Input: rn (retaliation node) 

Output: C (forwarding counterfeited route) 

Start 

1. Δadd (rn) for rn∉sh(nv) 

2. If Step-1=True 

3.    Δ broadcast rn and compute auxprob 

4.    If auxprob=false 

5.       remove rn 

6.    End 

7.    Compute outlier 

8. C: rnf2(attacker) 

End 

The retaliation node is defined by Δ, which doesn't exist in 
the real-time MANET environment to mislead the attacker. In 
this case, the node Δ adds a retaliation node such that they 
don't belong to a class of single-hop neighboring nodes of 
vulnerable node nv (Line-1). All the new nodes Δ announce 
and advertise the information of the retaliation node if the first 
step is valid (Line-2). Further, it also computes the probability 
of auxiliary relay node (Line-3) considering all the mobile 
nodes concerning single-hop neighboring nodes of vulnerable 
node nv. When the probability computation for the auxiliary 
relay node is false (Line-4), the retaliation node rn is removed 
(Line-5). There is a benefit for this step, as after the retaliation 
node offers information of counterfeited nodes that don't exist 
to the intruder, the retaliation node must be eliminated. This 
will remove all the possibilities of intruders attempting to 
understand the strategy of proposed mitigation measures. 

Further, the algorithm will compute outliers, calculated by 
calculating a total number of vulnerable nodes positively 
identified divided by a single hop neighborhood of vulnerable 
node nv (Line-7). In this case, the probability is computed for 
arbitrarily selected mobile nodes that are wrongly designated 
as an attacker, leading to vulnerable node nv preventing it as its 
auxiliary relay node. Hence, the system computes the possible 
distrusted mobile node to be part of vulnerable node nv, and it 
is a subset of single-hop neighboring nodes of nv. Then, the 
algorithm formulates a data transmission function f2(x) that 
advertises some randomly selected nodes that are not the 
common node to the attacker (Line-8). Upon receiving this 
information, the attacker will need to trust the data and select 
the routing towards the counterfeited path C leading to 
complete energy drainage. This mechanism doesn't lead to any 
form of halt in the communication system of regular nodes. 
The novelty of this algorithm is that it doesn't perform any 
form of iterative operation and offer a dual-layer of checks to 
confirm the malicious behavior of an unknown mobile node. 
The following section discusses simulation outcomes obtained 
by implementing the proposed algorithm. 
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VI. RESULT ANALYSIS 

The implementation of the proposed logic is scripted in 
MATLAB. The analysis considers 500-1000 mobile nodes 
deployed within 1000 x 1000 m2 simulation area. The 
assessment is carried out for 1000 simulation rounds where the 
test environment is created for node density while four 
performance parameters are chosen to be evaluated viz. 
i) proportion of retaliation node, ii) Throughput, iii) proportion 
of required Auxiliary Relay Node (ARN), and iv) processing 
time. The comparison is carried out concerning conventional 
DSR protocol. The prime justification is that the proposed 
system offers security by incorporating a series of DSR 
protocol changes without including any conventional 
encryption or security system in MANET. This makes it more 
suitable to be compared with traditional DSR protocol, which 
lacks any security incorporations. 

A. The Proportion of Retaliation Node 

The computation of the retaliation node is carried out by 
consistently monitoring the available number of retaliation 
modern while implementing the algorithm. Cost effective 
security solution will anticipate reduced dependencies of 
retaliation node, which is analyzed in this part of result 
analysis. The observation is carried out over increasing node 
density, representing increasing traffic load and an unknown 
attacker. 

Fig. 4 highlights that the proposed system progressively 
reduces the retaliation node's dependencies, which can be 
justified as follows: According to the algorithm, the retaliation 
node doesn't exist in real-time. It only exists in the form of 
memory which forwards counterfeited information to attackers. 
Once the attackers comply with its generated path of rn, these 
memories are disposed of off completely. In case of further 
attack, the vulnerable node is now aware of the attacker node 
identity. Hence, without even using the retaliation node, the 
vulnerable node can isolate themselves from any form of 
communication (route discovery and data forwarding) and 
therefore be safe without depending on the retaliation node. 
Hence, the dependency of rn decreases with the increase of 
traffic. 

 

Fig. 4. Proportion of Retaliation Node. 

B. Throughput Analysis 

The proposed system computes throughput by monitoring 
the cumulative data received by the destination mobile nodes in 
the MANET environment measured in kilobytes per second. 

The assessment is carried out separately for both DSR and 
Secured DSR protocol (proposed) in the presence of increasing 
node density. The outcome exhibited in Fig. 5 highlights that 
the proposed system offers better throughput than the existing 
system. The major reason is that conventional DSR protocol 
suffers from the challenge of retaining stale route information, 
which causes usage of similar routes for a specific range of 
data transmission attempts iteratively. In the presence of an 
attacker, this route is often compromised, leading to lower 
availability of channel capacity, causing degradation in 
throughput. On the other hand, the proposed system maintains 
the parallel process of identification and prevention using 
retaliation node without any effect on ongoing communication. 
This causes the proposed method to be less sensitive towards 
an attacker's presence once they are positively identified. 

 

Fig. 5. Proportion of Throughput. 

C. The Proportion of Required ARN 

Auxiliary Relay Node (ARN) plays a contributory role in 
the proposed study. It holds the responsibility of route 
discovery for data transmission and topology management in 
case of the attacker's presence in the proposed DSR protocol. 
However, it should also be noted that there is no physical 
presence of a retaliation node in the proposed system. In 
contrast, ARN has a physical presence in the specially selected 
node based on the highest resource contents. All work carried 
out in MANET only uses mobile nodes, whereas the proposed 
system uses mobile nodes and ARN as a novelty. So it is wise 
enough to find out if such an ARN node affects the network 
with an increasing traffic load. For the system to be more 
secure, it is required to reduce the number of ARN with 
increasing traffic as the privilege of ARN to control topology is 
a prime attempt to be compromised by the attacker. Fig. 6 
highlights that the proposed system offers significantly fewer 
ARN nodes in comparison to the existing DSR. The DSR 
protocol does not include the ARN concept; however, to 
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maintain a similar testbed, analysis is carried out to find the 
impact of the presence of ARN in regular DSR operation and 
proposed secured DSR operation. The calculation is carried out 
by monitoring a total number of instantaneous selected ARN 
during each iteration corresponding to node density. The prime 
justification behind this outcome is that: conventional DSR 
protocol uses source routing where there is a dependency 
toward retaining node address within the routed packet. 

Further, the cached information of DSR keeps on 
increasing with increasing node density. So, technically DSR 
protocol doesn't offer much supportability towards the 
proposed usage of ARN. However, due to the formulated 
operation of the proposed algorithm with ARN, conventional 
DSR is found to be better when ARN is used. The proposed 
system further exceeds this outcome as ARN is selected only 
when a significantly new topology of MANET is encountered. 
The proposed method also keeps on computing outliers, 
ensuring that the detection rate is always higher, reducing 
dependencies on ARN. 

 

Fig. 6. Proportion of Required ARN. 

D. Processing Time 

Cumulative time required to execute the algorithm gives 
processing time, as exhibited in Table I. 

TABLE I. ANALYSIS OF PROCESSING TIME 

 DSR SecDSR 

Processing Time 8.825 s 1.271 s 

The prime reason behind reduced processing time for the 
proposed system (SecDSR) is because it doesn't have an 
inclusion of much iterative operation concerning route 
discovery, maintenance, intrusion detection, and prevention as 
compared to existing DSR where higher iterative and more 
operative steps in involved to find the effective routes of 
communication in MANET environment. This causes reduced 
time for the proposed system in contrast to conventional DSR. 

VII. DISCUSSION 

From the prior section, it has been seen that proposed 
system carries out better performance outcome in contrast to 
existing secured DSR version. Following are the learning 
outcomes extracted from this model implementation: 

 The proposed scheme is highly suitable for application 
working on WANET which is basically larger in 
dimension as well as distributed. This is because of the 
memory sharing concept by each nodes where updating 
the threat flags are quite faster compared to 
conventional DSR. Therefore, a better processing time 
is obtained. 

 The proposed system ensures its applicability of 
dynamic attacker as well as multi-attacker at same 
time. It is because it can formulate an assessment with 
respect to unit hop link associated with the legitimacy 
of the attacker node. Hence, any node changes its 
strategy at any point of time will be instantly notify the 
other nodes about this chance. This causes faster 
identification of attack environment. 

 The throughput of proposed system is quite good and 
this is because of the non-inclusion of iterative checks 
or sophisticated classes of operation. Along with 
assessing the legitimacy of the nodes, the prime target 
node can always perform seamless propagation of data 
to its destination node. Hence, data propagation is not 
affected by its assessment process towards intrusion. 

Therefore, on the above ground of constructive outcome, it 
can be stated that proposed system offers a simplified and cost 
efficient computational solution towards securing WANET 
from potential threats. 

VIII. CONCLUSION 

The proposed system approaches resisting unknown 
attackers in MANET based on computation being carried out 
on malicious behavior. In the adversary, the study considers 
that the vulnerable node is manipulated by the attacker while 
playing the role of the auxiliary relay node. By doing this, the 
adversary will be able to gain access to the complete network. 
The proposed system offers a solution to resist it. The 
contribution of the proposed study is as follows: 

 The proposed model assists in safeguarding the routes 
as well as nodes connected in MANET from being 
disclosed to the adversary without any form of 
dependencies of any trusted authority or third party. 

 The proposed model introduced an auxiliary relay node 
which is responsible for performing route discovery as 
well as management of topology which reduces the 
same effort carried out by mobile nodes as seen in the 
existing system. 

 The proposed method introduces a retaliation node 
which is a non-physical entity to mislead the attacker 
as a unique prevention strategy unlike any current 
mechanism in MANET. 
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The future work of the proposed system will be carried out 
further to optimize the study outcomes. Adoption of bio-
inspired protocols can be adopted in order to find out more 
optimized solution towards delay and data propagation. More 
cases of multi-objective function can be formulated to ensure 
more resistivity towards physical attacks. 
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Abstract—Due to the increase in air pollution, especially in 

Latin American countries of low and middle income, great 

environmental and health risks have been generated, highlighting 

that there is more pollution in closed environments. Given this 

problem, it has been proposed to develop a system based on free 

hardware for monitoring air quality and CO2, in order to reduce 

the levels of air pollution in a closed environment, improving the 

quality of life of people and contributing to the awareness of the 

damage caused to the environment by the hand of man himself. 

The system is based on V-Model, complemented with a 

ventilation prototype implemented with sensors and an 

application for its respective monitoring. The sample collected in 

the present investigation was non-probabilistic, derived from the 

reports of air indicators during 15 days with specific schedules of 

9am, 1pm and 6pm. The results obtained indicated that the air 

quality decreased to 670 ppm, as well as the collection time 

decreased to 5 seconds and finally the presence of CO2 was 

reduced to 650 ppm after the implementation of the system, 

achieving to be within the standards recommended by the World 

Health Organization. 

Keywords—Air quality; air pollution; co2; control system; free 

hardware; v-model 

I. INTRODUCTION 

Air pollution is a negative effect that has been aggravated 
over the years, the development of the population has 
generated new demands in homes, industries and public 
centers, bringing as a consequence the continuous pollution of 
the environment and multiple diseases [1]. One of the main 
causes of the increase in carbon dioxide (CO2) is the burning 
of fuel [2]. 

Recent studies affirm that there is a higher concentration of 
pollutant gases in closed environments than outdoors [3]. The 
World Health Organization (WHO) [4], states that, due to 
indoor air pollution, public health, especially that of children 
and the elderly, is being affected. Currently the rate of 
premature death of children amounts to 7 million, this is due to 
the concentration of gases such as CO2, which generates 
suffering from asthma, reduced growth and respiratory 
problems. 

Air quality is expressed by the high concentration of 
several gases, the main one being CO2, likewise the WHO 
mentioned that the allowed value to improve air quality in 
indoor environments is between 800 and 1000 ppm (unit to 
measure the volume of particles), due to the pollutants found in 

the air [4]–[6]. According to the report presented by Air 
Quality Life Index (AQLI) in the last year [7], it was identified 
that half of the Latin American population receives dangerous 
levels of pollution, with Peru being one of the countries with 
the most critical points, having the inhabitants of its capital 
(Lima) with a life expectancy of 4.7 years reduced due to air 
pollution (Fig. 1). 

Current technological and scientific progress has driven the 
development of systems that improve people's quality of life, 
providing welfare to the community by providing relevant and 
pertinent information for decision making. In the technological 
context of the Internet of Things (IoT), these systems involve 
the measurement and monitoring of various environmental 
variables [8], supported together with the use of free hardware, 
which has had a growing use being used in any type of project 
without the need to purchase a license [9]. The data obtained 
from the electronic devices will later prove to be important for 
raising public awareness of the level of air pollution present in 
our environment, which damages our health. 

The proposed control system aims to provide an alternative 
system based on free hardware for air quality management in a 
closed facility, in order to reduce the pollutant gases in that 
place. This will be achieved by making use of different 
components such as sensors and communication devices, 
interacting with each other and obtaining the data of the gases 
under study, to later analyze if they exceed the established 
standards and act automatically, finally turn on the necessary 
components and ventilate the environment. 

 

Fig. 1. Reduction of Life Expectancy Years due to PM2.5 Concentrations 

(Organic Chemicals Suspended in the Air) in 10 Largest Cities in Latin 

America [7]. 
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This article has been organized in six different sections to 
achieve a better understanding: Section II contains the 
bibliographic review carried out after the study of previous 
research related to the subject under study. Section III details 
the development of the methodology applied, as well as the 
development of the proposed system. Section IV shows the 
results obtained after the pre- and post-implementation of the 
system, as well as the summary reports of each indicator 
evaluated. Section V contains the discussions, as well as the 
subsequent analysis of the results. Finally, section VI details 
the conclusions obtained from the development and 
implementation of the system. 

II. REVIEW OF THE LITERATURE 

The development of a control system is aimed at the 
systematic or manual management of the technological 
components in a simple and effective way, which is why we 
propose the development of a control system that helps reduce 
CO2 emissions by monitoring air quality to improve the 
purification and maintenance of this at normal levels. 

According to what was investigated, it was possible to 
gather proposals of solutions from different authors regarding 
the problems that arise in the control of air quality, thus 
contributing to the research carried out. To achieve this, it was 
necessary to identify the degree of contamination and the 
quality of the air provided in the environment of a population 
and the factors that influence it [10], resulting to have a direct 
relationship with respiratory problems, cardiovascular, lung 
cancer, among other related diseases, this is due to the fact that 
the WHO guidelines [11], [12] were not taken into account. 
Regarding indoor air quality, the risk is doubled due to 
constant exposure to high levels of smoke [12], [13], therefore 
WHO has considered the training of countries with higher 
pollution rates through the use of monitoring technologies, 
workshops, etc. 

Likewise, the contribution of the research [14] was 
considered, it proposed a system to measure the air quality in 
five routes by means of monitoring sensors in vehicles, 
collecting data from the cluster without the need for a fixed 
network structure, making recommendations in the course of 
travel through an application and social networks, thus 
contributing to the use of health-conscious transportation. 

On the other hand, an IOT-based system was proposed 
through wireless networks based on connections through web 
services protocols, data transmission and data encryption 
because it is intended for smart buildings [15], proposing a free 
hardware design thinking about the functionality and 
scalability of it, aiming to predict and control the CO2 gas 
which is produced by people. The tools implemented proved to 
be efficient in recording data for future predictions and 
environmental controls, in addition to having great energy 
savings. 

In Ref. [16], a 2-year study was conducted at different air 
quality stations based on the evaluation of particulate matter 
(PM10) in 3 districts of the province of La Oroya in Peru, one 
of the mining sites with the highest exposure to air pollution. 
The sources of emissions, the verification with respect to 
emission and immission standards and the type of pollutant that 

exists at the site were verified; by having this information, it 
was possible to determine the level of risk and environmental 
impact that existed at the site, evidencing an improvement over 
the years. 

This section explores previous studies on the different tools 
that have been developed to control and monitor air quality in 
real time, which was necessary for the development of this 
research, identifying the sensors already used before. This is 
due to the need of people to know the state of air quality in 
their environment since it generally has a direct impact on 
health [17]. Table I summarizes recent developments in these 
tools and techniques. 

TABLE I. PREVIOUS STUDIES IN REAL TIME AIR QUALITY MONITORING 

AND CONTROL 

Tool Ref. Technology Conclusions 

AirCloud [18] 

Two air quality 

monitoring devices 

were developed using 

PPD42NJ sensors to 
acquire data. 

A low-cost, personal air 

quality monitoring 

system capable of 
achieving good PM2.5 

prediction accuracies 

was obtained. 

WSN 

based AQM 
[19] 

Zigbee WSN was 

used, employing gas 

sensors for (CO2, 
NO2, ozone). 

Clustering energy-

efficient air sensor 

protocol was introduced 
to monitor air quality. 

AirSense [20] 

Use was made of the 

MQ-135 sensor 

connected to the 
Arduino Pro Mini, the 

sensor data was 

collected using 
ThingSpeak. 

A dual-purpose, low-

power, low-weight 
system was obtained 

that was able to detect 

and collect data. 

IoT- 

enabled AQM 
[21],  

Use was made of 

several sensors 

deployed on Marvel 

Board and AWS 

cloud. 

It is less expensive and 

has high fidelity. Due 

to the cloud platform 

special limitations are 

overcome. 

IoT-Raspberry 
PI 

[22] 

It required integrating 

different types of 
sensors with the 

Raspberry Pi, 

controlling and 
managing them all 

using Python. 

Analyzes some 
hazardous gases such as 

carbon monoxide (CO), 

nitrogen dioxide (NO2) 
and other gases. 

(IoT) based air 

quality 
monitoring 

system 

[23] 

It was able to address 

Malaysia's concern 

about the delay 
announcement and 

measurement of 

PM2.5 haze. 

The system monitors 

common air pollutants 

such as particulate 
matter (PM) of PM2.5, 

PM10 and carbon 

monoxide (CO) gas. 

Genetic 

algorithm and 

neural 

network 

[24] 

An optimized air 

quality estimation 
model was developed 

based on a genetic 

algorithm and an 
artificial neural 

network. 

The optimized network 
model is used to 

estimate the carbon 

monoxide 

concentration in a 

polluted environment. 

III. METHODOLOGY 

The methodology used for the development of the project 
was the V-Model, which is used for software development by 
establishing the course of the project through phases, having as 
one of its main benefits to define the processes of quality 
management that can interact with the phases with each other 
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[25]. This model allows integration tests to be performed as the 
phases are completed, allowing to verify the progress of each 
of the add-ons, helping to avoid errors. 

A. Population and Sample 

The study population consisted of the number of reports of 
air quality indicators in the "24 de Junio" shopping center 
located in the city of Lima. The type of sample collected in this 
research was non-probabilistic, derived from the reports of air 
quality indicators during 15 days with specific hours of 9am, 
1pm and 6pm. 

B. Development of V-Model 

1) Phase I – Specifications: In this phase all the functional 

and non-functional requirements for the construction of the 

hardware and also the application were conceptualized. 

2) Phase II: Global Design: In this phase, the design of 

the overall solution was carried out. Fig. 2 shows the 

connection between the ESP8266 board and the MQ-135 (air 

quality) and MG-811 (CO2 sensor) sensors. 

The complete system architecture for the subsequent air 
control operation and the application model is shown in Fig. 3. 

The user visualizes the level of contamination present at the 
site, the board collects data from the sensors and sends it to 
both the application and the ventilation system to be turned on 
or off. 

3) Phase III - Detailed Design: Fig. 4 shows the 

communication model of the devices used, where the Esp8266 

Wi-Fi chip collects the information from the sensors and how 

it is sent to the application, and also shows the automation of 

the ventilation set. The user can visualize the air quality level 

of the shopping center from any place where he/she has an 

internet connection. 

 

Fig. 2. Prototype Design. 

 

Fig. 3. General Architecture of the Proposed System. 

 

Fig. 4. Communication Model between Devices. 

4) Phase IV – Implementation and Integration: In this 

phase, all the requirements of Phase I regarding the control 

system (Fig. 5) and the application (Fig. 7) were incorporated 

and implemented. 

The system was programmed Fig. 6(a) and then the data 
captured by the measurement sensors were analyzed to verify 
the state of the air. After the sensor collected the data, they 
were analyzed internally in the ESP8266, first verifying if the 
air was within the allowed margins as shown in Fig. 6 (b). 

 

Fig. 5. Control System Integration. 

 

Fig. 6. Tests to the Developed Prototype. 
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Fig. 7. Interfaces and Application Testing. 

Fig. 7 shows the developed application which fulfills the 
function of receiving the data in real time, so that it can be seen 
by the users. In Fig. 7(a) and Fig. 7(b) the application shows 
the states (red, yellow and green) depending on the quality of 
the captured air, as specified in Table II. Fig. 7(c) shows that 
the application has a switch which allows the control of the 
ventilation system. In addition, in Fig. 7(d) the application 
shows the air history of the last 10 measurements of each hour 
specified in addition each shows a color depending on the air 
quality measurement in those ranges. 

5) Phase V - System Operational Test: In the last phase, 

everything that was done was analyzed, drawing conclusions 

on the actions that went well and those that need to be 

improved in the project. 

A pre-experimental design with pre- and post-test was 
applied to this research (1). 

Ge O1 X O2               (1) 

TABLE II. STATES OF THE PROTOTYPE DEPENDING ON AIR QUALITY 

States Action 

Good The status turns green indicating that the air is clean. 

Medium 
The state turns a yellow color indicating that the air is not as 
pure. 

Poor The status turns red which indicates that the air is very polluted. 

Where: 

 Ge: Experimental group: the study is given to the air 
during 3 specific times in the day. 

 O1: Pre-Test data for the dependent variable indicator 
before the implementation of the control system. Pre-
Test measurement of the experimental group. 

 O2: Post-Test data for the indicator of the dependent 
variable. Post-Test measurement of the experimental 
group. 

 X: Control System = The object to be tested. 

IV. RESULTS 

Table III shows the data obtained in the Pre and Post Test 
of the KPI1, KPI2 and KPI3 of the present research. 

TABLE III. RESULTS OBTAINED FROM THE PRE-TEST AND POST-TEST 

# 

Days 

Specific 

hours 

KPI_1 KPI_2 KPI_3 

Pre Post Pre Post Pre Post 

1 

09:00 a. m. 950 700 790 660 300 6 

01:00 p. m. 1520 1270 1365 1120 350 5 

06:00 p. m. 1030 780 878 748 240 9 

2 

09:00 a. m. 870 620 716 586 290 7 

01:00 p. m. 1420 1170 1267 1100 300 7 

06:00 p. m. 930 680 771 641 240 5 

3 

09:00 a. m. 920 670 760 630 300 7 

01:00 p. m. 1260 1010 1095 920 270 8 

06:00 p. m. 870 620 712 582 250 5 

4 

09:00 a. m. 670 420 518 388 220 8 

01:00 p. m. 1326 1076 1172 1042 200 7 

06:00 p. m. 846 596 687 557 260 6 

5 

09:00 a. m. 720 470 556 426 260 6 

01:00 p. m. 1463 1213 1293 1163 240 7 

06:00 p. m. 823 573 656 526 240 9 

6 

09:00 a. m. 820 570 655 525 310 6 

01:00 p. m. 1260 1010 1093 963 305 6 

06:00 p. m. 680 430 525 395 230 6 

7 

09:00 a. m. 640 390 482 352 290 5 

01:00 p. m. 1050 920 885 800 270 6 

06:00 p. m. 820 570 665 535 233 9 

8 

09:00 a. m. 740 490 587 457 305 7 

01:00 p. m. 1160 910 990 900 240 5 

06:00 p. m. 901 651 737 607 120 6 

9 

09:00 a. m. 810 560 650 520 130 5 

01:00 p. m. 1362 1112 1201 1071 205 8 

06:00 p. m. 1025 775 867 737 100 5 

10 
09:00 a. m. 720 470 565 435 160 8 

01:00 p. m. 1060 810 904 774 200 6 
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# 

Days 

Specific 

hours 

KPI_1 KPI_2 KPI_3 

Pre Post Pre Post Pre Post 

06:00 p. m. 852 602 682 552 320 5 

11 

09:00 a. m. 860 610 705 575 203 5 

01:00 p. m. 1630 1380 1470 1340 156 5 

06:00 p. m. 945 695 784 654 198 5 

12 

09:00 a. m. 630 380 471 341 248 6 

01:00 p. m. 960 710 790 660 310 6 

06:00 p. m. 730 480 571 441 204 8 

13 

09:00 a. m. 790 540 600 470 302 7 

01:00 p. m. 1230 1000 1060 930 209 8 

06:00 p. m. 1040 790 870 740 281 8 

14 

09:00 a. m. 650 400 476 346 295 8 

01:00 p. m. 1020 870 842 712 333 7 

06:00 p. m. 720 470 568 438 220 6 

15 

09:00 a. m. 890 640 735 605 250 6 

01:00 p. m. 1530 1280 1367 1237 240 7 

06:00 p. m. 903 653 742 612 270 8 

Table IV shows the average results obtained for each KPI 
of the research; these results were derived from the analysis of 
Table III. 

The results in the three KPI's, both pre and post, performed 
15 days later, show a decrease for each indicator (Table IV), 
which means that the control system was of great support to 
reduce air quality and CO2 pollution. 

From Fig. 8, where each indicator is measured with 
different index tests which varies between 0 - 1200, it can be 
observed that the average of KPI I is the one that has been 
reduced the most with respect to the other KPI's, it can be said 
that there is a better air quality. 

TABLE IV. RESEARCH INDICATORS 

Indicator Pre-Test Post-Test 

KPI I: Volume level of air quality pollution. 978.80 734.13 

KPI II: Volume level of CO2 pollution. 817.22 684.73 

KPI III: Time to obtain information from the air. 246.60 6.55 

 

Fig. 8. Comparison of Pre- and Post-test KPI's. 

A. Results of the First Indicator (KPI - I) 

The summary report of the first post-implementation 
indicator of the system is shown in Fig. 9. 

 

Fig. 9. KPI1 Post-Test Air Quality Pollution Volume Level. 

The "average" difference of individual observations of air 
quality pollution volume level from the mean is 267.11 ppm. 

About 95% of the air quality pollution volume level are 
within 2 standard deviations of the mean, i.e., between 653.88 
and 814.38 ppm. The 1st Quartile (Q1) = 550 ppm, tells us that 
25% of the volume level of air quality pollution is less than or 
equal to this value. The 3rd Quartile (Q3) = 915 ppm, tells us 
that 75% of the volume level of air quality pollution is less than 
or equal to this value. 

Fig. 10 shows the conclusion of the normality test of the 
KPI-I data obtained from the post-test. The data obtained 
shows that the p-value is less than 0.05, which confirms that 
the information analyzed has a non-normal behavior. 

B. Results of the Second Indicator (KPI - II) 

The summary report of the second Post System 
Implementation indicator, detailed in Fig. 11, is shown. 

The "average" difference of the individual observations of 
the CO2 pollution volume level relative to the mean is 257.94 
ppm. 

 

Fig. 10. Normality Test KPI1 Post-Test. 
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Fig. 11. KPI2 Post-Test CO2 Contamination Volume Level. 

About 95% of the CO2 pollution volume level are within 2 
standard deviations of the mean, i.e., between 607.24 and 
762.23 ppm. The 1st Quartile (Q1) = 495 ppm, tells us that 
25% of the volume level of CO2 pollution is less than or equal 
to this value. The 3rd Quartile (Q3) = 850 ppm, tells us that 
75% of the volume level of CO2 pollution is less than or equal 
to this value. 

Fig. 12 shows the conclusion of the normality test of the 
KPI-II data obtained from the post-test. The data obtained 
shows that the p-value is less than 0.05, which confirms that 
the information analyzed has a non-normal behavior. 

C. Results of the Third Indicator (KPI - III) 

The summary report of the third Post System 
Implementation indicator, detailed in Fig. 13, is shown. 

The "average" difference of the individual observations of 
the time to obtain air data relative to the mean is 1.25 seconds. 

About 95% of the time to obtain information from the air 
are within 2 standard deviations of the mean, i.e., between 6.17 
and 6.93 seconds. The 1st Quartile (Q1) = 5.5 seconds, tells us 
that 25% of the time to obtain information from the air is less 
than or equal to this value. The 3rd Quartile (Q3) = 8 seconds, 
tells us that 75% of the time to obtain information from the air 
is less than or equal to this value. 

 

Fig. 12. KP2 Post-test Normality Test. 

 

Fig. 13. KPI3 Post-Test Time to Obtain Information from the Air. 

Fig. 14 shows the conclusion of the normality test of the 
KPI-III data obtained from the post-test. The data obtained 
shows that the p-value is less than 0.05, which confirms that 
the information analyzed has a non-normal behavior. 

 

Fig. 14. KP3 Post-Test Normality Test. 

V. DISCUSSION 

The positive impact of the development of the control 
system solution on the 3 indicators (Fig. 9, Fig. 11, Fig. 13), 
carried out on the sample, was verified. 

According to Table IV and Fig. 8, it was identified that the 
use of the control system reduces the volume level of air 
quality pollution (Post-Test) compared to the sample to which 
it was not applied (Pre-Test). In addition, the use of the control 
system reduces the volume level of CO2 contamination (Post-
Test) compared to the sample to which it was not applied (Pre-
Test). Finally, it was identified that the use of the control 
system reduces the time to obtain information from the air 
(Post-Test) compared to the sample to which it was not applied 
(Pre-Test). 

In the present investigation, a confidence level of 95% was 
established, so a margin of error or significance level of 5% 
was considered. Considering that the value of p = 0.000 < α = 
0.05, the resulting data in Fig. 10, Fig. 12, Fig. 14 provide 
sufficient evidence to reject the null hypothesis, the test being 
significant. 
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VI. CONCLUSION 

Finally, it was possible to conclude that the use of the 
control system evidenced a significant improvement in the air 
quality of the closed establishment, this is because the polluting 
gases of the air decreased from 1260 ppm to 670 ppm 
achieving to be within the standards recommended by WHO; 
this information was obtained thanks to the sensors installed, in 
addition to their correct operation in the activation of the 
ventilation systems of the place, thus fulfilling the proposed 
objective. 

It was possible to verify that with the application 
developed, the air status collection time was considerably 
reduced; the time decreased from 350 seconds to 5 seconds 
since this is constantly shown in the application managed by 
the manager. 

When obtaining the data after the implementation of the 
system it was possible to verify that the amount of CO2 present 
in the air decreased, having a CO2 presence of 1150 ppm 
before the implementation of the system in the air, however, 
after the use of the system it decreased to 650 ppm, being 
among the positive indexes. 

It was verified that the use of free hardware was able to 
work correctly, having previously performed the corresponding 
calibrations and tests of the systems involved in the project, 
such as sensors and the ESP8266 module. 

The scientific contribution provided by this research article 
is fundamental for the development of future related works 
serving as a basis, in order to improve the quality of life of 
people and contribute to the awareness of the damage 
generated to the environment by the hand of man himself. It is 
proposed to make improvements in the topic developed 
through the implementation of new technologies such as 
artificial intelligence and analysis of data, also make 
improvements in the hardware and software model as in the 
case of the application, making it compatible with other 
operating systems, because betting on developing a hybrid 
application helps to optimize time, making it possible to 
generate an application for both Android and IOS. 
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Abstract—In recent years, modern systems have become 

increasingly integrated, and the challenges are focused on 

delivering real-time analytics based on big data. Thus, using 

standard software tools to extract information from such datasets 

is not always possible. The Lambda Architecture proposed by 

Marz is an architectural solution that can manage the processing 

of large data volumes by combining real-time and data batch 

processing techniques. Choosing a suitable database management 

system for storing large volumes of time series data is not a 

trivial issue as various aspects such as low latency, high 

performance and the possibility of horizontal scalability must be 

taken into account. The new NoSQL approaches use for this 

purpose non-relational databases with significant advantages in 

terms of flexibility and performance in comparison with the 

traditional relational databases. With reference to this, the 

purpose of this paper is to analyse the general characteristics of 

time series data and the main activities performed by the Speed 

layer in a system based on the Lambda Architecture. Based on 

this, the use of a column-oriented NoSQL DBMS as a system for 

storing time series data is justified. The paper also addresses the 

challenges of using HBase as a system for storing and analysing 

time series data. These questions are related to the design of an 

appropriate database schema, the need to achieve balance 

between ease of access to the data and performance as well as 

considering the factors that affect the overload of individual 

nodes in the system. 

Keywords—Lambda architecture; speed layer; time series data; 

data storage system 

I. INTRODUCTION 

The accelerated development of technologies applied to big 
data has caused significant changes in the subject areas of 
storage, retrieval, and processing of data. Nowadays, the 
problems related to the big data are connected not only to the 
volume of data. Much of the data are acquired in real time and 
is most valuable if its interpretation takes place as it arrives 
[1,2,3]. Synthesizing, processing, and transforming this big 
data to valuable information is one of the great challenges of 
the technological world today. 

In big data systems, an important property of data related to 
its processing is immutability. In such systems, to prevent data 
loss and data corruption, data are processed in a way that 
records can never be modified or deleted. By its nature, 
immutable data are simpler than mutable data [4]. This 
organization allows the system only to create and read records 
(CreateRead) as opposed to the additional capability of 
updating and deleting records (CRUpdateDelete) as 
implemented in relational databases. Thus, the write operations 

only add new data units [5]. This approach makes data 
processing highly scalable. The data system itself becomes a 
kind of a logging system, which adds a timestamp and a unique 
identifier to the data record, which is then kept in the data 
store. 

Different architecture models are used when building the 
big data ecosystem. The Lambda Architecture, proposed by 
Nathan Marz [6], is a solution which combines real-time data 
processing techniques with batch processing techniques. The 
Lambda Architecture is a big data management software 
paradigm that supports data processing by balancing the 
performance, latency, and fault-tolerance of the system that is 
based on this architecture [7,8]. There is no single integrated 
tool that provides a comprehensive solution with reference to 
better accuracy, low latency, and high performance. Therefore, 
it is necessary to apply the idea of using a set of tools and 
techniques to build a comprehensive big data management 
system. With reference to this, Lambda Architecture defines 
several layers that correspond to a set of tools and techniques 
for building a big data processing system, i.e., a speed layer, a 
serving layer, and a batch layer [9]. The increasing need for 
new and improved storage and retrieval mechanisms resulted 
in the development and use of NoSQL database management 
systems such as HBase, MongoDB, Cassandra, CouchDB, 
Hypertable and big data platforms such as Hadoop and Spark 
[10,11,12]. Lambda Architecture defines a logical, well-
motivated approach in linking these technologies together to 
build a system that meets user requirements. Each software 
tool offers its own trade-offs, but when these tools are used 
together, scalable systems with low latency, high fault-
tolerance, and minimal complexity can be realized [13]. 

The main objective of the current research is to justify the 
use of a column-oriented NoSQL DBMS as a system for 
storing time series data. This suggestion is based on the general 
characteristics of time series data and the main activities 
performed by the Speed layer in a Lambda Architecture based 
system. This paper focuses on the challenges of using HBase as 
a system for storing and analysing time series data, related to 
designing an appropriate database schema, the need to strike a 
balance between ease of data access and performance, and 
consideration of factors that affect the overload of individual 
nodes in the system. 

The remainder of this article includes the following: 
Section 2 surveys some related studies. Section 3 presents an 
overview of the Lambda Architecture with an emphasis on the 
Speed layer. Section 4 discusses the main characteristics of 
time series data. Section 5 outlines the key problems that arise 
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when using HBase as a system for storing time series data and 
techniques for solving these issues. Section 6 contains the 
conclusion. 

II. RELATED WORK 

One of the big challenges to extracting data from processes 
is handling real-time event data and providing operational 
support for ongoing processes. The research presented in [7] 
focuses on a real-time process discovery algorithm 
implemented by the authors in an integrated platform that is 
built using the Lambda Architecture principles. The proposed 
architecture solution makes it possible to scale up to big data 
processing tasks. 

Trajectory prediction problems are classified in the 
category of big data processing tasks. In [1], a platform for 
predicting the next position of moving objects based on the 
Lambda Architecture is discussed. In the presented platform, 
data analysis is performed both in a batch mode and a real time 
mode. In the proposed system, the Lambda Architecture is 
applied to combine predictions made by heavy-weight models 
trained by using all available data, implemented by the Batch 
layer, on one hand, and light-weight models trained by using 
real-time data obtained from small samples, implemented by 
the Speed layer, on the other hand. 

Maeda & Gaur propose in [14] a Lambda Architecture of a 
failure mode identification system for industrial assets that 
achieves low initial implementation costs by providing 
reasonable accuracy in object classification. The architecture 
consists of a data acquisition node, such as a Raspberry Pi, in 
which lightweight computations are performed. This node 
processes high-speed vibration data in real-time to extract 
important characteristics about objects and uses a deep learning 
engine that is trained in a cloud platform. 

The nature of heterogeneous IoT devices introduces the 
challenge of collecting and processing the large data sets for 
their analysis in detecting cyber-attacks in near real-time. 
However, the traditional Intrusion Detection System cannot 
cope with such a problem due to scalability limitations and 
insufficient storage and processing capabilities. To address 
these challenges, Alghamdi & Bellaiche present in [15] a 
model of Intrusion Detection System based on the Lambda 
Architecture. The proposed solution enables the detection of 
suspicious activities in real time and allows them to be 
classified by analyzing historical data in the Batch layer. 
Suthakar et al. describe in detail in [9] a study of an Optimized 
Lambda Architecture using the Apache Spark ecosystem, 
which involves the modelling of an efficient way to 
transparently connect batch processing and real-time 
processing. 

Data storages, whose architecture is based on the relational 
data model, are not able to meet the current needs in terms of 
data storage requirements as well as data read and write speed 
requirements. Therefore, research related to real-time data 
management systems is based on distributed storage organized 
in a cluster, for example built on the Hadoop ecosystem. The 
study in [4] proposes the use of HBase DBMS, whose storage 
structure is based on the column-oriented data model. The 
described system provides real-time monitoring of sensor data 

and satisfies data storage and processing requirements. In [16], 
the researchers discuss the use of the Hadoop ecosystem in 
finance. 

Bao & Cao analyse in [17] the challenges to storing and 
retrieving social network data. In this study, they present a 
query optimization scheme based on HBase DBMS. The table 
structure is designed according to the characteristics of HBase, 
such as the high efficiency of row keys and storage which is 
based on the column-oriented data model. A coprocessor is 
used to design a secondary index, which transforms some 
queries to the attributes into row key queries of the index tables 
so that this can support flexible queries to social network data 
with high scalability and low latency. In [18,19], a similar 
solution is proposed regarding the indexing mechanism in 
HBase for sensor data processing. A secondary memory index 
mechanism is used. The retrieval speed of the indexed data is 
significantly improved because the indexing is stored and 
maintained in the memory. 

In order to increase the performance of the storage process 
of data retrieved in the real time, the process must be 
distributed. It can be realized by taking advantage of the 
MapReduce technology. HBase offers a data loading tool that 
can process data stored in TSV or CSV formats which is called 
ImportTSV [20]. This tool is based on the MapReduce model. 
Azqueta-Alzúaz et al. in [10] identify and quantify the 
problems associated with loading massive big data. They 
propose a tool for parallel massive data loading using HBase. 
This solution overcomes the defined problems of data loading 
in HBase. 

III. LAMBDA ARCHITECTURE OVERVIEW 

The CAP theorem applies to trade-offs in distributed 
systems [6,11]. It states that in a distributed data storage system 
only two of the characteristics availability, consistency, and 
partition tolerance can be guaranteed. The meaning of partition 
tolerance is that the system characteristics are maintained even 
in case of network failures. This requirement is supported in 
modern systems. Therefore, when designing a data 
management system, a compromise has to be made between 
consistency and availability. The Lambda Architecture is 
designed to address the trade-offs that must be made in a 
distributed data storage and processing system. The main idea 
is to create two input data streams to be processed separately 
and to combine later the obtained results. The components of 
the Lambda Architecture are the Batch layer, the Serving layer, 
and the Speed layer (Fig. 1). 

The components through which the Batch layer and the 
Serving layer are implemented involve the execution of 
computational functions on each piece of data, i.e., on the data 
as a whole [6]. These layers satisfy all characteristics that are 
required for a data processing system except one: low latency 
updates. The only task of the Speed layer is to satisfy the latter 
requirement. Executing functions on an entire data set, which 
could be measured in petabytes, is an operation that requires 
considerable computational resources. The Speed layer should 
use a completely different approach from the one used by the 
Batch and Serving layers to reduce latency of updates as much 
as possible. Whenever data changes, the Speed layer 
recalculates only those results that depend on the changed data, 
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i.e., incremental computation is performed. The main 
functionalities that must be implemented by the Speed layer are 
storing real-time views and processing the incoming data 
stream to update these views. The Speed layer is more complex 
than the Batch layer and more errors may occur when storing 
and processing the data. The Speed layer is only responsible 
for the data that will be included in the Batch views, which are 
part of the Serving layer. The amount of this data is 
significantly smaller than the amount of the main dataset. This 
allows more flexibility in the design of the Speed layer. Real 
time views that are obtained as a result of the Speed layer are 
temporary, i.e., they are not stored permanently. Once the data 
are accepted and used in the batch views, it can be discarded 
from the Speed layer. 

The choice of Lambda Architecture when building a 
distributed system may have the following disadvantages: 

 The different layers in this architecture make it too 
complex in terms of synchronization between layers. It 
is possible that the cost of synchronization between the 
batch and speed layer will increase. More 
computational resources, time and efforts are required 
to run both the Batch and Speed layers. 

 The implementation of the Lambda Architecture 
requires the use of a large number of technologies, 
which makes it difficult to find specialists who know 
the whole set of tools. 

 Under certain conditions, this architecture could contain 
a large surplus of tools that need to be configured for 
each scenario. 

 

Fig. 1. Lambda Architecture Main Components. 

IV. CHARACTERISTICS OF TIME SERIES DATA 

Time series data are a set of data points, and each value is 
connected to a timestamp. Formally, a time series can be 
defined as a set of pairs, each consisting of a timestamp and a 
value [2,20]. Generally speaking, time series datasets are 
sequences of data records ordered according to the time of their 
occurrence. Time series data is characterized by chronological 
consistency, large volume and high degree of competitiveness. 
The time series datasets are used in situations in which, once 
measurements have been taken, they are not revised or 
updated. However, they are rather used when the set of 
measurements is accumulated by adding new data for each 
parameter that is measured at each new time point. Time series 
data entries are rarely changed, and time series data are 
extracted by reading a continuous sequence of samples, 
obtained after summarizing or aggregating the samples, in the 
order in which they are received. These time series data 
characteristics limit the requirements for the technology used to 
store this type of data [23]. 

Although the idea of collecting and analyzing time series 
data is not new, the combination of some factors such as the 
volume of current datasets, the speed of data accumulation, and 
the variety of new data sources turn the task of building 
scalable time series databases into an enormous challenge. 
Time series data require different approaches and different 
tools [24]. 

It is difficult to store data whose nature is unpredictable. 
This makes it necessary to store and process time series data in 
a database. Especially when it comes to large volumes of time 
series data, the requirements for its efficient storage become 
increasingly important. A time series database is a way of 
storing multiple time series so that queries to retrieve data from 
one or more time series for a specific period can be executed 
efficiently. Time series databases allow users to predict the 
behavior of an object by analyzing its past states. The queries 
made to the time series data can be implemented as large, 
sequential scans, which are very efficient if the data are stored 
appropriately in a time series database. And if the data volume 
is very large, a non-relational time series database based on a 
suitable NoSQL data model is usually needed to provide 
sufficient scalability. In addition to considering the 
characteristics, the nature of time-series data, as well as the 
requirements for high storage reliability and horizontal 
scalability, require the use of a NoSQL distributed time-series 
database as the most suitable for storing and processing all 
these large volumes of data. The new NoSQL-based 
approaches use non-relational databases for this purpose with 
significant advantages in terms of flexibility and performance 
over traditional relational databases. 

V. STORING AND PROCESSING TIME SERIES DATA IN 

HBASE 

HBase is a distributed DBMS built on HDFS. One of the 
significant advantages of HBase is the ability to combine real-
time queries with batch MapReduce jobs in the Hadoop 
ecosystem, using HDFS as a shared storage platform [21,22]. 
All rows in HBase are sorted lexicographically by row key. In 
the column-oriented model, the data are organized at the 
logical level into tables, rows, and columns. A table in HBase 
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is multi-dimensional and can be queried using the primary key. 
The key structure is presented in Fig. 2. HBase columns can 
have multiple versions of the same row key. A typical HBase 
cluster has one active master node, one or more backup 
masters, and regional servers (Fig. 3). The HBase Master node 
assigns the corresponding regions to Region Servers. The first 
one is the ROOT region, which contains all the META regions 
which must be assigned. It also monitors the state of Region 
Servers and if it detects a failure in any Region Server, it 
restores it using the replicated data. In addition, the HBase 
Master is responsible for table maintenance. The tasks which 
HBase Master performs are related to adding or deleting tables 
and making changes to the table structure. The Region Server 
handles read and write client requests. It interacts with the 
HBase Master to obtain a list of regions to serve and informs 
the master node of its availability. 

When HBase is used as a system for storing time series 
data, problems arise, and they are related to overloading one of 
the Range Servers and scattering of data. Since there is a wide 
variety of time series data, it is necessary to take into account 
the specific features of every type of data when it is stored in 
HBase. 

 

Fig. 2. Key Structure in Column-oriented Data. 

 

Fig. 3. HBase General Architecture. 

The most logical key that can be used to store time series 
data is the timestamp. This guarantees the uniqueness of the 
key for every measurement at a specific point in time. With 
this approach to data storage, the data for each timestamp value 
can be accessed by performing a single read operation. It is 
also possible to easily perform a scan of a range of key values. 
A fast scan is guaranteed because all rows stored in HBase are 
sorted by key. However, the following two problems arise 
when this approach is applied and either of them can reduce the 
system performance: 

 First, such an organization of the data may cause 
overloading of some of the Region servers. This is 
because at the time of writing, all data are concentrated 
in the regions that serve the corresponding key values, 
while in the other regions no data are being written. 
Similarly, when performing a read query targeting the 
most recent data, a small number of regions will be 
accessed. This will reduce the effect of being able to 
access a larger number of regions in parallel. 

 Second, relatively few columns are stored in each row, 
and this can be very inefficient because little data are 
read at once and there are too many Bloom filter values 
that will be used in the search process. 

When all new rows are written sequentially in HBase, they 
are all placed on the same server because they are sorted, and 
this requires them to be close together. HBase has a built-in 
automatic sharding mechanism. The new regions (areas of the 
hard disk where the data are written) which result from the 
sharding operation will be used later. In this way, they will 
balance the overload. In practice, the overload will not be 
noticeable at low write speeds as the RegionServer will be 
doing perfectly fine. This, however, will not lead to the 
efficient use of the entire HBase cluster because only one 
server will be used. 

To avoid key concentration in sequential writes, it is 
necessary to do one of the following when developing the 
logical organization of the data: 

 Indexing must be avoided if possible. In the case of 
time series data, the timestamp should not be used as 
the only key, some other data element should be added 
as well. In other words, a composite key should be used 
to uniquely identify the row and the moment when the 
corresponding value was received, or the event 
occurred. 

 Storing write operations randomly. The main problem 
with time series data is that the sorted timestamps are 
the essential information, and they must be present in 
the data in one or another way. Therefore, using random 
writes in time series data will make the writes faster but 
the reads slower because the data will have to be 
collected from many locations. In some cases, even 
pseudo randomization can help to reduce the load of 
some servers. 
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 Adding a fragment identifier at the beginning of the 
key. In this way, the load can be distributed among the 
set of Region servers. When the data are being read, it 
must be read by each server. Then the fragment 
identifier must be added to the timestamp, and finally 
the query results must be combined in the memory. 

If the write of a time series data set has a rather small row 
(with a small number of columns), this will lead to a problem 
associated with cache-hit and large Bloom filters when data are 
searched for. Cache-hit is a condition in which the data that is 
requested for processing is in the cache memory. In terms of 
HBase, this can be explained as follows. Hadoop reads blocks 
from HDFS, which typically range in size from 64 MB to 256 
MB. If the data to be read and written is much smaller than this 
size, this will lead to inefficient cluster operation and hence 
cache memory problems. Bloom filters are used to answer the 
question whether, based on the key, it is possible to locate the 
data in the corresponding region. The answer is not definite, 
but it should be understood as maybe yes, which requires 
reading the region and searching. If the keys identify rows 
containing little information (called thin rows), this will cause 
the use of too many Bloom filter keys, which will take up disk 
space and reduce the efficiency of their use. 

One technique for increasing the speed at which data can be 
retrieved from a time series database is by storing a large 
number of values in each row. In DBMSs that support a 
column-oriented data model, and HBase is exactly such a 
system, the number of columns is almost unlimited. This 
feature can be used to store numerous values within a single 
row. This allows data points to be accessed at a higher speed. 
The speed at which data can be scanned depends on the 
number of rows scanned, the total number of values retrieved, 
and the volume of data retrieved. If the number of rows is 
reduced, the fraction of data loss in retrieval will be 
significantly reduced, resulting in an increase in retrieval 
speed. For example, if the row key contains <time_series_ID> 
and <Start_time_of_Tme_Window>, and the column names 
correspond to the offset from the start of the time window 
when the value of the corresponding data element will be 
written, then the result will be a table with many columns. This 
means that the data retrieval from a particular time series for a 
particular time period would involve mainly sequential read 
operations and would therefore be much faster in comparison 
to a situation in which the rows were scattered. 

Such an organization leads to a reduction in the number of 
rows in the table. In addition, rows that contain data from the 
same time series are close to each other when the data are 
stored. To take advantage of the benefits of this structure with 
reference to its performance, the number of samples in each 
time window must be sufficiently large. This will cause a 
significant reduction in the number of rows that must be 
retrieved. 

This technique is similar to the default table structure used 
by OpenTSDB [5,20]. OpenTSDB is an open-source 
distributed time series database designed to control clusters of 
commodity servers with a high level of granularity. The 
interaction between OpenTSDB and HBase is presented in Fig. 
4. An OpenTSDB consists of interacting components for 

loading and accessing time series data. These include data 
collectors, Time Series Daemons (TSDs), and various user 
interface management related functions. Each TSD is 
independent. There is no master, no shared state, and as many 
TSDs as required can be run so that the system can handle the 
workload. Each TSD uses HBase to store and retrieve time 
series data. On the servers where measurements are being 
taken, there is a collection process that sends data to the TSD. 
The TSDs are responsible for finding time series to which data 
will be added and each data point will be inserted as it is 
received in the data storage layer. OpenTSDB uses HDFS as a 
file system for storing large data sets. A simplified web-based 
user interface is supported, and users query various metrics in 
real time through it. 

 

Fig. 4. OpenTSDB Components Interaction. 

VI. CONCLUSION 

The Lambda Architecture allows users to optimize the cost 
of processing large volumes of data by dividing the storage and 
processing of input data into two streams - data that needs to be 
processed in real time and data on which batch processing will 
be performed. The Lambda Architecture provides a consistent 
approach to building a big data system that can perform real-
time data storage and processing in a low-latency, high-
throughput, and fault-tolerant manner. The Speed layer 
implementation needs to consider the characteristics of time 
series data as well as the requirements of high storage 
reliability and horizontal scalability. This requires the use of a 
NoSQL distributed time series database based on a column-
oriented data model. 

When using HBase as a time series data storage system, it 
is necessary to properly design a row key that is based on the 
timestamp in order to overcome the problems associated with 
overloading one of the Range Servers and the data scatter 
problem. The effectiveness of the speed layer can be 
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significantly increased when HBase is integrated with 
OpenTSDB. All OpenTSDB data points are stored in one “big” 
table, which is called tsdb by default. All values are stored in a 
single column family. This is done to take advantage of the key 
ordering in HBase and the distribution of regions over 
individual RegionServers. 

The author's further efforts will be focused on expanding 
research on the application of other software architectures used 
to build time series data storage systems and incorporate these 
technologies in the Distributed Databases course of the 
Computer Systems and Technologies master degree at the 
University of Ruse. 
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Abstract—Human Immunodeficiency Virus Acquired 

Immunodeficiency Syndrome (HIV AIDS) in Tanzania is still a 

threatening disease in society. There have been various strategies 

to increase the number of people to know their HIV status. 

Among these strategies, HIV index testing has proven to be the 

best modality for collecting the number of HIV contacts who 

might be at risk of contracting HIV from an HIV-positive person. 

However, the current HIV index testing is manual-based, 

creating many challenges, including errors, time-consuming, and 

expensive to operate. Therefore, this paper presents the Machine 

Learning model results to predict and visualise HIV index 

testing. The development process followed the Agile Software 

development methodology. The data was collected from 

Kilimanjaro, Arusha and Manyara regions in Tanzania. A total 

of 6346 samples and 11 features were collected. Then, the dataset 

was divided into training sets of 5075 samples and a testing set of 

1270 samples (80/20). The datasets were run into Random Forest 

(RF), XGBoost, and Artificial Neural Networks (ANN) 

algorithms. The results of the evaluation, by Mean Absolute 

Errors (MAE), showed that; RF MAE (1.1261), XGBoost MAE 

(1.2340), and ANN MAE (1.1268.); whereby the RF appeared to 

have the best result compared to the other two algorithms. Data 

visualisation shows that 17.4% of males and 82.6 of females had 

been notified. In addition, the Kilimanjaro region had more cases 

of people with HIV status from their partners. Overall, this study 

improved our understanding of the significance of ML in the 

prediction and visualisation of HIV index testing. The developed 

model can assist decision-makers in coming out with a suitable 

intervention strategy towards ending HIV AIDS in our societies. 

The study recommends that health centres in other regions use 

this model to simplify their work. 

Keywords—Index testing; machine learning; random forest; 

XGBoost; artificial neural network 

I. INTRODUCTION 

Index testing refers to a case-finding strategy that aims to 
get the exposed contacts of HIV Positive individuals for HIV-
testing services. It is also known as partner notification [1]. 
This person is known as an indexing client. Healthcare 
workers and counsellors ask index clients to list all their 
partners, including sexual partners and or injecting drugs 
partners and their children. The process is voluntary and 
confidential. In the process, each partner and the children are 
contacted and informed on the exposure to HIV and offered 
voluntary testing. The purpose of index testing is to break the 
chain of HIV transmission. In addition, health workers provide 

HIV testing to the people who have been exposed to HIV[2]. 
If the result is positive, they are linked to the treatment, and if 
the status is negative, they are given prevention services. 

There are various HIV testing modalities such as 
Voluntary HIV counselling and Testing (VCT), Community 
VCT home-based, mobile, and outreach testing. However, 
home-based and mobile outreach is costly. Therefore, index 
case testing was introduced to increase the number of people 
to know their status, and it has been a promising strategy 
towards the maximisation of HIV case detection [3]. The 
current HIV index client testing system does not have an 
automated system, and the data are collected manually. 
Therefore, it is challenging to analyse the data and predict 
HIV index testing. In addition, it requires expertise for data 
entry and data analysts to do the work. Hence, resulting in 
additional cost and time-consuming in obtaining the intended 
results. Not only that but also human errors are unavoidable. 

Other researchers applied machine learning in health care 
specific to HIV AIDS solving various problems like HIV case 
findings, HIV predictors, Patient-specific current CD4 count, 
and prediction of new HIV Index using internet data, however, 
the methods used were statistical descriptive, estimated index 
and chi-square. 

Therefore, this paper presents the results of the developed 
Machine Learning model that can help experts make 
predictions and produce up-to-date data visualisation that is 
readable and understandable. In addition, the developed 
Machine-learning model can predict the number of HIV Index 
testing using partner notification information to identify 
people who are at risk to contract HIV AIDS. Hence, help 
decision-makers to come out with a good intervention strategy 
towards ending HIV AIDS in our societies. 

The paper consists of five parts namely: introduction, 
literature review, material and methodology, results and 
discussion, conclusion and recommendation. 

II. LITERATURE REVIEW 

A. Overview of Literature Survey 

HIV is an infectious disease that threatens public health 
globally. According to World Health Organization (WHO), 
38% million people are living without HIV globally. 19% do 
not know their status[4]. Many people living with HIV are 
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located in middle and low-income countries, with an estimated 
68% in sub-Saharan Africa. 

WHO Strategy of 2016 to 2021 addresses human rights 
and equity, with a radical decline in a new HIV infection and 
reducing death. The global target is to reduce new infection to 
less than 500,000 by 2020 and end HIV by 2030 as a public 
threat. The current target is 90 90 90, meaning that 90% know 
their status, 90% receives quality treatment and care, and the 
last 90% retain in extended care [5][6]. 

In the southern part of Africa, various countries have made 
substantial progress toward the HIV/AIDS Program target of 
ensuring that 90% of people living with HIV know their 
status. HIV testing and counselling is the crucial step towards 
achieving the Joint United Nations Program on HIV/AIDS 
(UNAIDS) of 90 90 90. However, the target for 2025 is 95% 
95% 95%[7]. 

B. HIV Trends in Tanzania 

The HIV status in Tanzania shows that 1.7million people 
live with HIV, 77,000 new HIV infections, and 27,000 AIDS-
related death[8]. The new strategic plan reviewed by the 
Ministry of Health for 2018 to 2022 is making Index testing 
Services and Partner Notification services one of the National 
Strategy for Identification of the People Living with HIV 
(PLHIV)[9]. Index case testing will support Tanzania to 
maximise HIV case detection in achieving the first target of 90 
(2017- 2022) and the next of 95 for 2025 for males, 
adolescents, and children. 

C. Machine Learning in Health Care 

Machine learning(ML) is the use and development of 
computer systems that can learn and adapt without following 
explicit instructions use algorithms to analyse and draw 
inferences from the pattern in data[10]. Machine learning 
algorithms depend on domain knowledge of the data to create 
features that make these algorithms work. ML has been used 
in various domains with data availability, including computer 
vision, automatic speech recognition, business analysis, 
natural language processing, and even health care. However, 
the process demands lots of time and effort for feature 
selection, and features must extract relevant information from 
vast and diverse data to produce the best outcome. 

Machine learning techniques accurately provide 
predictions in various applications, such as drug discovery and 
disease diagnosis, especially with quality data. Machine 
learning interest is in cancer diagnosis, diabetes, autism 
subtyping in health care[11]. Also, ML is used to predict 
cholera disease [12]. 

Machine learning in HIV/AIDS had applied as follows: 
Machine learning to identify HIV predictors for screening 
[13]. Machine learning in the prediction of patient-specific 
current CD4 cell count to determine the progression of human 
immunodeficiency.[14] Prediction of new HIV infection in 
China by using internet search [15], predicting default from 
HIV service in Mozambique [16], Another area is improving 
HIV case findings [17]. 

Other related works predict HIV index Testing using 
different methods are Index and target community testing to 
optimise HIV case findings among men. The process used 
descriptive statistics, estimated index cascade, and Chi-Square 
test.[18] Sustained high HIV case finding through Index 
testing via services register using Microsoft excel.[19] 
Another study done was about applying machine learning on 
HIV/AIDS diagnosis and therapy planning[20]. 

Therefore, this study aims to use machine-learning 
techniques to predict HIV index testing and visualisation items 
of Age, Sex, location, and relationship to strengthen the ability 
to plan, prioritise, and implement the effective intervention. 

III. MATERIALS AND METHODS 

A. Materials 

The study area selected was the northern part. The 
Northern party regions include Tanga, Kilimanjaro, Arusha, 
and Manyara. Kilimanjaro, Arusha, and Manyara had chosen 
to represent the party. The dataset used in this study was from 
different health centres and community sites from Arusha, 
Kilimanjaro, and Manyara. The client information consists of 
6346 samples and 11 features, and index-client data consists 
of 7226 samples with 13 elements. 

Python was the programming language used in this study. 
The reason that led to this programming language took into 
consideration its ability to offer a variety set of open-source 
libraries to support machine learning. 

B. Methoderations 

1) Knowledge discovered from data science: Knowledge 

Discovered from Data (KDD) is extracting knowledge from 

various vast quantities of data. In carrying out this study, we 

selected this approach due to its application in data mining 

using different algorithms and clearly defined phases. [21]. 

The study followed an interactive refine at each step (Table I) 

explains the stages of KDD. 

TABLE I. SUMMARY OF KDD 

NAME EXPLANATION 

Problem Identification It is the bedrock of all the stages. It involves the study to understand the topic. Simple to have domain knowledge. 

Data preprocessing 
In this stage, the data are identified and selected. It has data sampling, cleansing, and reduction. This stage is necessary to remove the 

dirty/noise data and outliers to improve quality.y 

Data Mining 
This process involved selecting machine learning techniques that will be used to create a model and come out with the desired 

outcome .e 

Pattern Interpretation Focus on checking the performance of the developed model. It is just a model evaluation process. 

Model deployment This stage is for putting the model to use. 
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2) Data preprocessing: Data preprocessing is a process 

that involves various techniques like data selection, data 

cleaning, data integrations, data reduction, and data 

transformation. For example, the collected dataset from 

Kilimanjaro, Arusha, and Manyara had two types of data set 

the first dataset of client information of 6346 samples with 11 

features, and the client index information of 7226 samples 

with 13 features. The features of client information included 

client_id, Date, Sex, Age, Residence, contact no, CTC_no, 

Position, Marital status, HIV knowledge, and the number of 

HIV indexes. The client index features include client_id, 

client-name, Contact number, CTC _number, Position, 

Registration type, Date, Site name, Region, Sex of _index, 

Age, Type of relationship, and HIV status. Based on the 

nature of the data and literature review, the preprocessing 

techniques performed as follows: 

The selected dataset was cleaned by ignoring features with 
no value, and the most occurring feature-filled the missing 
values; the duplicated value was identified and cleared. The 
dataset used to make predictions was the client information. 
Later the two datasets were combined for data visualisation. 

Data reduction was made on the following features: client 
id, date, residence, contact number, and CTC number. The 
removal was due to the following reasons; the features had no 
impact on the target (client id, contact no, and CTC number). 
The features had no values (date and residence). Lastly, the 
data was transformed into a suitable format for model 
development. The categorical data were converted into 1 and 
0, respectively. 

3) Data visualization: Data Visualization refers to the 

graphical presentation of the analysed data so a user can get 

insight from it and make decisions [22][23]. Data exploration 

was done using python. 

4) Machine learning algorithms: There are different ways 

of solving ML problems. ML can be divided into three major 

parties: Supervised, unsupervised, and reinforcement. Each 

model may apply algorithms based on the dataset and intended 

results [24]. Machine learning models are designed to classify 

things, predict outcomes, find patterns and make informed 

decisions. 

Based on this study, three algorithms were selected for 
performance comparison to determine the best algorithm for 
predicting the number of HIV Index testing (based on 
literature). These algorithms were XGBoost, Random Forest 
(RF), and Neural network. The study considered all the three 
ML algorithms to select the best performing. Therefore, these 
algorithms are explained hereunder. 

a) XGBoost: XGBoost is an ensemble algorithm based 

on gradient boosting that has been explained to be an efficient 

and reliable machine learning technique in solving 

challenges[25]. It is an open-source library that works best in 

speed, performance, and parameter setup[26]. XGBoost is 

used in classification and regression predictive modelling 

problems. XGBoost denotes the best algorithm for 

competition on the Kaggle [27]. 

b) Random Forest: Random forest is an ensemble 

learning technique that uses a network of decision trees. 

Breiman proposed it in 2001. It is used for classification and 

regression[28][29]. The random forest technique combines 

various randomised decision trees. It is applied in larger-scale 

problems. Random sampling enhances the depreciation of the 

overfitting problem [24]. The randomly generated dataset is 

used to train the dataset for the ensemble decision tree. Each 

decision tree will determine output. Fig. 1 below shows how a 

random forest algorithm is formed. 

c) Artificial Neural Network: The artificial neural 

network, usually called a neural network, is defined as an 

interconnection of nodes called neurons[30]. It works like the 

human brain works. A collection of neurons created and 

connected together enables them to send messages to each 

other. The network is requested to solve a problem, which is 

performed repeatedly. The more connection is strengthened, 

the more success is achieved, and the reduced failure. 

 

Fig. 1. Random Forests Structure. 
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The input variables from the data are passed to this neural 
as a linear connection of various variables. The value 
multiplied by each characteristic variable is called weight. 
Now the linear link is applied to nonlinear combinations to 
provide the ability of nonlinear relationships for neural 
network modelling. It is used in both classification and 
regression problems. The artificial neural network is trained 
by using a random gradient (SGD) and backpropagation 
algorithm[31]. Fig. 2 shows the structure of an artificial neural 
network. Each neuro in the input layer represents a column in 
the input data. Input data is fed to set of neurons and each 
produces output. Again, each of output is fed to other neuro, 

which produces another output, which is again fed to the 
output layer. Error is calculate at this final output layer and 
again sent back to network for further refine of the output of 
each neuro. The process is repetitively until the minimal error 
is obtained. 

5) Experimental procedures: The development of models 

involves major tasks: Acquiring datasets, preprocessing, 

feature engineering, and model selection. Fig. 3 shows the 

summary of how the experimental procedures were carried 

out. 

 

Fig. 2. Neural Network Structure. 

 

Fig. 3. Experimental Procedures. 
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6) Evaluation metric: Model evaluation refers to choosing 

the best-performed model representing data and determining 

how well the model will work in unseen data. There is a wide 

variety of evaluation metrics for regression models [32]. 

According to the literature review, the most used metrics are 

Mean Squared Error (MSE), RMSE, and MAE. The MSE is 

calculated as the mean or average squared differences between 

actual output and predicted target values in a dataset. RMSE is 

an extension of the mean squared error. MAE score is 

calculated as the average of the absolute error. In this study, 

the metric used was MAE due to its simplicity and 

understandability. 

IV. RESULTS AND DISCUSSION 

A. Results 

The subsection explains the results obtained towards 
developing the HIV index-testing model. 

1) Feature engineering: Experiment result from feature 

engineering showed that people with no knowledge of HIV 

has a strong coefficient of (0.5). Followed by Marrital_status 

married (0.175), Age (0.15), Female gender (0.1), Position 

(influence of someone in the society (0.1), and the rest has a 

coefficient of less than (0.1). Fig. 4 provides more 

visualisation of the extracted features using the random forest 

algorithm. Table II explains in detail the components selected 

for model development. 

2) Data visualization: The section depicts the insight of 

data from different angles of view. Fig. 5 shows the number of 

HIV index per client-id. Fig. 6 illustrates the number of HIV 

indexes by status and site. 

Fig. 7 visualise the HIV index versus HIV status and type 
of relationship. Fig. 8 and Fig. 9 show the number of HIV 
Index by each region and distributions in term of Age. 

3) Model development and evaluation: The result 

obtained from Model development using three algorithms, as 

shown in Table III indicates that Random Forest performed 

well compared to the other two by having the smallest value 

of MAE: The smaller the value, The desired model. 

 

Fig. 4. Feature Engineering. 

TABLE II. SELECTED FEATURE FOR MODEL DEVELOPMENT 

Variable Description Measurement 

Age Age of HI positive client. number 

Sex Gender of the client (Male/ Female) 1/0 

Position 
The client is influential in society. Leadership (political, religious, and 

traditional) values Yes/No 
0/1 

Marital status Not married(divorce,widow,widower,never_married)/ married 0/1 

HIV_Knowledge Awareness of client on HIV/AIDS(yes/no) 0/1 
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Fig. 5. Number of HIV Index Contacts for each Client_id (Source Google Collab). 

 

Fig. 6. Number of HIV Index by Status and Site. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

397 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Number of HIV Index versus HIV Status and Type of Relationship. 

 

Fig. 8. Diagram shows the Total HIV Indexes in each Region. 

 

Fig. 9. Distribution across the Region. 
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TABLE III. RESULT OBTAINED DURING MODEL DEVELOPMENT 

Serial number(S/N) Model name Metric (MAE) 

1 Random Forest 1.1261 

2 XGBoost 1.2340 

3 ANN 1.1268 

B. Discussion 

The process of understanding the domain knowledge was 
done thoroughly. Various methods were used to solve the 
problem to a specified domain. The feature that had a high 
contribution to the target value was identified. People with no 
knowledge had led a client to have many client notifications 
by 35% followed by Position of the client in society 15%, 
marital status 14%, Age 10%, and Sex 8%. 

Data visualisation shows that many clients refer to only 
one person followed by two and three, while few had up to 12 
to 20 people. Kilimanjaro region had high returns compared to 
the two and a good HIV index specific to the Hai site. The 
sexual partner notification had a high percentage in 
information followed by biological children. 

The best performance algorithm was a random forest. It 
had the smallest value of Mean Absolute Error (MAE) of 
1.1261. The result remained unchanged after improving the 
model using the best parameters by GridSearchCV. Lastly, the 
model was saved ready for deployment. 

V. CONCLUSION AND RECOMMENDATION 

A. Conclusion 

Machine learning is an essential skill in current days. 
Health care is widely used in many ways, such as decision 
support, developing medical care guidelines, and applying 
them in detecting diseases. This paper used machine learning 
to predict the HIV index and visualisation to help decision-
makers develop a suitable intervention strategy to end HIV 
AIDS as a health threat to society. 

However, in achieving the main objective, in addressing 
the specific goal, the study encountered the following 
limitations; Missing information in health care data, Lack of 
enough information in health care such as social-economic 
and social behaviour information. This information could have 
an impact on the result. Therefore, the model was developed 
considering the collected data. 

B. Recommendation 

Tanzania is one of the sub-Saharan countries with a large 
rate of people living with HIV. Therefore, client partner 
notification is vital and can help to yield the target of 95 95 
95. However, the study recommends that more researchers and 
development be required to capture all the required data for 
better results. 

Due to the limitation observed the study recommends that 
the health care system, especially the unit dealing with 
HIV/AIDS use the automated system and review the data to be 
collected for both hospitals and stakeholders to facilitate 
quality data collection. In addition, HIV knowledge awareness 

should continuously be given to the community of all ages, 
and areas. 
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Abstract—Clinical records contain patient information such 

as laboratory values, doctor notes, or medications. However, 

clinical notes are underutilized because notes are complex, high-

dimensional, and sparse. However, these clinical records may 

play an essential role in modeling clinical decision support 

systems. The study aimed to develop an effective predictive 

learning model that can process these sparse data and extract 

useful information to benefit the clinical decision support system 

for the effective diagnosis. The proposed system conducts phase-

wise data modeling, and suitable text data treatment is carried 

out for data preparation. The study further utilized the Natural 

Language Processing (NLP) mechanism where word2vec with 

Autoencoder is used as a clustering scheme for the topic 

modeling. Another significant contribution of the proposed work 

is that a novel approach of learning mechanism is devised by 

integrating Long Short Term Memory (LSTM) and Convolution 

Neural Network (CNN) to learn the inter-dependencies of the 

data sequences to predict diagnosis and patient testimony as 

output for the clinical decision. The development of the proposed 

system is carried out using the Python programming language. 

The study outcome based on the comparative analysis exhibits 

the effectiveness of the proposed method. 

Keywords—Clinical notes; natural language processing; 

diagnosis; long short term memory; convolution neural network; 

autoencoder 

I. INTRODUCTION 

The diagnosis is a critical part of the healthcare system that 
decides the kind of treatment that needs to be given to the 
patient and builds the entire treatment strategy. Initial 
assessment in the diagnosis is a crucial step, and if it goes 
wrong, it will lead to lots of consequences. One interesting 
research study has reported that 65% of the medical mishaps 
are due to wrong diagnosis only and 11% of these cases result 
in death [1-2] Therefore, developing intelligent models is 
essential to reduce false diagnoses and to help experts make the 
right decisions for patient treatment and well-being. However, 
building efficient diagnostic systems requires the availability of 
relevant data and predictive models for real-time 
deployment. Recent advances in Machine Learning (ML) 
technologies have brought opportunities to improve healthcare 
and enhance patient outcomes. Furthermore, clinical records 
are a decent resource that provides a crucial scheme and scope 
of optimizing the diagnostic process. The clinical notes are 
nothing but the text written by the physician and the medical 
experts who have admitted and treated the patient. These 
clinical notes usually have two parts to it, namely, i) Patient 
testimony ii) Doctor's notes. These two contain different types 

of information, which acts as a powerful resource providing 
detailed patient conditions and clinical inference, which usually 
cannot be obtained from the other components of the electronic 
health record [3-4]. These two parts of the clinical notes have 
distinct importance in order to make diagnosis better. Based on 
this clinical information, few studies have shown that among 
the patients who are entering the hospital from the Emergency 
Room (ER), 29% of them are unconscious and 40% of them 
have some type of psychological episodes [5-6]. Among them, 
the patients who needed Cardiopulmonary Resuscitation (CPR) 
during the admission to hospital via ER, only 11% survived till 
the discharge [4]. Among the patients who enter the hospital 
from Out Patient Department (OPD), it is shown that 80% of 
the patient (Non-psychological conditions) testimony is fully 
reliable [7-8]. This proves the point that initial diagnosis is the 
critical step in the healthcare cycle. Hence depending on the 
entry point of the patient, the system needs to be designed in 
such a way that it gives higher importance to patient testimony 
if the patient is entering from the OPD, and gives lower 
importance to the same while the patient is entering from ER 
[9-10]. Recent advances in technologies have shown that 
natural language processing (NLP) and ML algorithms can be 
used to build an effective Clinical Decision Support (CDS) 
system to benefit a successful diagnosis with high scores. 
However, most of the existing works on CDS have employed 
standard ML algorithms. On the other hand, the clinical notes 
contain sparse information, abbreviations, unusual grammatical 
structures and are high-dimensional. Creating models that learn 
useful representations of clinical texts is a challenge. While 
ML algorithms learn without human intervention, preparing the 
suitable data for ML algorithms needs the right algorithm and 
tuning it for optimal results. In general, the linguistics of these 
clinical data requires distinct modeling because they contain a 
degree of ambiguity that requires the use of different 
approaches and multiple efforts to come up with the most 
efficient solutions. Therefore, this paper intends to suggest an 
effective diagnostic system based on the joint approach of NLP 
and deep learning techniques. The main contribution of the 
proposed study is highlighted as follows: 

 To emphasize the usage of discharge summary of a 
patient in order to extract more information data 
associated with admission of patient for leveraging 
diagnosis. 

 To develop an NLP model for facilitating a unique 
diagnostic process on the basis of clinical notes of 
patient which could improve accuracy to next level. 
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 To deploy Autoencoder for carrying out clustering of 
text in medical dataset that can classify between doctors 
notes and clinical testimony of patient. 

 Further, novel and efficient Dual-LSTM is built that 
reveals a different importance to the clinical text 
depending on the result of the text clustering. Basically, 
it has two levels of importance to the patient's testimony 
and Doctor's notes and importance may vary depending 
on where the patient has entered the hospital from. 

The prime motivation of the proposed study is to harness 
the strength of machine learning approach in a unique fashion 
in order to carry out reliable diagnostic of the disease. At 
present, the diagnosis of the disease is mainly carried out 
considering the medical report of a doctor, whereas various 
information contextual information could be present. 
Therefore, this could be further enriched if the information is 
further provided in the form of patient testimony. Hence, a 
system is developed in such a way that given the data, of 
various tests and testimony of both patient and doctors, the 
system can diagnose the patient. 

The remaining part of this paper is structured as follows: 
Section-II presents a brief review of previous research works; 
Section III discusses the system design and dataset; Section IV 
elaborates on the implementation procedure adopted in the 
proposed system; further result and performance analysis is 
presented in Section V and finally, Section VI concludes the 
entire effort and findings. 

II. RELATED WORK 

This section presents a brief review of literature in context 
of modeling clinical decision support system based on the 
machine learning technique and clinical data. 

A recent work done by Mustafa and Azghadi [11] provided 
a detailed review study on applying ML techniques for clinical 
notes in the healthcare industry. The authors have also 
discussed potential challenges in working with clinical data 
and highlight open research issue. The authors have also 
discussed the concept of AutoML and highlights its benefits for 
processing clinical notes. However, a data treatment operation 
is effective in predictive modeling performance, especially 
when dealing with complicated data like clinical data. The 
research work in the direction of treating clinical notes is 
carried out by the Kaur et al. [12] suggested a rule-oriented 
technique for correcting clinical text data. The authors have 
applied word correction rule to recognize the term and its 
definitions. Further supervised ML classifier support vector 
machine is applied to give suitable treatment for cleaning 
clinical data. This study has demonstrated effectiveness of 
combination of the rule-based and ML technique in working 
with the clinical data. The work or Hassler et al. [13] has 
shown the importance of the clinical data treatment in the 
predictive modelling. The first step is data preparation based on 
the statistical and semantic analysis and new features are then 
extracted. Further, imputation is done to handle the missing 
data using ML technique. Another work in the similar research 
line is done by Kashima et al. [14], where a comprehensive 
analysis is made regarding the impact of preprocessing at every 
stage of classification process. The authors have done removal 

of stop words, lemmatization, normalization and stemming for 
modelling text data which is then vectorized using Bag of 
words. Further, a logistic regression approach is used in the 
classification phase. The study outcome claims that 
normalization and error correction have a highly positive 
impact on the classifier's performance. Ferrao et al. [15] 
provided a roadmap to handle complex medical data using 
preprocessing techniques. In this study, a phase wise data 
handling operation is shown that includes error identification, 
treating missing and redundant data, feature analysis, and 
information retrieval process. In the work of Mishra and Yadav 
[16] the preprocessing operation over medical data includes k-
means imputation, transformation of discreate value, 
normalization, random forest-based feature selection. In this 
study the authors have implemented various ML techniques 
which achieved higher accuracy with preprocessed data. Once 
the data are treated and cleaned, their features need to be 
analyzed and selected. However, the above discussed 
approaches are specifically focused on the preprocessing 
operations, and adopted standard approach of feature selection. 
They have not emphasized effective feature modelling from the 
perspective of the feature engineering problem, which is an 
important concern in the predictive modelling, its validation 
and acceptance in the clinical industry. Although there are few 
research works in this direction with extensive feature 
engineering, they need optimization or customization in the 
design of learning models. Teo et al. [17] attempt to predict the 
chances of patient readmission in hospital using various ML 
technique. The outcome illustrates complex deep learning 
technique outperforms shallow ML models. The work of 
Spasic and Nenadic [18] gave systematic evidence on the 
performance of ML model trained on the clinical text. The 
authors have examined the variety of NLP operations 
supported by ML techniques. The work of Ye et al. [19] 
employed unified medical language system and Convolutional 
Neural Network (CNN) to predict the mortality rate. In this 
work, the authors have used mimic-III dataset which is applied 
with concept unique identifiers and entity embedding for the 
textual feature representation. The usage of unified medical 
language system with ML-NLP is also seen in the study of 
Weng et al. [20] for the classification of medical sub-domain. 
Apart from this, Metathesaurus, are Semantic Network used to 
extract features which is then combined for the classification 
process using supervised learning. Kumar et al. [21] developed 
a classification model to predict whether a morbidity occurs for 
an individual by analyzing his/her medical records. This study 
utilized pre-trained word2vec, GloVe, fastText, and sentence 
encoder embeddings for the classification. Topaz et al. [22] 
performed comparative analysis between the rule-oriented 
approaches and NLP-based ML techniques for fall detection 
from the clinical notes. The work done by Poul et al. [23] has 
developed a linguistics-driven framework using genetic 
programming to predict the risk of suicide from the analysis of 
the clinical data. Using clinical notes, Huang et al. [24] applied 
bidirectional encoder representations from transformers for 
forecasting hospital readmission. Prabhakar and Won [25] 
presented hybrid learning model for medical text data 
classification. The hybrid model is presented based on hybrid 
Long Short-Term Memory (LSTM) A bidirectional gated 
recurrent unit is implemented to reduce the human effort in 
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modelling data and feature selection. Moqurrab et al. [26] 
combined CNN, BI-LSTM and discriminant model for the 
extraction of the clinical entities from the medical notes. 
Detecting clinical entities accurately can be helpful in 
maintaining the confidentiality of medical data, which 
increases trust between users and medical organizations. 
Table I other significant learning approaches in the context of 
processing clinical notes for efficient diagnosis. 

Hence, there is much research work being carried out in the 
literature for modelling clinical notes and predictive system for 
clinical decision support system. Despite numerous works, 
there is significant issues associated with effective data 
processing, and predictive modelling. These significant issues 
are briefly highlighted as follows: 

 It has been analyzed that most of the existing 
approaches have adopted common mechanism for data 
preprocessing such as normalization and stemming. 

 The previous studies have not carried exploratory 
analysis to understand the nature of dataset and 
requirement of preprocessing operations. 

 Lack of novelty in the design of machine learning 
model. The existing approaches do not emphasize the 
modelling of effective learning systems specific to the 
clinical data. 

Therefore, the problem statement for the proposed system 
can be expressed as "it is quite challenging to design an 
optimal predictive model along with better treatment operation 
on the unstructured, and sparse clinical notes for an effective 
diagnosis support system" 

TABLE I. SUMMARY OF THE EXISTING LITERATURE 

Citation Context 
Clinical notes 

processing 

Predictive 

Modelling 

[27] ICD coding TF-IDF 
CNN and Decision 

Tree 

[28] 
Detection of 
anastomosis 

leakage 

BoW SVM 

[29] 
Performance of 

Predictive model 
BoW, Word2Vec 

Linear regression 

(LR) and K-nearest 
neighbor 

[30] 
Classification of 

Medical codes 
Glove LR, CNN, LSTM 

[31] 

Extraction of 

medication and 
adverse drug 

event 

Word2Vec SVM, LSTM, CNN 

[32] 
Clinical coding 

analysis 
Word2Vec, Glove 

SVM, LR, RF, CNN, 

LSTM 

[33] 

Classification of 

diagnosis codes in 

discharge notes. 

Glove RF, SVM, CNN 

[34] 
Feature 
engineering 

cTakes SVM 

[35] 
Knowledge 
extraction 

cTakes SVM, KNN 

[36] 
automated ICD 

coding 
Word2Vec Deep neural network 

III. SYSTEM DESIGN 

The development of the system is done using deep learning 
techniques, which combines mechanism of both LSTM and 
CNN architecture. The proposed system also makes use of both 
NLP (Word2Vec) with autoencoder algorithms to make the 
final diagnosis. The system is set up as a classification learning 
model where ICD-9 Codes of the diseases are considered as 
classes. For this purpose, MIMIC-III [9] dataset has been used, 
which is collected by Beth Israel Deaconess Medical Center. 
The schematic architecture of the proposed system is shown in 
figure 1. 

The bock diagram of the entire system is as shown in the 
figure 1. There are two types of data as it can be observed 
discharge summary and admission type. The admission type is 
given to train the dual LSTM (LSTM+CNN). Therefore, 
proposed dual LSTM knows which data it should give 
importance to depending on ADMISSION_TYPE. The 
response of this system is diagnosis i.e., the model outputs the 
diagnosis based on given data. The diagnosis is encoded in the 
output with one hot encoding technique. Also, a mechanism of 
NLP i.e., Word2vec is used to identify whether the data is 
clinical notes or patient testimony, which is achieved by text 
clustering operation by the proposed dual LSTM. This is 
discussed in detail in section 3.5. Hence ultimately, the dual-
LSTM mentioned over here is most suited for processing 
medical data which is the novel contribution of this study. 

A. Dataset 

The MIMIC-III dataset contains total of 26 tables which 
contains the data of over 40,000 Patients with their personally 
identifiable information (PII) is deidentified. Hence even 
though dates provided in the data are wrong, it is made sure 
that vital data like age of the patient during admission and the 
number of days stayed in the hospital are not being changed. 
The deidentification of PII is done in order to protect the 
patient privacy. 

Dataset

Exploratory 

Analysis 
Preprocessing

Data Cleaning

Build a Dual 

LSTM

Treating 

Missing Data

Discharge 

Summary

Word2Vec

Admission Type

Patient 

Testimony
Diagnosis

 

Fig. 1. Block Diagram of the Proposed System. 
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B. Scope of the Study 

This study is limited to non-psychological patients only 
hence the ICD-9 codes which are between 290-319 are rejected 
since they represent mental disorder. Even though the dataset 
contains several other medical records, only discharge 
summary is being considered. 

IV. METHODOLOGY IMPLEMENTATION 

This section discusses the methodology adopted in the 
proposed system for the prediction of diagnosis and patient 
testimony. 

A. Exploratory Analysis 

In this phase of study, the dataset adopted is analyzed and it 
is found that it consists of 26 tables. Among the 26 tables, only 
4 are important to the present study and they are, i) 
NOTEEVENTS.csv ii) DIAGNOSES_ICD.csv iii) 
D_ICD_DIAGNOSIS.csv and iv) ADMISSIONS.csv. 
However, the in the study not all the columns in these tables 
are being considered. Only a select few columns which are 
necessary for this study are being considered here. 

NOTEEVENTS (α): 

This table contains important notes written by various 
therapists and nurses during the patients' hospital stay. 
Following columns are considered in this table. 

 SUBJECT_ID: A unique identifier for the patient. 

 HADM_ID: A unique ID given to hospital stay. A 
single SUBJECT_ID has many HADM_IDs. Used as 
foreign key. 

 CHARTTIME: Date and time at which the note was 
charted. 

 CATEGORY: Type of note. 

 ISREEOR: If there is an error with the note and needs 
repetition. 

 TEXT: content of the note. 

DIAGNOSIS_ICD (β): 

This table contains the patient's final diagnosis in form of 
ICD-9 codes. Following columns are being considered. 

 SUBJECT_ID: A unique identifier to each patient. 

 HADM_ID: A unique ID given to hospital stay. A 
single SUBJECT_ID has many HADM_IDs. Used as 
foreign key. 

 ICD9_CODE: Diagnosis made for the admission. 

D_DIAGNOSIS_ICD (γ): 

This table contains mapping of the ICD 9 code to name of 
the disease. 

 ICD9_CODE: ICD9 code. 

 SHORT_TITLE: name of the disease. 

ADMISSIONS (θ): 

This table consists of the information about the admission 
of the patient. Following columns are being considered. 

 HADM_ID: used as primary key in this case. 

 ADMITTIME: time of admission. 

 DISCHTIME: time of discharge. 

 ADMISSION_TYPE: ER or OPD. 

 DEATHTIME: time of death of patient (If died during 
hospital stay else NaN). 

B. Preprocessing 

In the preprocessing step all the four tables are initially 
joined using inner join function. The new table is called as 
master_data_table (Ω) fiven as follows: 

Ω = θ[HADM_ID]⨝ α[HADM_ID]⨝ β[ICD9_CODE]⨝ 
γ[ICD9_CODE]. 

In Ω, two columns are then removed since they are primary 
keys for joining the tables. And they no longer hold any 
significance. They are, i) SUBJECT_ID and ii) HADM_ID. 
The ICD9_CODE is truncated to first 3 characters. First 3 
characters of the ICD9 code always represents a class of 
disease rather than the full condition. The algorithm is 
optimized to recognize the class of disease rather than full 
condition. For example: ICD code 01166 represents TB 
pneumonia. Which means fluid collection in lungs due to TB. 
however, ICD code 01170 represents TB pneumothorax which 
means damage of lungs due to TB. Any ICD 9 code starting 
with 011 represent conditions happening due to TB. It is 
enough for the therapist to know that the patient has TB to start 
the treatment. ADMITTIME is subtracted from DISCHTIME 
in order to get LOS (Length of Stay) and then both these 
columns are dropped. All the rows where ISREEOR is true are 
dropped A new column called mortality is created which is it is 
marked as "died" if DEATHTIME is not NaN else marked as 
"discharged". Only the rows which are marked as marked as 
"Discharge summary" in CATEGORY are retained and rest of 
them are dropped. 

C. Word2VEC 

The cleaning of the text column is done with the help of 
word2vec algorithm. Initially, to avoid the conflict with cases, 
the entire text is converted to lower case. Further, in order to 
avoid the empty words, when there are many whitespaces, they 
are being replaced with a single whitespace. Fig.2 highlights 
this process where the discharge summary is considered as an 
input followed by data cleaning and further Deep Neural 
Network (DNN) Autoencoder is used for exploring Term 
Frequency (TF) and Inverse document frequency (IDF). This 
process yield cluster identity which is further used for 
performing classification in next step. 
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Summary

Data cleaning DNN for TFIDF

Cluster_Id

 

Fig. 2. Block Diagram of the Word2vec Algorithm used in Proposed Work. 

As a standard procedure in the NLP, the punctuation marks 
are removed however the stop words are kept intentionally. 
Stop words are the words which won't carry lots of meaning 
ex: in, it, is and etc. They are not removed since they are 
important while recognizing the person's level of knowledge of 
medical science. In most of the cases, the patient testimony 
contains lots of non-technical words whereas clinical notes 
contain more specific technical words. Once these steps are 
done, the data is now in a format to be processed by NLP 
algorithms. Hence, once it is ready, TF-IDF vectorization is 
applied in the standard method. DNN is trained in such a way 
that it clusters the data based on the language used. DNN is 
used to recognize text if it is a patient testimony or clinical 
notes. The DNN here is setup here in autoencoder 
configuration. Cluster id 0 represent patient testimony and 
cluster id 1 represent clinical notes. Here W2V is being trained 
purely based on the style of writing used in this study: 
Autoencoder. Autoencoder is a type of DNN which gives exact 
same output as input. Autoencoder is generally used for data 
compression. Generally, there are odd numbers of hidden 
layers in an autoencoder and in this case, there are 5 hidden 
layers. General applications of AE are, I) Data compression ii) 
Data de-noising iii) Data generation iv) Data clustering. Data 
clustering is relatively new technique but not a novel 
technique. In present study, AE is configured to perform the 
same.AE is trained with only one class of data. (Either clinical 
notes or Patient testimony) In this case, AE is trained with 
Clinical notes. The Clinical notes is text and so is the Patient 
testimony. When the AE is trained with clinical notes only, 
then when it is given a Patient testimony as input, it will try to 
represent that text as a Clinical note. If the input is clinical 
note, then the output will be same as input However, if input is 
patient testimony, then output will be totally different 
compared to input. This is due the fact that AE is trained with 
only clinical notes. When input is clinical notes, the output is 
pretty similar. In other words, Euclidian distance between the 
input and output is less. When input is Patient testimony, 
output is different compared to input and Euclidian distance is 
more. We cluster the data based on this Euclidian distance. The 
threshold for Euclidian distance is set to 0.1. This is done by 
considering the least loss of the AE. 

D. Design of Dual LSTM  

This is the most important part of the study where the text 
from the discharge summary is classified into various 
diagnosis. This LSTM network contains an attention layer 
which changes its weights and biases as the admission type 

varies. The first set of weights and biases are used when the 
patient is admitted through OPD and second set is used when 
the patient is admitted through ER. The LSTM gives more 
importance to patient testimony when the patient is OPD. 
Depending on the cost center the attention layer allows either 
first set of weights and biases or 2

nd
 set of weights and biases 

to process the data. Hence, we will have two specialized neural 
networks in one. Hence this particular network becomes more 
robust while diagnosing the patient based on description. 
Figure 3 shows the architecture of proposed dual LSTM which 
combines work encoding layer, attention layer, two LSTM 
layer, one CNN layer and single output layer. 

 

Fig. 3. The Novel Dual LSTM for Processing Medical Data. 

V. RESULT ANALYSIS 

The proposed system's design and development is carried 
out using Python programming language and an anaconda 
computing environment. This section discusses the outcome 
and performance analysis of the proposed system. 

The above figure 4 shows the analysis regarding number of 
words per sample versus percentage of sample. IThe graph 
trend exhibits that the most clinical notes contain more than 
1,000 words. This is unsurprising as the documents are 
discharge summary and they contain all details from admission 
to discharge. 

Figure 5 shows an analysis of the number of words versus a 
number of documents. The graph trend exhibits the number of 
documents in which so many words are present and there are 
rare documents containing 8000 words. However, it can be 
seen that most documents contain 1000 words.  

 

Fig. 4. Word Count per Sample. 
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Fig. 5. Number of Words Histogram. 

 

Fig. 6. ICD Histogram. 

Figure 6 shows an analysis of the probability distribution of 
the ICD codes. Based on the graphical trend and frequency of 
occurrences, data is highly imbalanced, and some ICD codes 
have been repeated to 8,000 times, whereas others are repeated 
a very handful number of times. The proposed dual LSTM 
algorithm handles this imbalance. 

The figure 7 shows the analysis regarding the number of 
classes from most to least occurrences versus frequency. The 
graph trend exhibits that the less than 100 classes have the 
highest frequency of occurrences. At the same time, most of 
the classes have fewer and more frequent occurrences. 

The analysis from figure 8 shows that the proposed method 
shows a better result than all other existing methods. This is 
due to the fact that we are using LSTM, and text data is a series 
data. LSTM works best for the series data. The proposed 
algorithm shows a better result than the other shallow learning 
and deep learning methods with improvements. As it can be 
observed, the recall rate has improved greatly. This is because 
in this study, the more precise and technical clinical notes are 
given preference; hence, the number of false negatives reduces 
greatly. As the complete work is carried out on standard 
MIMIM-III dataset, which is universally approved, the 
applicability of the proposed scheme suits well with all kind of 
real-time dataset, which is structured in the form of MIMIC-III 
dataset or with slightest amendment. It can be used for 
diagnosis of any form of critical disease using ICD9 codes. 

 

Fig. 7. Classes from Most to Least Frequent. 

 

Fig. 8. Compression of Various Techniques. 

VI. DISCUSSION 

The previous section has exhibited the outcome (both 
individual and comparative) which states proposed scheme 
excels better performance with respect to existing learning 
scheme. However, some important learning outcomes are 
obtained from this which is stated as follows: 

 The study considers the performance parameters of 
precision, recall, and F1-score instead of choosing 
convention accuracy parameter owing to potential 
imbalance in classification using multiple clinical 
attributes. 

 Inspite of potential capability to process unstructured 
data by SVM, still its performance is degraded as it 
offers challenges in fine tunning hyper parameters. This 
causes declination of precision (Table II). However, 
owing to its capability to overcome over-fitting data, its 
recall rate is better compared to MLP technique. 

 Higher Precision score for MLP attributes for its 
capability to offer robustness against error prone data as 
well as due to presence of target function, it can offer 
discrete outcome (Table II). However, MLP is better 
suited for numerical data whereas the data considered in 
proposed scheme has both strings and numerical which 
reduces the recall rate as well as F1-Score. 
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  Proposed system offers a progressive scheme which 
uses autoencoders as well as CNN for learning purpose 
without much reengineering process involved in feature 
management. This potentially results in improved 
performance in every aspect (Table II). 

TABLE II. COMPARATIVE ANALYSIS 

Algorithms Precision Recall F1 score 

SVM 58.21 26.36 36.28747 

MLP 64.03 21.58 32.28051 

Proposed 82.32 90.96 86.4246 

Therefore, usage of dual LSTM significantly assisted in 
overcoming the diagnosis prediction problem that is explored 
in existing review of literature. However, the primary challenge 
encountered in the proposed study was to carry out preparation 
of the data prior to subjecting it to learning operation. This 
challenge is mitigated by its first module of data preparation 
where a selected field from the dataset is considered followed 
by using deep neural network autoencoder. 

VII. CONCLUSION 

This paper has presented an effective learning system to 
support the clinical decision process in the patient diagnosis. 
The proposed system is advanced and highly optimized to 
process the clinical notes written in rich language. The 
contribution made in this paper are as follows: i) suitable data 
treatment and cleaning operation is applied to clinical notes for 
the processing of NLP and learning mechanisms; ii) Work2vec 
modeling with Autoencoder is applied to perform clustering of 
the two distinct clinical classes for the predictive modeling and 
iii) a dual LSTM is built based on the joint operation of LSTM 
and CNN deep learning approach. The study outcome 
exhibited higher performance achieved by the proposed system 
compared to the shallow machine learning approaches. 
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Abstract—Currently, the industrial and economic 

environment is highly competitive, forcing companies to keep up 

with technological progress and to be efficient in terms of quality 

and responsiveness, not only to survive, but also to dominate the 

market. So, to achieve this goal, companies are always looking to 

master their production processes, as well as to enlarge their 

range of products, either by developing new products or by 

improving old ones. This confronts companies to many problems, 

including the identification of adequate and optimal production 

parameters for the development of their products. In this 

context, a decision making system based on digital twins (DT), 

case-based reasoning (CBR) and Ontologies is proposed. The 

originality of this work lies in the fact that it combines three 

emerging artificial intelligence tools for modeling, reasoning and 

decision making. Thus, this work proposes a new flexible and 

automated system that ensures an optimal selection of production 

parameters for a given complex product. An industrial case of 

study is developed to illustrate the effectiveness of the proposed 

approach. 

Keywords—Production parameters selection; digital twin; case-

based reasoning; ontologies; automation; cyber-physical systems; 

decision making; artificial intelligence 

I. INTRODUCTION 

Nowadays, the industrial environment is continuously 
changing and the industrial competition has become more and 
more severe due to the consumers exigencies which have 
become more and more complex and highly personalized. On 
the one hand, in order to deal with these changes, companies 
are trying to have flexible manufacturing systems [1] that will 
allow them to diversify their products and respond to market 
demands. This diversification requires an efficient choice of 
the production parameters, in order to realize quality products, 
with optimal production costs and in the best delays. But in the 
majority of cases, this choice is made manually, and therefore 
requires important expenses in terms of time and money. On 

the other hand, companies tend to make their manufacturing 
systems intelligent and in real-time [2] to have faster and more 
efficient production processes. Thus, new concepts have been 
introduced to the industrial environment namely Digital Twin 
technologies and manufacturing intelligence [3]. It is in this 
context that this document has been developed. Indeed, an 
approach is proposed to automate the choice of production 
parameters. This approach is resulting from the combination of 
three artificial intelligence tools, namely: 

 Digital Twins (DTs): are an artificial intelligence tool 
that is capable of copying the operation of production 
systems in real time and analyzing them, by ensuring a 
reciprocal interaction between the physical entities and 
their virtual counterparts [4]. 

It will allow us to simulate the production process and its 
parameters that will be automatically computed using the other 
components of the proposed SPPDT system. The Digital Twin 
will ensure this simulation in real time and will allow 
validating the production parameters on the virtual production 
process before its physical implementation. 

 Case-based reasoning (CBR): is one of the tools of 
artificial intelligence that is based on the use of old 
functional and efficient solutions to problems 
encountered in order to treat and solve new similar 
problems faced [5,6]. 

The role of CBR in the proposed approach is to ensure a 
part of the reasoning and decision-making support. 

 Ontologies: a set of concepts and parameters that 
characterize a specialized domain (for example: the 
pharmaceutical industry) [7], it allows to define the 
meaning of words (synonyms, thesaurus, ...) and to 
exchange this information in a unique format/language. 
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The use of ontologies will ensure interoperability between 
the different elements of the cyber-physical model of the 
digital twin. Their use will also ensure the expressiveness of 
the treated information and preserve their semantics. In 
addition to that, ontologies will ensure reasoning and decision 
making for the selection of optimal production parameters. 

So, the first section of this paper presents a literature review 
on the main concepts used for the development of the proposed 
approach SPPDT (Selection of Production Parameters based on 
the Digital Twin) namely the digital twins and the ontologies. 
The second section describes in a general way the proposed 
approach SPPDT and the functioning of its system. In the 
following sections, the different modules of the proposed 
approach are explained in detail, particularly their roles and 
their functioning. Finally, in the last section, a case study is 
illustrated in order to prove the good functioning and the 
efficiency of the developed approach. 

II. RELATED WORK 

We review in this section the main concepts combined in 
this work, which are Digital Twins and Ontologies. 

A. Digital Twin Concept 

The digital twin has become one of the most frequently 
used tools for managing problems in cyber-physical systems 
[8]. This concept appeared for the first time at the end of the 
1960s, as part of the Nasa Apollo project. This project 
consisted in the creation of two similar space vehicles: one is 
sent on a mission and "its twin" is left on earth to follow its 
state. And so at that time, there was talk about a physical twin 
that represents the real operating conditions for the simulation 
of the behavior in real time. 

Afterwards, in one of his presentations on product lifecycle 
management in 2003 at the University of Michigan, Michael 
Grieves went from this physical model to present a new 
conceptual model named "mirror space model", and later 
named "information mirror model" [9]. This one is used to 
represent virtually and numerically a physical product. Then, in 
their white paper on the origins of the digital twin, Michael 
Grieves and John Vickers proposed a general structure for the 
digital twin that consists of three basic parts [10, 11, 12]. 

 Physical entity: It usually contains various subsystems 
that have as role the execution of predefined tasks 
during operation. In addition to that, these subsystems 
are equipped with a variety of sensors that collect the 
necessary information about the working conditions of 
these subsystems. 

 Virtual model: It is a model that reproduces all the 
characteristics of the physical entity to its geometric and 
dimensional specifications, its physical properties such 
as construction materials, the instructions necessary for 
the correct operation as well as the rules to be applied. 

 Connection model: This is the link or interface between 
the two physical and virtual spaces. It is done through 
different technologies, including network 
communication, IoT and network security. 

However, according to [11, 13], this structure of the digital 
twin previously proposed was not complete, and therefore two 
other dimensions were added to it, namely: 

 Services: they can be decomposed into two classes.  The 
first one is a class of business service which 
schematizes in a simplified and standardized way the 
inputs and outputs through software interfaces. While 
the second class is the functional service that ensures 
the conversion of data and algorithms into support 
services for the proper functioning of the DT. 

 DT data model: It includes the data of all the other 
elements of the structure, namely the two physical and 
virtual spaces, the data of the services. In addition to 
that, it is enriched by the knowledge of the working 
domain and the merged data of both physical and 
virtual aspects. 

B. Comparing Approaches of Solving Interoperability 

Problems 

According to the ISO-14258-1998 standard, three 
approaches to achieve interoperability exist, including [14]: 

 Integration: It consists in proposing a common standard 
data model between the different actors of the network. 
However, the level of compatibility achieved is limited 
because it is difficult to propose a consensus that is 
ideally adequate to each of the actors [15]. 

 Unification: Its principle is based on establishing direct 
semantic links between the different actors of the 
network. The problem is that after any modification of a 
network element, an update must be made at the level 
of the main model [16]. 

 Federation: It is based on the idea that each "business" 
must be able to maintain its own information model to 
guarantee its meaning and flexibility [15]. Therefore, it 
is based on logic in order to establish automatic 
connections between the models used to exchange 
information between the different actors. 

In our context, it is essential to preserve the semantics of 
the considerable quantity of data that must be exchanged, as 
well as to ensure a high degree of exchange flexibility 
manifested in the rapidity and efficiency of decision-making at 
the right time. 

Thus, the federation-based approach is the most suitable to 
accomplish these objectives, especially since it has become 
attainable due to information and communication technologies, 
which propose new modeling paradigms based on the use of 
ontologies. 

C. Overview on Ontologies 

According to the ancient Greek, the term “ontology” is 
composed of two words: “ontos” which means "to be" and the 
word “logos” which means “discourse”. Then, the definitions 
of ontology have become various. 

In fact, an ontology according to [17], is a characterization 
that is based on the creation of several axioms that describe the 
properties of concepts, individuals and relations existing in a 
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domain of interest, in order to avoid ambiguities of 
understanding. In the recent decades, Ontologies have been 
widely exploited in many industrial applications, including 
knowledge representation [18], and the resolution of 
interoperability problems [15]. Indeed, the effectiveness of 
inference Ontologies in handling and solving interoperability 
problems lies in their ability to [19]: 

 Integration and completeness, provided by the 
expressiveness of the language. 

 Embedded intelligence, due to the reasoning capabilities 
of logical description languages. 

 Dynamism and flexibility, due to the queries and web 
services. 

According to [18], these uses of ontologies are possible as a 
result of its sustained expressiveness and reasoning 
capabilities. 

 Expressiveness: the information treated by ontologies 
must be expressed with formal languages (a syntax, 
semantics and rules), in order to be understood by 
machines. For this reason, the Web Ontology Language 
(OWL) has been designated as a standard ontology 
language, recommended by the W3C [20]. Indeed, 
OWL offers a great capacity to define concepts and 
relations, based on the description logics (negation, 
restriction, existence of concepts and even intersection). 

 Reasoning: New implicit information can be inferred 
about instances from the concepts, relations, axioms 
and rules explicitly defined in the ontology. In fact, 
ontologies are based on logic and therefore can perform 
inference operations using inference engines or 
reasoners. 

Thus, in this article, the use of ontologies will play a crucial 
role, since it will ensure the interoperability between the 
different elements of the cyber-physical model of the digital 
Twin, the expressiveness of the treated information and the 
preservation of their semantics, as well as the reasoning and the 
help to the decision making. 

III. THE GLOBAL PROPOSED SPPDT METHODOLOGY 

The main objective of this article is the automatization of 
decision making for optimal selection of production 
parameters. In order to do that, a structured methodology based 
on Digital Twins (DT), Case Based Reasoning (CBR) and 
Ontologies is proposed. Indeed, the fusion of these three tools 
gives birth to SPPDT (selection of production parameters 
based on the digital twin) methodology. 

As shown in Fig. 1, it is composed of two phases: 
construction phase and operation phase. 

The first one (construction phase) contains two modules: 

 The Data Collection Module (DCM): This first step is 
crucial in the proposed methodology. In fact, it is 
essential to collect the necessary information, either on 
the product or on the production parameters, which will 
be useful to make a complete and efficient study. 

 

Fig. 1. The Global Structure of the Proposed Automated System for 

Selection of Production Parameters. 

 The Digital Twin Model Creator (DTMC): It is the last 
module in construction phase and through which the 
digital twin model of the desired study is established. 
Indeed, five dimensions are included in this model, 
namely physical entity (PE), virtual model (VE), 
connection between PE and VE (CN), DT data (DD) 
and services (Ss) [13]. The physical entity will be 
simulated virtually, and the cyber-physical connection 
will be established based on a manufacturing ontology. 
In fact, the interoperability between the physical entity 
and the virtual model will be ensured throughout our 
DTM-Onto. 

While the second phase (operation phase) contains three 
modules: 

 The Case Based Reasoning Module (CBRM): The 
utility of this module is to understand and solve new 
problems out of old experiences. To do so, a reasoner 
recalls and uses a previous case, saved in a database and 
similar to the actual one to solve this new problem. 
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Then, the reasoner analyzes the new situation, and tries 
either to adapt the already existing solutions to the 
problem, to create an equitable solution to solve it, or to 
interpret and to critique new solutions. 

 The Digital Twin Reasoning Module (DTRM): Before 
manufacturing a product, the design team requires well 
determined dimensions and specifications. However, 
there are always deviations between the design and the 
manufactured product due to several criteria 
(production parameters, manufacturing tools, ...). Hence 
the importance of this module (DTRM) which plays the 
role of a second reasoner via the manufacturing 
ontology previously established. Thus, through the 
formalization of a set of queries, the ontology will 
provide direct answers to the production team on the 
production parameters to be configured at the level of 
physical resources. These queries will be formalized 
and used to ask the ontology for the optimal values of 
the production parameters to configure. 

 The Final Decision-Making Module (FDMM): redoing 
an experiment represents a waste of time and money for 
companies. This is why this module is added to the 
methodology in order to save and archive the results 
obtained in previous situations, in data bases, to enrich 
the manufacturing ontology and to benefit from them in 
future experiments. 

 The Consistency Control module (CCM): This module 
is responsible for controlling the consistency between 
the modules of the construction phase and those of the 
operation phase. 

Fig. 2 shows the working process of the proposed SPPDT 
system. 

In fact, the process starts with the collection of necessary 
information about the production process and the product, 
including its dimensions and specifications, as well as the 
number of blocks in the process and their functioning. After 
that, if the production process is composed of several blocks, it 
will be divided into many sections; when the production 
parameters change, the section changes, and then a section may 
contain one or more blocks. Subsequently, for each section, all 
possible combinations of production parameters (Xi) will be 
determined. The Digital Twin of the product is established for 
the first combination X1 and the CBR based decision making 
process is executed. If, the established Digital Twin model 
does not exist in the case base, the Digital Twin based 
reasoning process will be executed, otherwise this step will be 
ignored. In addition, the database is updated by saving and 
archiving the results obtained and deleting the repeated cases. 

All the steps applied for the X1 combination are repeated 
for all the other combinations. Finally, the process ends with 
the determination of the optimal combination of production 
parameters. The modules of the proposed system will be 
detailed in the next sections. 

 

Fig. 2. The Working Process of the SPPDT System. 

IV. CONSTRUCTION OF THE DIGITAL TWIN MODEL 

In this section, the digital twin model of the desired study is 
established by going through several steps: 

A. Step 1 : Define the Constraints of the Product 

The product constraints are decomposed into [21]: 

 Dimensional constraints: which can be used to 
designate the size of specific entities or the relative 
location between different entities. 

 Geometric constraints: which represent relations 
between geometric entities such as tangency, 
collinearity, parallelism, perpendicularity, coincidence 
of points, symmetry, etc. 
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In this part, geometric and dimensional constraints are 
defined using the following notations: 

 l: Number of product surfaces; 

 m: Number of dimensional constraints in the surface k 
of the product; 

 cdkj: Dimensional constraint, k=1, …, l and j=1, …, m; 

 n: Number of geometric constraints in the surface k of 
the product; 

 cgkj: Geometric constraint, k=1, …, l and j=1, …, n. 

For dimensional constraints, the measurements cannot be 
exact in reality, so for each of them a tolerance interval will be 
defined. 

Concerning the geometrical constraints, the types of those 
existing will be determined for all surfaces (tangency, 
collinearity, etc.). 

B. Step 2 : Determine the Possible Combinations of 

Production Parameters 

The majority of production processes consist of several 
blocks. These blocks will be grouped into several sections (n 
sections). Indeed, the section changes when the production 
parameters change from one block to another. 

As shown in Fig. 3, each section contains N parameters to 
be set (P1, P2, …, PN) and each parameter can take multiple 
values (A, B, ..., Z).  

In addition to that, it should be noted that the production 
parameters and their numbers can be not the same from one 
section to another. 

For example, P1 of section 1 is not necessarily the same P1 
of section 2. 

Thereafter, αi=A*B*…*Z combinations of production 
parameters can be generated for the i

th
 section, and these 

combinations are denoted Xij. 

 

Fig. 3. The Notation used for Indexing Production Parameters. 

 With: i=1, …, L and j=1, …, α 

 For example, X11= {P11, P21, …, PN1}. 

C. Step 3 : Define the Digital Twin Model 

Once the product constraints and production parameters 
have been determined, all that remains is to establish the 
Digital Twin model of the production process. In fact, the 
decomposition of the whole process in multiple sections 
imposes the establishment of several sub-models, which will be 
gathered later, in order to obtain the global model of the Digital 
Twin. 

The Digital Twin sub-model of each section will be 
represented as follows: 

DTi = {PEi, VEi, Ssi, DDi, CNi}            (1) 

With: 

i=1, …, L; 

L is the number of the sections. 

And then, the global model of the Digital Twin of the 
whole process will be as follows: 

DT = ⋃   
       ⋃   

   {PEi, VEi, Ssi, DDi, CNi}          (2) 

It should be noted that the connection interface between the 
physical entity and the virtual model, as well as the Digital 
Twin Data Model and services are established based on an 
manufacturing domain ontology created and named "Digital 
Twin Manufacturing Ontology" (DTM-Onto). This ontology 
will be developed more in the part of the DTR module. 

In this section, the DTM-Onto is constructed for two 
reasons. On one hand, this ontology will be the connection 
interface between the physical entity and the virtual model, as 
well as the data model and the Digital Twin services. On the 
other hand, the DTM-Onto will be used later to do the 
reasoning at the Levels of the CBR and DTR modules. 

In this article, the DTM-Onto is developed in the ontology 
editor "Protégé”. It is composed of three main elements which 
are [22,23]: 

 Classes: are a set of individuals that describe concepts 
in a specific domain. In this paper, the classes are 
related to the elements in the manufacturing domain; 

 Object properties: They identify the links between the 
classes and the individuals; 

 Data properties: They define modifiers for ontology 
classes or establish characteristics of the instances. 

Fig. 4 represents the different classes and Object Properties 
configured on the constructed DTM-Onto. Data Properties will 
be configured at the case study level. 
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Fig. 4. The General Conceptual Model of the DTM-Onto Ontology Proposed. 

V. DESCRIPTION OF THE CASE-BASED REASONING (CBR) 

MODULE FOR OPTIMAL CHOICE OF PRODUCTION PARAMETERS 

The case-based reasoning module (CBR module) is based 
on the use of previous studies of production parameters 
choices, saved in databases in the company's information 
system. Thus, the old studies are used to benefit from their 
results for an optimal choice of production parameters for the 
new studied case. 

As shown in Fig. 5, the proposed working process structure 
for the CBR module contains three main phases: 

A. Preliminary Phase 

First of all, an attribution of indexes to the cases is required 
to facilitate their retrieval. In fact, assume that the case base 
(CB) contains multiple problems (Ci) which represent the 
specifications of the desired product, and their results which 
represent the appropriate production parameters for each 
section to realize it. Then, the case base can be represented as 
follows: 

CB = {C1, C2, …, Cr}             (3) 

With: 

r is the number of problems solved and stored in the case base. 

Moreover, each case (Ci) contains L sub-cases (Cij). Each 
of these sub-cases is composed of two parts: the first one 
contains the data (production parameters) and the second one 
contains the generated results (product specifications): 

    :           Results      ∑ cdkj + ∑ cgkj                  (4) 

B. Matching Phase 

In the matching phase, a comparison between what is 
desired and what already exists on the basis of cases will be 
done. In other words, a similarity index between the 
specifications of the products saved in the case base and those 
desired in the studied one will be calculated for each section. 
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Fig. 5. The Proposed Working Process Structure for the CBR Module. 

To do that, the working process shown in Fig. 6 will be 
executed, with: 

 SI: the similarity index (%); 

     : the set of dimensional constraints existing at the 
section i; 

    ̃: the set of desired dimensional constraints in section 
i; 

     : the set of geometrical constraints existing at the 
section i; 

    ̃ : The set of desired geometrical constraints in 
section i. 

At the beginning of the process, “a” is equal to 0 and “i” is 
equal to 1. 

It is clear that in each section a set of dimensional and 
geometric constraints of the product is realized. So at the 
beginning, a comparison at the level of section 1 will be made 
between the dimensional and geometrical constraints wanted 
on the new product and each old case existing in relation with 

Section 1: comparison between    ̃  and each     as well as 

   ̃ and each    . 

 

Fig. 6. The Algorithm for Calculating the Similarity Index. 

After that, two alternatives can be considered: 

 If there is an old product with the same geometrical and 
dimensional specifications as the new product, a will be 
incremented by 1. 

 If the new value of a is strictly superior to L (the total 
number of sections of the production process), the 
comparison cycle is interrupted immediately; 

 If not, the comparison cycle will be executed for the 
next section. 

 Otherwise, the comparison cycle is interrupted 
immediately. 

Once the comparison cycle is completed, the similarity 
index is calculated by the following relation and the process is 
stopped: 

    
       

 
               (5) 

C. Decision-Making Phase 

This is the most important phase of the CBR process. 

Indeed, after the calculation of the similarity index in the 
matching phase, three cases are supposed to have: 
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 SI = 0% : the Digital Twin Reasoning method will be 
applied; 

 0 % < SI < 100%: the production parameters of the 
sections that give similar results will be kept and the 
Digital Twin Reasoning method will be applied for the 
remaining sections; 

 SI = 100 %: all the parameters of the different sections 
of the previous similar cases will be adopted for the 
studied one. 

Finally, the new results obtained will be saved and archived 
in the case database for a probable benefit in the realization of 
new products. 

VI. DESCRIPTION OF THE DIGITAL TWIN REASONING 

MODULE (DTRM) FOR OPTIMAL CHOICE OF PRODUCTION 

PARAMETERS 

The Digital Twin Reasoning Module (DTRM) is very 
important in complementing the proposed SPPDT 
methodology. 

The backbone of this module consists of the manufacturing 
domain ontology (DTM-Onto, which plays the role of 
connection interface between the physical entities and the 
virtual entities of the Digital Twin developed before. And due 
to its reasoning capacities, the DTM-Onto will be used to 
automate the calculation of production parameters as it will be 
described later. 

Fig. 7 shows the operating system of the DTR module. 

The first step will be to formalize the business rules related 
to each manufacturing process using the SWRL (Semantic 
Web Rule Language) and to introduce them in the DTM-Onto 
ontology. For example, for the stamping process, the 
formalized business rules will allow the calculation of the 
falling mass of the press to be used, the number of punches 
required to obtain all the geometric details of the product, the 
speed of the punches, the punching force, etc. For the 
machining process, the formalized business rules will allow the 
calculation of the feed rates, the number of passes, etc. 

 

Fig. 7. The Operating System of the DTR Module. 

Simulations using flow modeling software such as 
WITNESS, 3DEXPERIENCE, etc., will be used to validate the 
production parameters to be used and to virtually visualize the 
production sequences. Conveyor speeds as well as Pick and 
Place programs for handling robots will also be determined 
during this phase. 

Once all the production parameters are validated by the 
simulation, the DTM-Onto ontology will be enriched with 
them. Indeed, as it will be described in the following, instances 
and object properties will be added to DTM-Onto to do so. 

A second category of inference rules will then be executed. 
These are the matching rules between the production 
parameters of the virtual entities and those of the physical 
entities. These rules will ensure the interoperability at the 
virtual/physical interface of the DT in a dynamic way. 

Finally, through the formalization of a set of queries, the 
ontology will provide direct answers to the production team on 
the production parameters to be configured at the physical 
resource level. These queries will be formalized using the 
SQWRL (Semantic Query-Enhanced Web Rule Language) and 
used to ask the ontology about the appropriate production 
parameters. 

VII. CASE STUDY 

In this section, an industrial case study is presented to 
validate the operation and applicability of the proposed SPPDT 
methodology. 

Indeed, the various phases of the proposed methodology 
are applied, in this section, on the production process of yogurt 
in a company specialized in manufacturing dairy products. 

Initially, the company manufactures small yogurt cups with 
the geometric and dimensional specifications shown in Fig. 8 
and Table I. 

To do so, the realization of the final product requires two 
main parts, namely: a PROCESS part and a conditioning part, 
but the case study will only focus on the conditioning part. 

 

Fig. 8. Indexing of Geometrical and Dimensional Constraints of the Product. 
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TABLE I. THE DIMENSIONAL AND GEOMETRICAL CONSTRAINTS OF THE 

TWO CUP SIZES 

Dimensional and geometrical 

constraints 
Small cups Large cups 

Cd11 70mm 80mm 

Cd21 10° 10° 

Cd22 70mm 95mm 

Cd23 10mm 10mm 

Cd31 10.5mm 10.5mm 

Cg21 Tangency Tangency 

Cg22 Symmetry Symmetry 

Cg11/Cg31 Parallelism Parallelism 

This phase is realized on a production line which is 
composed of several blocks that allow executing a set of 
operations. 

In fact, after unrolling the plastic strip (PS), a heating 
system consisting mainly of heating resistances and 
temperature probes (for continuous regulation) allows the 
heating of the PS edges.  This operation facilitates its pecking 
and thus its transport throughout the conditioning process. This 
transfer is carried out by means of a pimple chain. 

Afterwards, an ionizing deduster removes any foreign 
matter from the PS. 

Immediately after, a heating box driven by a cam press is 
installed. Its role is to heat the PS surfaces which will undergo 
a deformation. The next step is to form the yogurt pots in the 
form of packs of 24 pots (the plastic forming block) and to 
dose them with a piston doser. At the same time, a polymix 
unwinder allows, as its name indicates, to unroll the polymix 
with the help of an automatic splicing system. This system 
allows changing the reel of the polymix automatically. In turn, 
the polymix passes through a tunnel of UV lamps allowing its 
ionization so that a dating can take place afterwards. 

Before the yogurt pots are cut into packs (24 pots), the 
polymix is welded to the already dosed pots in a welding block 
which is also driven by a cam press. 

Once the packs are cut, they are packed in plastic boxes. 
Their transfer from the sealing block to the case packer is done 
using a conveyor called pilger conveyor. 

To finish the conditioning of the yogurt, the full cases are 
palletized manually on wooden pallets and then stored in cold 
rooms. 

After a study of the market, the company decided to start 
manufacturing large size cups. These cups are different from 
the small ones by their dimensional constraints as it is 
represented in Fig. 8. 

This change of series had a big problem of pots piercing 
during their production. After the analysis of the major causes 
of the appearance of this defect, it was shown that the problem 
comes from the bad adjustment of the parameters of 
production. 

Fig. 9 shows the problem of piercing cups. 

 

Fig. 9. The Problem of Cups Piercing. 

We remind that there are three categories of production 
parameters to consider. The first one concerns the 
manufacturing process itself (for the forming of the cups: the 
heating temperature, the pressure, the depth of the punches,...). 
The second category concerns the product specifications 
(dimensional and geometrical constraints of the cups). While 
the third class concerns food safety (sterilization time, 
sterilization temperature,...). 

This last class of parameters has not been taken into 
account in the case of study because it respects the food safety 
standards, and therefore there are no parameters to choose 
because they are already imposed by the standards. 

So, to solve this parameters adjustment problem, the 
SPPDT approach is executed. 

The first step is to place several sensors on the production 
process in order to copy virtually the physical state of its 
components. 

Fig. 10 shows an extract from the virtual representation of 
the production process. 

In addition to that, the DTM-Onto which plays the role of 
interoperability interface between the physical entity and its 
virtual model is enriched with the necessary data for its 
efficient functioning, namely: the product specifications, the 
different blocks of the process, the manufacturing parameters, 
etc. 

 

Fig. 10. An Extract from the Virtual Representation of the Production 

Process. 
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In the following, the rest of the SPPDT approach is 
executed on the production process block by block. 

For the plastic unrolling block, the first step is to execute 
the CBR. To do so, the algorithm for calculating the similarity 
index is applied to the initial product (the raw material: the 
plastic strip).  In our case, the specifications of the plastic strip 
(material, length, width) used for the manufacture of the large 
cups are the same as the small ones, the difference that exists is 
only its thickness, and then: 0 %< SI<100%. This result sends 
us directly to the use of the Digital Twin Reasoning Module. 

This step consists in formalizing a SWRL rule of 
conservation of the volume between the pot and its raw 
material. So: 

Volume (cup) = Volume (PS)  

=> Volume (cup) = Length (PS)*Width (PS)*Thickness (PS) 

=> Thickness (PS) = 
            

                      
 

And thus the formalized rule is the rule S3 of the Table II. 

Fig. 11 shows the plastic strip thickness calculation SWRL 
rule that we encoded in the SWRL tab of Protégé5.0, its results 
and their explication that we generated after running the 
reasoning with the Pellet reasoner. 

The same steps applied on the unrolling block are applied 
on the heating box. The plastic strip introduced into this block 
has the same specifications (material, length and width) as the 
one used for the manufacture of small cups, except its 
thickness which changes, and it is heated to a temperature 
between the fusion limit and the elasticity limit of the polymer. 
Consequently: 0 %< SI<100% and the transition to the DTR 
module is crucial. 

This heating temperature is calculated empirically by the 
following formula: 

        
         

              
             

   

This rule is formalized in SWRL by the rule S2 in the 
Table II, at the DTM-Onto level to automate its calculation. 
Fig. 12 shows the heating temperature calculation rule encoded 
in Protégé 5.0, its results and their explanation. 

After this, the CBR algorithm is executed on the plastic 
forming block. In fact, there have been considerable changes in 
the dimensional and geometric specifications of the new cups 
that will be manufactured, and subsequently: 0 %< SI<100% 
and the transition to DTR is mandatory. 

What validates the proposed approach is that empirically, 
when the same production parameters (notably the same punch 
and the same depth of pass) are kept for the two types of pots, 
certain non-conformities appear in the product. So to solve this 
problem and automate the selection of optimal production 
parameters to use, the DTR is executed. Indeed, three main 
categories of business rules are defined in the SWRL tab: 

 Category 1 (R1-R5 and R9): Formalizes the 
correspondences between the dimensional 
specifications of the punches used and the cups formed. 

 Category 2 (R6-R8): Formalizes the correspondence 
between the geometric specifications of the punches 
used and the cups formed. 

 Category 3 (S1): represents the rule of calculation of the 
depth of descent of the punches. The descent speed 
remains the same. 

TABLE II. BUSINESS RULES PROGRAMMED ON THE ONTOLOGY 

Business rules 

R1: Product (?Y) ^ hasProductDimensionalConstraint_Cd11(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P) 

-> hasPunchDimensionalConstraint_Cd11(?P, ?a) 

R2 : Product(?Y) ^ hasProductDimensionalConstraint_Cd21(?Y, ?a) ^ 

isAssociatedTo_Punch(?Y, ?P)  

-> hasPunchDimensionalConstraint_Cd21(?P, ?a) 

R3 : Product(?Y) ^ hasProductDimensionalConstraint_Cd22(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P) 

 -> hasPunchDimensionalConstraint_Cd22(?P, ?a) 

R4 : Product(?Y) ^ hasProductDimensionalConstraint_Cd23(?Y, ?a) ^ 

isAssociatedTo_Punch(?Y, ?P)  
-> hasPunchDimensionalConstraint_Cd23(?P, ?a) 

R5 : Product(?Y) ^ hasProductDimensionalConstraint_Cd23(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P)  

-> hasPunchDimensionalConstraint_Cd23(?P, ?a) 

R6 : Product(?Y) ^ hasProductGeometricalConstraint_Cg11(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P)  

-> hasPunchGeometricalConstraint_Cg11(?P, ?a) 

R7 : Product(?Y) ^ hasProductGeometricalConstraint_Cg21(?Y, ?a) ^ 

isAssociatedTo_Punch(?Y, ?P)  
-> hasPunchGeometricalConstraint_Cg21(?P, ?a) 

R8 : Product(?Y) ^ hasProductGeometricalConstraint_Cg22(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P) 

 -> hasPunchGeometricalConstraint_Cg22(?P, ?a) 

R9 : Product(?Y) ^ hasProductDimensionalConstraint_Cd31(?Y, ?a) ^ 
isAssociatedTo_Punch(?Y, ?P) 

 -> hasPunchDimensionalConstraint_Cd31(?P, ?a) 

S1 : Product(?q) ^ hasProductDimensionalConstraint_Cd22(?q, ?i) ^ 
Punch(?P)^isAssociatedTo_Punch(?q, ?P)  

-> hasPassingDepth(?P, ?i) 

S2 : Product(?q) ^ hasRawMaterial(?q, ?M) ^ hasFusionTemperature(?M, ?f) 

^ hasElasticLimitTemperature(?M, ?e) ^ swrlb:subtract(?a, ?f, ?e) ^ 
swrlb:multiply(?b, ?a, -0.7) ^ swrlb:add(?c, ?b, ?f) -> 

hasFormingTemperature(?q, ?c) 

S3 : Container( ?q)^ RawMaterial( ?p)^ isConstructedFrom_Plate(?q,?p)^ 
hasVolume_in_mm3 (?q,?V)^ hasLenght_in_mm (?p,?j)^hasWidth_in_mm 

(?p,?w)^ swrlb:multiply(?h,?j,?w)^swrlb:divide(?i,?V,?h) 

 -> hasThickness_in_mm (?q,?i) 
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Fig. 11. The Plastic Strip Thickness Calculation Rule Encoded in Protégé 5.0, its Results and their Explanation. 

 

Fig. 12. The Heating Temperature Calculation Rule Encoded in Protégé 5.0, its Results and their Explanation. 

All these rules, their results and explanations are shown in 
Fig. 13. All these rules, their results and explanations are 
shown in Fig. 13. For instance, the ontology concluded that the 
dimensional constraint Cd31 of the punch is 10.5 mm. 

For the remaining block, i.e. the welding block, the welding 
parameters are kept the same considering that the SI =100% 
(the same manufacturing material). 

From the results obtained, it is clear that the SPPDT 
approach has given very satisfying results and therefore it can 
be validated. 
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Fig. 13. The Plastic Forming Block Rules Encoded in Protégé 5.0, their Results and Explanations. 

VIII. CONCLUSION AND PERSPECTIVES 

In this paper, a new automated artificial intelligence system 
is developed to support decision making for selection of 
production parameters. Its originality lies in the integration, for 
the first time, of three different artificial intelligence tools, 
namely: digital twin, ontologies and case-based reasoning. The 
integration of these tools in a flexible hybrid system allows 
benefiting from the different advantages of each of them. In 
fact, the digital twin allowed us to simulate the production 
processes and their parameters in real time, as well as to 
validate the production parameters on the virtual production 
processes before their physical implementation. On the other 
hand, the use of ontologies allowed us to ensure the 
interoperability between the different elements of the cyber-
physical model of the digital twin, to ensure the expressiveness 
of the treated information and to preserve their semantics. In 
addition to that, ontologies and together with CBR ensured 
reasoning and decision making for the selection of optimal 
production parameters. Differently from previous works which 
always present connection limits between the physical and the 
virtual DT, we have dealt with a double problematic, that of 
reasoning for the optimal choice of the production parameters, 
and that of interoperability via the assurance of the physical-
virtual connection. 

The originality of this work also lies in the efficiency of our 
ontology to be adapted to several domains, through the 
formalization of business rules. 

To illustrate these advantages and the effectiveness of the 
developed SPPDT system, an industrial case study is presented 

at the end of this document. Indeed, the development of this 
study allowed us to select the optimal production parameters of 
the studied process in an automated way. 

As perspectives, it is suggested to enrich the developed 
SPPDT system, in particular its DTM-Onto, by integrating 
other aspects such as the degradation of the equipment, the 
external factors influencing the production, the safety of the 
equipment and the personnel, etc. Another perspective is to 
process and automate the selection of production parameters 
using other artificial intelligence tools. 
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Abstract—Nowadays e-commerce environment plays an 

important role to exchange commodity knowledge between 

consumers commonly with others. Accurately predicting 

customer purchase patterns in the e-commerce market is one of 

the critical applications of data mining. In order to achieve high 

profit in e-commerce, the relationship between customer and 

merchandise are very important. Moreover, many e-commerce 

websites increase rapidly and instantly and competition has 

become just a mouse-click away. That is why the importance of 

staying in the business, and improving the profit needs to 

accurately predict purchase behavior and target their customers 

with personalized services according to their preferences.  In this 

paper, a data mining model has been proposed to enhance the 

accuracy of predicting and to find association rules for frequent 

item sets. Also, K-means clustering algorithm has been used to 

reduce the size of the dataset in order to enhance the runtime for 

the proposed model. The proposed model has used four different 

classifiers which are C4.5, J48, CS-MC4, and MLR. Also, Apriori 

algorithm to provide recommendations for items based on 

previous purchases. The proposed model has been tested on 

Northwind trader’s dataset and the results archives accuracy 

equal 95.2% when the number of clusters were 8. 

Keywords—Apriori PT algorithm; C4.5; CS-MC4; Data 

mining; decision tree; e-commerce; K-means 

I. INTRODUCTION 

The technique of examining data from a different category 
is known as data mining [1]. This data contains important 
information, also in data mining additional knowledge will be 
extracted. Also, it is a helpful strategy for extracting and 
detecting patterns in huge data sets that incorporate methods 
from machine learning, statistics, and database system [2, 3]. 

Nowadays corporate organization is attempting to adopt a 
digital marketing strategy and competitive markets in order to 
gain worldwide commercial benefits. on the other hand, to get 
such competitive advantages, e-commerce businesses must first 
comprehend their customers' sentiments, thoughts, and seasons 
in relation to their products and services [4]. 

Competitive economy and customer repurchasing behavior 
are critical to a company's existence. Deeper marketing tactics 
and managerial decisions can be made with a better grasp of 
customers and their preferences [5]. A typical online retail 
store has thousands of transactions in its database, and it serves 
hundreds, if not thousands, of customers per day. Manipulation 
and processing of this data in various ways to provide a model 
with increased prediction accuracy allow for the extraction of 

novel knowledge that aids in one-to-one marketing, 
personalization, increased sales, and customer retention [6]. 
Network marketing has become a significant marketing 
technique, and as internet technology has advanced, many 
companies have built online stores to give customers 
purchasing materials. Because of the numerous benefits of e-
commerce, the number of people who engage in online trade, 
as well as the volume of transactions, has significantly 
expanded [7]. 

The difficulty in data mining applications is identifying 
valid, relevant, and intelligible information from raw and 
sparse data by mining frequent patterns for knowledge 
discovery [8]. One of the most important applications of data 
mining in the e-commerce sector is accurately anticipating 
client purchase habits because the number of e-commerce 
websites (both customer and merchandise) grows swiftly and 
instantly, and competition is only a mouse click away. To stay 
in business, providers must be able to reliably forecast 
customer buying behavior and target them with customized 
services based on their preferences. 

Machine learning (ML) techniques are one of the most 
techniques that are used as data mining techniques. Also, using 
ML to develop the learner model based on previous 
experiences and get new knowledge when the size of data 
becomes huge. ML has been used in many fields such as 
security [9, 10] medical field, e-commerce field and others. 

  e-Commerce data is referred to as "Big Data" therefore 
dealing with this data to extract the knowledge is considered a 
challenge [11]. In addition to size, using analytical approaches 
and solutions to extract patterns in hidden relationships in order 
to make better decisions and get new knowledge makes it more 
complicated. Furthermore, choosing suitable algorithm to get 
the best pattern and extract the knowledge to improve the 
performance is also not easy. 

The data mining applications have problems in the mining 
of recurrent patterns seeking knowledge discovery in order to 
identify valid, useful and understandable information out of 
raw and sparse data. 

Applying a data mining model to enhance the accuracy of 
prediction in the context of e-commerce and dealing with big 
data to extract the knowledge at a reasonable time is an 
important task.  Also, presenting suggestions for associated 
item set using a prior PT algorithm to help the customer is a 
desirable task. 
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The major contributions in this paper are as follows: 

1) Applying data mining algorithms in such a way to 

provide a model that predicts customers‟ next purchase and 

recommends it to them. 

2) Providing a comparison between different decision tree 

classification algorithms to choose the best classification 

algorithm for a product recommendation system based on a set 

of considered parameters. 

3) Clustering the data to enhance the runtime and using 

Apriori PT association rule algorithm to extract the set of 

items. 

The rest of the paper is organized as follows: Section 2 
presents related works and Section 3 presents data collection 
while Section 4 gives the suggested system framework and 
major contribution. Moreover, the experiment results are 
shown in Section 5, and the conclusion is presented in 
Section 6. 

II. RELATED WORK 

The rise in popularity of social media has ushered in a new 
era for e-commerce, transforming online shopping. Several 
studies have been proposed to enhance the performance for the 
prediction in e-commerce [12]. Also, some of them used to 
predict the customer opinion based on the comments [4]. This 
section presents different classification algorithm that has been 
used in the literature for data miming or for classifying. 

The related data mining algorithm has been presented for e-
commerce but from different perspectives. On the other hand, 
the proposed approaches have differed from the contribution of 
this paper such as the objectives and the datasets and the way 
that the proposed model is designed. This section presents the 
data mining algorithms and how it has been used in the context 
of e-commerce. 

A. K-means 

The k-means algorithm is a data mining technique that 
splits entities into K groups based on attributes or features, 
where K is a positive integer number [13]. In order to group 
data, the sum of squares of distances between data and the 
respective cluster centroid is minimized. K-mean clustering is 
used to organize data into categories. Fig. 1 shows the K-
means algorithm when the number of clusters has been selected 
to be 5. 

 

Fig. 1. Dataset Attributes and Types. 

Anitha and Patil applied the Recency, Frequency and 
Monetary model (RFM) and deploy the principles of dataset 
segmentation using the K-Means Algorithm.  This model 
objective is to employ business intelligence (BI) in recognizing 
potential customers by providing timely data that is relevant to 
the retail industry's business units. The used data was based on 
systematic research and scientific applications in the analysis 
of sales history and consumer purchasing behavior. The data, 
carefully selected and organized as a result of this scientific 
research, not only increase business sales and profits but also 
provides intelligent insights for predicting consumer 
purchasing behavior and related patterns. They also used the 
KMeans clustering algorithm Silhouette Analysis to evaluate 
the clusters by varying the number of clusters. Based on the 
Silhouette Score, they concluded that they could analyze the 
up-to-dateness of the sale, the frequency of the sale, and the 
money of the sale and find the best solution. [14]. 

Mulyawan and et al analyzed the behavior of customer 
shopping by made web shopping. Analyzing and 
comprehending clients purchasing patterns might assist web 
shopping in determining what they are seeking. Based on a 
“transaction” data set, they used Frequency and monetary (FM) 
analysis. They then divided the clients into groups based on 
how frequently they bought, how much they bought, and how 
much the acquired item was worth. They also clustered 
customers based on their transactions using the K-means 
method. The study indicates that the K-means algorithm 
suggestion products were successfully achieved and shown on 
the customer page [15]. 

B. Classification by Decision Tree Induction 

Databases have plenty of interesting hidden information 
that can be intelligently used for decision-making. Decision 
trees are known as classification trees and they are used in 
machine learning due to their ability to handle both discrete 
and continuous data in big databases and their easy 
implementation. 

Redouan ABAKOUY and et al employed a learning model 
for predicting the “clicks” and "conversions" of targeted 
marketing emails. They compared algorithms of regression and 
classification for predicting whether an email sent will be 
opened, clicked, or converted by the intended recipient or not. 
The features gathered from the emails and client profiles were 
used to create the model. They compared categorization 
approaches for predicting whether an email sent to a possible 
recipient will be opened or not. They are the SVMs classifier 
and the C4.5 Decision Tree classifier. In all the cases, the 
Decision Tree classifier results outperform the SVM. [16]. 

For e-commerce logistics businesses to manage enormous 
client bases and develop long-term and profitable connections, 
Luk and et al presented an intelligent customer identification 
model (ICIM). This ICIM comprises a historical view and 
analysis of all existing or potential consumers. That model 
aided in the accurate identification of actual consumer needs, 
as well as the classification of new clients in the future in the 
shortest period possible. The ICIM combines the k-means 
clustering technique and the C4.5 classification algorithm to 
extract important hidden knowledge from both continuous and 
discrete variables [17]. 
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1) C4.5 Decision tree: C4.5 is an improved version of the 

greedy, top-down, recursive, divide-and-conquer ID3 

algorithm; the improvement in the algorithm included its 

ability to handle continuous variables, prune the tree after 

being created and its ability to deal with missing values. C4.5 

rules are then constructed by greedily prune conditions from 

each rule if this decreases its estimated error. 

2) Improved J48 decision tree classification algorithm: 

The J48 algorithm is a well-known machine learning algorithm 

that is based on the J.R. Quilan C4.5 algorithm [18]. In this 

paper, the algorithm is evaluated against C4.5 for verification 

purposes. With this technique, a tree is built to model the 

categorization process using this technique. Once the tree has 

been constructed, it is applied to each tuple in the database, 

yielding categorization for that tuple. 

3) CS-MC4 Decision tree algorithm: The main goal of 

decision tree induction algorithms is to increase accuracy while 

minimizing costs. The m-estimate smoothed probability 

estimation process, which is a generalization of the Laplace 

estimate [19], is used in the cost sensitive decision tree 

algorithm. This approach decreases the expected loss by 

detecting the best prediction within leaves using a 

misclassification cost matrix. 

Table I presents a comparison between different 
approaches that have been proposed for e-commerce. The 
comparisons have been done in terms of the algorithm that is 
used, the datasets and the experiment results. On the other 
hand, in this paper different data mining model has been 
proposed that aims to enhance the prediction in addition to 
apply the prior algorithm to generate a rule for association 
items. 

TABLE I. COMPARISON BETWEEN DIFFERENT DATA MINING 

APPROACHES 

Reference Dataset 
Proposed 

approach 
Results 

[20] 

Amazon DVD 
musical product:- 

.Net Crawler, 9555 

reviews  

Hybrid 

approaches  

Precision: - 0.89, 

Recall: - 0.84,  
F-Measure: - 0.86  

[21] 

Review of cellphone 

& accessories:- 

21600 reviews [22] 

Linear 

support vector 

machine  

Accuracy: - 93.52%  

[11] 
UCI Machine 

Learning Repository. 
Decision Tree Accuracy: - 95%  

[23] Data in [24] 

C4.5 Accuracy: - 86.59%  

Random 

forest 
Accuracy: - 86.78 

C. Apriori PT Association Rule Algorithm 

Yuanzhu and et al present a study that implements the 
Apriori algorithm and C5.0 which are considered as association 
rules; also, decision tree techniques for data mining [25]. It has 
been used to help managers or decision maker people to extract 

knowledge „from‟ and 'about' customers in order to determine 
their preferences, allowing enterprises to develop the correct 
goods and achieve a competitive advantage. 

The findings show that the knowledge-based approach is 
effective, and the returned knowledge is represented as a set of 
rules that can be used to identify relevant patterns for both new 
product development and marketing tactics. 

The original Apriori algorithm was proposed by Agarwal 
and Srikant in 1994 [26]. Apriori is constructed to operate on 
transactional databases; the algorithm determines item sets in 
the database that are subsets of at least one transaction. Apriori 
PT is an enhancement of this algorithm that works well with 
big data by: 

Step 1 - find all frequent elements that have support more 
than the minimum support needed. Step 2 - the set of frequent 
elements to build association rules with a high enough level of 
confidence. 

Pruning -using the fact that any subset of a frequent item 
set should be frequent. 

III. DATA COLLECTION 

The real lifetime large transactional data set from Kaggle to 
test the purposed model. The northwind.mdb sample 
transaction database has been used to test the robustness of the 
proposed model. The dataset passed through preprocessing 
phases to meet the requirements for each selected algorithm 
such as data type conversion from continuous to discrete was 
also handled for prediction purposes. 

Northwind originally consisted of many tables with 
relations between them, each table consists of many details. In 
this paper, processing and understanding the dataset have been 
done. Furthermore, 2155 product sales on 8 product categories 
of 77 different item types for 91 different customers have been 
taken into consideration. Also, the demographic variable such 
models, gender and customer job have been taken. Table II 
presents the dataset details while Fig. 2 contains further dataset 
details. 

TABLE II. CHARACTERISTICS NORTHWIND DATABASES 

Attribute Category Information 

Customer ID Discrete 89 values 

Gender Discrete 2 values 

Customer Job Discrete 12 values 

Order ID Continue - 

Category Name Discrete 8 values 

Product Name Discrete 77 values 

Unit price Continue - 

Quantity Continue - 

Discount Continue - 

Extended Price Continue - 
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Fig. 2. Dataset Attributes and Types. 

IV. SYSTEM FRAMEWORK 

Fig. 3 presents the proposed model which went through a 
group of phases. In the first phase a normalization and 
duplicate removal have been done, then k-means clustering 
was performed in the second phase. In the next phase, the data 
was split into training and testing. Moreover, the modeling 
stage has been built based on four algorithms which are C4.5, 
J48, CS-MC4, and MLR. Also, a prior PT algorithm has been 
applied to get the association rules. 

The proposed system firstly starts by deciding how many K 
clusters need to split the dataset. The centroid or center of these 
clusters has been randomly chosen to start the calculation for 
the whole data.  Moreover, to divide the dataset into clusters 
this will be done based on the distance between each object and 
the centroid to categorize the objects based on the minimum 
distance (closest centroid). Table III presents the characteristics 
of the K-means clustering algorithm and the number of clusters 
that are generated in the proposed model. 

 

Fig. 3. The Proposed Data Mining Model. 
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TABLE III. K-MEANS CLUSTERING PARAMETERS 

Name Description Value 

Distance function 

The distance function 
to use for instances 

comparison. 

Fixed - Euclidean distance 

Number of clusters 
The number of clusters 

to be created. 

Dynamic –  starting with 2 
clusters and finished at 12 

K= 2, 8, 10,12 

Max Iterations 
Set the maximum 

number of iterations. 
Fixed - 500 

Seed 
The random number 

seed to be used. 
Fixed - 10 

In this paper, the dataset has been clustered into different 
clusters which are 2,8,10,12. Furthermore, the maximum 
iteration that is used is 500 while the fixed Euclidean distance 
is used for instances comparison between the records. Also, the 
random number called seed that is used is 10. 

The Euclidean distance or the Manhattan distance is used to 
cluster data when utilizing the K means technique as shown in 
equation 1. If the Manhattan distance is employed, the 
component-wise median rather than the mean is used to 
calculate the centroids [27]. 

 (   )   √∑ (     )
  

               (1) 

Classification's fundamental goal is to accurately anticipate 
the target class for each record. Its training procedure seeks to 
uncover correlations between predictor and target variables. 

Classification algorithms [28, 29] differ in the strategies 
employed to identify these associations, which are further 
summarized in a model then applied to a record (test data) 
where the class label is unknown. 

The modeling stage is built based on four algorithms which 
are C4.5, J48, CS-MC4, and MLR. Each algorithm has been 
applied on the whole clustered dataset, then substituting error 
rates for each. Moreover, unbiased error rate estimation „10 
folds cross-validation was used to evaluate each learning 
algorithm. Table IV presents the parameters that have been 
used by C4.5 algorithm and the splitting ratio for the dataset. 

In the proposed model the weighted total of the error 
estimates for all of the subtree's leaves has been used to get the 
error estimate. The upper bound of the error estimate for a node 
is derived as shown in equation 2, where f represents the error 
on the training data and N is the number of instances covered 
by the leaf. 
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TABLE IV. C4.5 DECISION TREE PARAMETERS 

Minimum Size of Leaves 5 

Confidence level - lower values incur heavier 

pruning 
25% 

Cross Validation 10 folds 

Train-Test 80% (train) 20% (test) 

The parameters for J48 algorithm that have been used in the 
proposed model are presented in Table V. more details about 
these parameters in [30]. The default Number of Folds has 
been used which is 3 and the seed was 1. 

TABLE V. J48 TREE PARAMETERS 

Collapse Tree yes 

Confidence Factor 25% 

Min. No. of Objects 2 

Number of Folds 3 

Seed 1 

Use MDL Correction True 

Unpruned False 

Cross Validation 10 folds 

Subtree Raising True 

Table VI shows the parameters applied to implement 
CSMT4 algorithm. 

TABLE VI. CS-MC4 CLASSIFICATION TREE SUPERVISED PARAMETRS 

Minimum Size of Leaves 5 

Lambda 3 

Cross Validation 10 folds 

In the next step, Apriori PT Christian Borgelt‟s as shown in 
Fig. 4 was applied, which is a highly effective association rule 
generator, it can handle large datasets quickly.  Further 
processing has been done before using Apriori algorithm. The 
processed data consisted of 830 transactions and 77 attributes. 
The "item types” was set to „yes' for each item purchased by 
each transaction and 'no' otherwise. Also, the main support was 
set at 0.1 (10%), the min confidence min as 85%, the max 
cardinal of the item was set as 4 (Max Card Item sets). 

 

Fig. 4. Input Data for Apriori PT Algorithm and Algorithm Pseudocode. 
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The association rules were generated based on the proposed 
model. Here is a sample set of generating rules which are 
related to the attribute number. If attribute 39 and attribute 77 
are combined, then the attribute for 46 should represent the 
product reality-lifetime and unique ids this means if a customer 
purchased item number 39 and item number 77 then item 46 
most probably will be bought.  Thus, the proposed model 
recommends this item to that customer. Finally, to test the 
usability of the proposed model we applied the model to the 
real-life time usability of big Dataset and the model showed 
high robustness. 

One of the strong features of C4.5 algorithm is its ability to 
handle discrete and continuous data types, this feature was 
used and the algorithm was implemented on clustered data, 
with 96.9 % accuracy. 

V. EXPERIMENTS AND RESULTS 

This section presents the experimental results for the 
proposed model. Moreover, each of the above-mentioned 
decision trees is executed for each learning method on the 
whole dataset. After that, we substituted error rates for each, 
then we use unbiased error rate estimation „10 folds cross-
validation‟ to evaluate each learning algorithm. 

A. The Performance Measurement 

In this paper, the accuracy and the error rate have been used 
to measure the performance of the proposed model and 
measure the performance of each classifier. 

1) Accuracy: It is referring to the proportion of valid 

predictions (including true positives and true negatives) among 

the total number of cases analyzed is the accuracy [31]. 

Classified by the classifier as shown in equation 3: 

         
     

           
             (3) 

2) Error-Rate: It's also known as the Misclassification 

rate, and it's calculated as 1-Acc (M), where Acc (M) 

represents M's accuracy, as given in equation. 4: 

             
     

           
            (4) 

Table VII shows the experiment results for all classifiers in 
terms of the accuracy and error rate for each classifier on 
different clusters size. The experiment results have been done 
on the dataset based on clustering it into a different cluster. K-
means algorithm has been used to reduce the size of the dataset 
and enhance the speed and performance of the classifiers.it can 
be noticed that when the size of the cluster was 10 the best 
accuracy has been reached compared with other clusters size. 

Moreover, C4.5 outperforms the other classifiers in terms 
of accuracy in all clusters size. On the other hand, CS-MC4 has 
reached the lowest accuracy compared with the other 
classifiers in all clusters size. 

The results turn out that using 10 clusters gave petter 
results for the C4.5 algorithm that is reach 96.9% accuracy 
while when 8 clusters have been used MLR reach 89%. C4.5 
can handle discrete and continuous data types; it is used this 
strong point feature and implemented the algorithm on 
clustered data. 

When j48 induction tree algorithm has been applied to „10‟ 
k-means clustering dataset the prediction accuracy was 93.8%. 
The testing has been performed in the 10-fold cross validation. 
After that, the results are then used to generate decision rules. 

TABLE VII. THE COMPARISONS BETWEEN DIFFERENT ALGORITHMS FOR DIFFERENT CLUSTERS NUMBERS 

K-MEANS 

#
  
O

F
 

C
L

U
S

T
E

R
S
 

K=2 K=8 K=10 K=12 

A
L

G
O

R
IT

H
M

 

C
4

.5
 

J
4
8
 

C
S
-M

C
4

 

M
L

R
 

C
4

.5
 

J
4
8
 

C
S
-M

C
4

 

M
L

R
 

C
4

.5
 

J
4
8
 

C
S
-M

C
4

 

M
L

R
 

C
4

.5
 

J
4
8
 

C
S
-M

C
4

 

M
L

R
 

A
C

C
U

R
A

C
Y

%
 

86.5 82.4 62.7 70.6 95.2 92.2 81.7 89.3 69.9 93.8 83.4 91 93.1 90 79 87.1 

E
R

R
O

R
 R

A
T

E
 %

 

13.5 17.6 37.3 29.4 5 7.8 18.3 10.7 3.1 6.2 16.6 9 6.9 10 21 12.9 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

427 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 5. The Runtime for the Proposed Model with different Clusters. 

Fig. 5 shows the results for the runtime that is needed when 
the different size of clusters has been used. It can be noticed 
that when the number of clusters increases the runtime is 
increasing. It can be noticed that when the data has clusters into 
any two clusters the runtime that has been taken was 
50msWhile when the number of clusters becomes 12 the 
runtime reached approximately 7 times greater than when the 
data was 2 clusters. 

Table VIII illustrated the size of the decision tree in terms 
of the number of leaves and number of nodes that are generated 
by C4.5 algorithm, J48 algorithm and CS-MC4 algorithm for 
the dataset in terms of the number of nodes and the number of 
leaves. 

TABLE VIII. NUMBER OF NODES AND LEAVES FOR EACH CLASSIFIER 

Algorithm C4.5 J48 CS-MC4 

No. of nodes 35 57 83 

No. of Leaves 18 23 45 

Fig. 6, Fig. 7, Fig. 8 and Fig. 9 represent the accuracy for 
different algorithms based on different cluster sizes.  The 
clusters that have been selected were two, eight, ten and twelve 
respectively.  It can be noticed that when the cluster size was 
10 all classifiers reach a better accuracy compared with other 
cluster sizes. Also, the results for C4.5 algorithm outperforms 
the other algorithms in all cluster size. 

 

Fig. 6. The Accuracy for different Classifiers when k=2. 

 

Fig. 7. The Accuracy for different Classifiers when k=8. 

 

Fig. 8. The Accuracy for different Classifiers when k=10. 

 

Fig. 9. The Accuracy for different Classifiers when k=12. 

VI. CONCLUSION 

In conclusion, this paper achieved higher accuracy for 
predicting in the proposed data mining model. Also, it gives an 
indicator for the suitable size of the clusters that should be 
selected for northwind.mdb. Moreover, the proposed model 
suggests the most association items that are related to each 
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other. It amid to understand the purchase behavior to predict 
customer next purchase based on a set of selected parameters 
when Apriori PT algorithm has been used. On the other hand, 
the proposed model aimed to enhance the prediction for a huge 
database. The experimental results show that J48 and C4.5 
algorithms produce high accuracy measurements compared 
with other algorithms. 

In this paper, Apriori PT is applied for a fast and powerful 
association rules generation in e-commerce customer 
purchasing field. Moreover, data clustering has provided a 
good performance, such as the run time of the proposed model 
or the accuracy. Clustering the dataset does not affect the value 
of the data. Finally, the proposed model achieved 95.2% 
accuracy when the number of clusters was assigned to be 8 for 
C4.5 algorithm. On the other hand, the CS-MC4 algorithm 
achieved the lowest accuracy when the number of clusters was 
2 it reached 62.7%. 
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Abstract—This Heart disease means any condition that affects 

to directly heart. Globally, Heart disease is the main reason for 

death. According to a survey, approximately 17.9 million people 

died from heart disease in 2019 (representing 32 percent of global 

deaths). The number of people dying is increasing at an alarming 

rate every day. So it is necessary to detect and prevent heart 

disease as soon as possible. Medical experts who work inside the 

field of coronary heart sickness can predict the rate of coronary 

heart disorder up to 69%, which is not so useful. Because of the 

invention of various machine learning techniques, intelligent 

machines can predict the chance of heart disease up to 84%, 

which will be helpful to prevent heart disease earlier. In this 

paper, for picking essential characteristics among all features in 

the dataset, the univariate feature selection approach was 

employed. One-of-a-kind machine learning algorithms like K-

Nearest Neighbors, Naive Bayes, Decision Tree, Random Forest, 

Support Vector Machine were used to assess the performance of 

these algorithms and forecast which one performs best. These 

machine learning approaches require less time to predict disease 

with more precision, resulting in the loss of valued lives all 

around the world. 

Keywords—Machine learning; heart disease prediction; KNN; 

Naive Bayes; decision tree; random forest; support vector machine 

I. INTRODUCTION 

Health is considered as a whole state of physical, mental, 
and social well-being where there’s an absence of disease and 
infirmity. Health may be evolved through doing several 
activities like a physical workout, adequate sleep, and using 
utilizing employing through averting unhealthful sports like 
smoking or immoderate stress. Because of carelessness, health 
is being affected by various kinds of diseases. As it is known 
that the human heart is one of the most essential organs in the 
human body [12]. The average human heart beats 72 beats in 
step with a minute and pumps about 2000 gallons of blood to 
each and each part of the human body. But somehow, if the 
heart is affected by several diseases, then it’ll be harmful to the 
human body, and sometimes it’ll cause death also. Nowadays, 
heart disease is increasing at an alarming rate. Medical 
professionals can’t get an accurate result of heart disease 
prediction by following a custom. With the assistance of 
machine learning algorithms, the prediction can be increased 
and many people can get alert about their disease and can also 
take preventive actions before it is too late. With the help of 
machine learning strategies, it’s far feasible to collect 

information from a massive quantity of information and by 
training the dataset, the machine can predict the result. So it 
reduces the extra burden on medical professionals. As in the 
modern world, it can’t be imagined daily lives without 
technology, machine learning has made life easier by 
predicting and providing proper guidelines about disease. By 
using machine learning techniques, millions of lives can be 
saved by predicting disease quickly and providing quicker 
service to the patients. 

A. Problem Statement 

From previous research, it came to know that they 
examined different machine learning techniques. These studies 
concentrated on a specific impact of machine learning 
techniques rather than on their optimization. Some researchers 
experimented with hybrid optimization techniques. The initial 
stage in this effort is to apply a correlation-based feature 
selection method. Among all the attributes of the dataset, only 
the correlated datasets are segmented and this is called the 
feature selection method. It is a preprocessing method of 
machine learning which eliminates irrelevant data and 
increases learning accuracy. To increase classification 
accuracy, the best subset of features is chosen from all of them. 
Different machine learning methods are applied to the entire 
dataset after it has been divided into train and test datasets. 
After the comparison of different algorithms, identify the 
algorithm which performs best for predicting heart disease. 

II. RELATED WORK 

Lots of work has been done in the field of predicting heart 
disease in previous years. They have attained different levels of 
accuracy by applying different machine learning techniques. 
Some of them are given below: 

The identity of coronary heart sickness, diabetes with the 
assistance of neural networks turned into brought by Niti Guru 
[1]. Experiments had been finished on a sampled dataset of 
affected person’s records. The neural network changed into 
educated and tested with 13 input capabilities. The supervised 
set of rules changed into used for the diagnosis of heart 
sickness. The backpropagation algorithm was used for training 
data. Whenever any unfamiliar data was inserted, the process 
identified the unknown data as compared to training data and 
produced a probability of heart disease. 
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Another prediction was introduced by M.Sultana, A.Haider, 
and Mohammad Shorif Uddin [2]. They have illustrated that 
datasets that are available for heart disease are in the form of 
the raw datasets and are inconsistent. They extracted the crucial 
features from the dataset. By using this method, the time 
complexity and work of the training algorithm were reduced 
and the accuracy of the proposed model increased. They have 
worked with Bayes Net and SMO classifiers which are more 
optimal than NLP and KStar. They have collected datasets 
from WEKA software and measured performance by running 
algorithms (Bayes Net and SMO). Then compared the result 
with predictive accuracy, ROC Curve, and ROC Value. 

An optimization of function was performed to acquire 
better accuracy the usage of Decision Tree by M.A.Jabbar, 
B.L. Deekshatu, and P. Chandra [3]. It turned into a method for 
early detection of coronary heart disease. 

K.C.Tan, E.J. Teoh proposed a hybrid method of machine 
learning where Support Vector Machine and Genetic 
Algorithm were combined [4]. The LIBSVM and WEKA facts 
mining tools have been used to investigate the result. They’ve 
used five datasets for this project. After applying the SVM and 
Genetic algorithm, they obtained an accuracy of 84.07%. 

G. Parthiban and S.K. Srivastava diagnosed coronary heart 
sickness in diabetic patients using Naive Bayes and SVM 
algorithms [5]. A record of 500 patients was used to make a 
prediction. After applying both the algorithms, Naive Bayes 
provided an accuracy of 74%, and SVM provided an accuracy 
of 94.60%. 

V. Chaurasia and S. Pal experimented on diverse records 
mining techniques to come across coronary heart disease [6]. 
The WEKA data mining tools were used right here. They used 
Naive Bayes, J48, and bagging for this cause. They took a 
dataset of 76 attributes. Among them, they selected only 11 
attributes to make a prediction. Of the three classification 
algorithms, bagging provided better accuracy to make a 
prediction. 

Fahd Saleh Alotaibi proposed a version comparing among 
5 one of a kind machine learning algorithms [7]. In this 
research, he used Decision Tree, Logistic Regression, Random 
Forest, Naive Bayes, and SVM algorithms. Among them, the 
Decision Tree gave the best accuracy. 

After reviewing the above papers, the main concept in the 
back of the proposed gadget is to make a prediction of heart 
disease primarily based on the given entered facts. For this 
purpose, we’ve used KNN, Naive Bayes, Decision Tree, 
Random Forest, and SVM set of rules primarily based on their 
accuracy. 

III. METHODOLOGY 

Exploring classification techniques and performing 
performance analysis, our suggested model predicts heart 
disease. Our primary goal is to determine whether or not a 
patient has heart disease. The flow chart depicts the full 
procedure, Fig. 1. 

 

Fig. 1. A Model Predicting Heart Disease. 

A. Data Collection and Preprocessing  

The dataset we utilized to predict heart disease is a 16-
attribute dataset containing 4241 patient records. After 
gathering data, dimensionality reduction is used. It entails 
feature extraction and feature selection. The data we've 
collected has several features or dimensions, but not all of them 
are necessary or important in terms of the model's output. A 
huge number of attributes may have an impact on the 
computational complexity, resulting in a poor outcome. 

B. Feature Selection 

This approach selects a subset of the original features. The 
best features are chosen using a univariate feature selection 
method. The main features are chosen using the chi-square 
statistics test. In our project, we first standardized our data and 
then selected the important features. After performing the task, 
the selected attributes decreased from 16 to 6. 

IV. ALGORITHMS AND TECHNIQUES USED 

Because heart disease prediction is a classification or 
clustering problem, it can be reduced to a single classification 
with a small number of attributes. It will be easier to identify 
the correct class as a consequence of this classification 
challenge, and the result will be more accurate than clustering. 
We've spoken about the theoretical context that we employed 
during the experiment in this part. To forecast the best result, 
we applied five different machine learning methods. Based on 
their popularity, the KNN, Naive Bayes, Decision Tree, 
Random Forest, and Support Vector Machine techniques are 
utilized. 

A. K-Nearest Neighbor 

K-Nearest Neighbor rule was introduced by Hodges et al. 
in the year 1951 [8]. He introduced it as a “non-parametric 
technique for pattern classification”. Which is popularly known 
as K-Nearest Neighbor Algorithm. It is a completely effective 
and popularly used classification algorithm. The KNN 
technique may be used for each regression and classification, 
but it is usually applied for classification tasks. When there’s 
less or no prior knowledge approximately information 
distribution, it is then used. This set of rules reveals the k-
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nearest statistics points inside the training set to the 
information point for which a goal value is unavailable. Then it 
assigns the common fee that it has found information factors to 
the new predicted factor. K-NN is certainly a non-parametric 
algorithm, which means that it makes no guesses about the 
underlying records. It's referred to as a lazy learner set of rules 
because it doesn't learn from the training set at once; rather, it 
saves the dataset and performs a motion on it when it comes 
time to categorize it. During the training segment, the KNN 
algorithm just shops the dataset, and while it accepts new 
information, it classifies it into a class that's quite similar to the 
new information [9]. For instance, there are two classes, 
Category A and Category B, and we get some other new 
records factor x1. Which of those categories will this 
information factor suit? A KNN set of rules is needed to solve 
this sort of trouble. We can readily find out the category or 
class of a dataset with the assistance of KNN. 

B. Naive Bayes 

Naive Bayes is an easy classification algorithm that is 
based totally on Bayes’ theorem. It is a collection of 
classification algorithms and thus it is called a family of 
algorithms. Naive Bayes assumes independence between the 
features of the data. It is useful for very large datasets and easy 
to build. It mainly works depending on probability [10]. It 
provides calculation posterior probability P(c|x) from P(c), P(x) 
and P(x|c). The equation that is used to calculate the probability 
is given below: 

P(c|x)=
          

    
 

Or, it can be represented as: 

Posterior Probability=
                                  

                           
 

P(c|x)= P(x1|c)× P(x2|c)× ……… ×P(xn|c) × P(c) 

Here, 

 P(c|x) is the posterior probability of the target class. 

 P(c) is the prior probability of class. 

 P(x|c) is the likelihood which is the probability of 
predictor of the given class. 

 P(x) is the prior probability of the predictor. 

Naive Bayes is easy and fast to estimate the test 
information set's elegance. It's also proper at multi-class 
prediction. About to with concerning numerical input variables, 
it scores well with specific input variables. When the 
expectancy of independence is met, a Naive Bayes classifier 
outperforms different fashions. 

C. Decision Tree 

A Decision Tree is a supervised learning algorithm that is 
normally used in classification troubles. Here, data is 
constantly cut up according to a parameter. It is a tree-
structured classifier where the decision tree is represented as 
decision nodes and leaves. The internal nodes of the decision 
tree denote the features of the dataset, the leaf node denotes the 
output and each branch denotes decision rules. The decision 

tree solves the problems by representing them graphically to 
get all the possible solutions. A decision tree simply continues 
its splitting process by asking a question whether the answer is 
positive or negative. Based on its answer, it cut up the trees 
into subtrees. The basic structure of a decision tree is depicted 
in the Fig. 2. 

 

Fig. 2. Decision Tree. 

When making any decision, decision trees usually mimic 
human thinking ability, which is easy to understand. It also 
uses a tree-like structure for making a decision [11]. The 
entropy of each characteristic is initially calculated by the 
decision tree algorithm. It calculates a feature’s information 
and it is known as information gain. Based on information 
gain, we split the node to make a decision tree. Which 
characteristic has the highest value is split first, according to 
the value of information gain. The formula which it follows is: 

Information gain= Entropy(S) – [(Weighted avg)*Entropy 
(each feature)] 

Here, entropy is the measurement of impurity in a given 
attribute. Entropy can be measured as: 

Entropy(S) = -P(yes)log 2 P(yes) – P(no)log 2 p(no) 

Where, 

S= Total no of samples 

P(yes) = Probability of yes 

P(no) = Probability of no 

Decision trees can generate rules that are simple to 
understand. Classification is achieved via decision trees, which 
do not require a whole lot of computing. Decision trees 
indicate which fields are most relevant for prediction. 

D. Random Forest 

Random Forest may be a widely used supervised machine 
learning technique. It's a type of ensemble learning that's used 
to solve classification and regression problems. It generates 
multiple decision trees and analyzes them for making a 
decision. It is mainly used for classification problems. Random 
Forest algorithm can handle datasets containing continuous and 
categorical variables both. For regression problems, continuous 
variables are employed, while categorical variables are used for 
classification problems. Because it integrates several models, 
Random Forest is an ensemble algorithm. Here, a collection of 
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models is used rather than an individual model to make 
prediction easier. In the Random Forest algorithm, at first, 
some attributes are selected randomly from the data set. Then 
decision trees are constructed separately for each attribute. 
Each decision tree generates individual outputs using the 
decision tree method. And finally based on the maximum value 
of the decision tree, it generates the final output, Fig. 3. 

As in comparison to other algorithms, it takes less time to 
train the dataset. When a massive quantity of the facts is 
missing, it can nevertheless preserve accuracy. It can predict 
output with proper accuracy, and it runs successfully despite a 
large dataset. 

E. Support Vector Machine 

Support Vector Machine is a supervised machine learning 
technique for categorization that analyzes data. It was 
developed by Vladimir Vapnik with colleagues in years 1992, 
1993, 1995, 1997 [13]. Support Vector Machines (SVM) is a 
rapid and reliable classification method that works nicely with 
little amount records. Support Vector Machine is different from 
different classification algorithms because it chooses the 
decision boundary which maximizes the space from the nearest 
data factors. It is suitable for classification problems. The SVM 
algorithm's challenge is to discover a hyperplane in an N-
dimensional space that exactly classifies the data factors. In the 
feature space, the SVM reveals the hyperplane which 
differentiates between the lessons [14]. For an SVM model, the 
data points which are trained, are segregated by a margin that 
belongs to a separate class. Then test data points are mapped 
into the same region to determine which side of the margin 
they will land on, Fig. 4. 

 

Fig. 3. Random Forest. 

 

Fig. 4. Support Vector Machine. 

In situations with a lot of dimensions, SVM works well. 
For the decision functions, several kernel functions can be 
given, as well as unique kernels. It saves memory by using a 
subset of training factors named support vectors in the 
selection feature. 

V. RESULT AND EVALUATION 

We employed five distinct types of classification 
algorithms to predict heart disease in this procedure. After 
preparing the data, we ran it through various categorization 
algorithms to see how well it performed. For heart disease 
prediction, we employed the K-Nearest Neighbors, Naive 
Bayes, Decision Tree, Random Forest, and Support Vector 
Machine algorithms. We evaluated each algorithm's 
performance using accuracy, precision, recall, and f1 score 
values. We learned from our experiment that Naive Bayes 
performed the best of all algorithms, with an accuracy of 83.96 
percent. Support Vector Machine performed admirably, with 
an accuracy of 84.08 percent, practically identical to Naive 
Bayes. Although it has higher accuracy than Naive Bayes, it 
performs poorly in terms of precision, recall, and F1 scores. 
The following “Table I” is a table of our experiment's 
performance measure: 

TABLE I. PERFORMANCE OF VARIOUS ALGORITHMS 

Algorithms Accuracy Precision Recall F1- Score 

KNN 81.13% 76% 81% 78% 

Naive Bayes 83.96% 81% 84% 81% 

Decision Tree 73.70% 74% 74% 74% 

Random Forest 83.02% 76% 83% 78% 

SVM 84.08% 71% 84% 77% 

The performance of different algorithms is also represented 
through a bar chart, which is given in Fig. 5. 

 

Fig. 5. Bar Chart of Performance for different Algorithms. 
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VI. CONCLUSION AND FUTURE WORK 

Machine learning can properly predict and guide treatment 
for heart disease, but models that include social determinants of 
health capture risk and outcomes for a wider range of people. 
A correct prediction of heart disease can save a person's life, 
while an incorrect prediction can be fatal. As can be seen from 
the preceding assertions, there is a lot of potential for applying 
various machine learning algorithms to predict cardiac disease. 
Our research aims to assess the performance of various 
machine learning algorithms and forecast which algorithm 
would perform better in this scenario. We’ve collected raw 
datasets, pre-processed them, and tested them for making a 
prediction. Some algorithms performed best or some 
performed worst in some cases. Naive Bayes performed the 
best accuracy for our dataset. Support Vector Machine 
algorithm also performed well but in comparison to Naive 
Bayes algorithm, its outcome was poor. Here, the Decision tree 
performed poorly in some cases. Random Forest also fared 
well since it used many Decision Trees to overcome the 
problem of overfitting. For our dataset, Naive Bayes performed 
well which can be used for predicting heart disease. By using 
these techniques for detecting heart disease, millions of lives 
can be saved. 

The systems we employed in this work performed well in 
terms of predicting cardiac disease but still, there are some 
limitations in our research including limitation of processing 
power, time limit available for this research. Future research is 
needed to deal with high-dimensional data and overfitting. This 
document can serve as a starting point for learning how to 
anticipate cardiac disease, and it can be expanded to a more 
advanced level. 
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Abstract—The most common complaint about Digital Hearing 

Aids is feedback noise. Many attempts have been undertaken in 

recent years to successfully reduce feedback noise. A wiener 

filter, which calculates the wiener gain using before and after 

filtering SNR, is one technique to reduce background noise. 

Modified Noise Reduction Method (MNRM), a new way for 

reducing feedback noise Reduction, is presented in this work. In 

the Modified Noise Reduction Strategy, the advantages of a 

wiener filter are merged with a decision-directed approach and a 

twin-stage noise suppression technique The Modified Noise 

Reduction method can reduce the noise more successfully, 

according to comprehensive MATLAB programming, 

investigation, and findings analysis. After being modelled in 

MATLAB for seven distinct noise types, the SNR of the two 

architectures is compared. 

Keywords—Digital hearing aid; least mean square value; noise 

reduction method; power spectral density 

I. INTRODUCTION 

The main purposes of DHA is to give frequency dependent 
amplification to persons who are deaf or hard of hearing. The 
DHA may also filter background noise, compress dynamic 
range, and remove feedback because it has an unit for external 
voice processing. Because digital hearing aids require 
frequency dependent amplification, sub band domain signal 
processing is a preferable option. When compared to the block 
transform, the lapped transform produces a bigger rejection of 
side lobes [22]. DFT, DCT, and MLT, AMLT, among others, 
are examples of block transformation techniques, whereas 
MLT, AMLT, and other lapped transformation techniques are 
examples of lapped transformation techniques [17]. 

DHA feedback can be cancelled using the LMS or NLMS 
algorithms. Because the NLMS algorithm has variable step size 
control, it has a better steady state behavior than the LMS 
algorithm. The two solutions proposed outperform Speech 
improvement using a decision-driven approach while retaining 
the decision-driven approach's advantages. The advantages of 
contemporary sub band domain digital hearing aid systems 
were explored by Ashutosh et al (2011) [1,2]. Easy gain 
adjustments in each sub band, very quick convergence of 
adaptive filters, and calculation savings are just a few of the 
benefits. 

In today's sub band domain Digital Hearing Aids, the 
wiener filter is employed to reduce noise [3]. Feedback 
elimination is done using the NLMS approach. NLMS 
algorithm enhances active noise reduction, resulting in more 
consistent gain. To suppress feedback, adaptive filters in 
modern sub band DHA use block transformations like as DFT, 
GDFT. The adaptive filter techniques LMS and NLMS are 
used to eliminate the feedback noise by varying the filter 
coefficients [6]. Error e(n) provides the smallest term, the filter 
co-efficient is thought to be the best The co-efficient of these 
filters are utilised to predict constantly in the forward path and 
cancel the FB path [4,5]. Ear may be harmed if the increased 
speech volume surpasses the upper thresholds of hearing, 
hence DRC should be included in the hearing aid to avoid 
painful listening. Background noise suppression is the basic 
function of speech enhancement in DHA. Hearing aid users 
will benefit from improved unwanted sound suppression 
techniques that will improve performance and provide a more 
pleasant listening experience. 

Multichannel DRC with decoded Digital Frequency 
Warping to eliminate noise, the DFW filter was replaced by an 
all-pass filter.[9] To compensate for hearing loss in digital 
hearing aids, the filter bank channel gains must be changeable 
over a wide dynamic range[10,11].In Biological basic DHA 
contain two channel ,the first channel includes a directional 
unit for receiving the acoustic input signal and providing a 
directional signal; a correlative unit for receiving the 
directional signal and providing a noise reduced signal 
[12,13].Compare to 16 point TAP wiener filter,32 point TAP 
wiener filter cancels 17db noise [14]. A delay-based NLMS 
technique is used to update the two adaptive filters [15,16]. 
Internal and external Acoustic feedback noise reduction using 
DSP Processor. Various technological and acoustic 
modification approaches are available to suppress or lesser 
auditory feedback. [18,19]. The effect of setting a hearing aid's 
gain control to a level just below that required to cause audible 
oscillation was explored [23,24]. Multi-channel compression 
techniques provide a realistic way to transfer speech signals' 
large dynamic range onto the reduced dynamic range of 
hearing-impaired listeners [25]. In DHA to regulate the gain 
value with different frequency and improve the SN [26]. 
Preprocessing filter algorithm used to High SNR with low 
noise speech signal produced in industry environment [27]. 
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Fig. 1. Functional Diagram of Improved Sub Band Domain DHA. 

A Wiener filter is used to reduce noise in most improved 
sub band domain digital hearing aids [7,8]. A block schematic 
of a modern sub band domain DHA is shown in Fig. 1. It 
works with the block transform's created subbands. As input to 
the DHA, the feedback passage signal from the AFB channel is 
combined with the noisy speech. Signal processing is used for 

hearing-impaired correction, noise elimination, AFB 

elimination, and DRC [20,21]. The analysis portion generates 
the appropriate subbands, which are then reproduced in the 
synthesis section. 

This paper's structure is as follows: The first section 
contains a brief introduction. The Modified Subband Domain 
Digital Hearing Aid is shown in Section II. Sections A and B 
detail the Wiener Filter and MNRM algorithms. Section III 
concludes with the results, debates, and conclusions. 

II. TRADITIONAL WIENER APPROACH 

The Wiener filter is a well-known signal augmentation 
method that has been applied to a variety of applications. The 
Wiener filter's basic concept is to separate noise eliminated 
original speech from the noise mixed speech. Approximation is 
made by minimising the Mean. MSE between the desired 
signal S(n) and the error signal e(n). As a result of this 
optimization's frequency domain solution, the following filter 
transfer function is obtained. 

 ( )  
   ( )

   ( )      ( ) 
             (1) 

Ps(W) – PSD of noiseless speech and Pv(W) -PSD of noise 
added Speech. 

The SNR is defined as follows by [13]: 

 ( )  
   ( )

    ( ) 
              (2) 

H ( ) can be Expressed in wiener Filter as follows: 

H ( )   [   
 

                     
]
  

            (3) 

The Wiener filter has the disadvantage of having a constant 
frequency measures at every frequency and requiring 
calculation of the clean signal and noise power spectral density 
before filtering. This section shows how to create an AWF that 
uses the changing local statistics of the speech signal. The 
proposed technique is depicted in Fig. 1 as a block diagram. In 
this procedure, the expected mean value of speech signal µx 
and Var     

  are employed With a variance of   , the added 
noise v(n) is said to have    =0 and a white nature. As a result, 
we may take the Power Spectrum    ( ) as follows: 

   ( )    
               (4) 

A brief part of a voice transmission in which the input x(n) 
is regarded stationary. 

x(n) =    +     ( )             (5) 

The Mean    and SD of    are represented by, A noise 
with a unit variance is called a unit variance noise   (n)The 
Wiener filter transfers inside this tiny section of speech. The 
following functions can be used to approximate the function: 

 ( )  
   ( )

   ( )      ( ) 
 = 

  
 

  
     

  
            (6) 

Eq. (12) may be used to compute the Wiener filter's 
impulse response because H ( ) is constant for this little 
portion of speech: 

 ( )  
  
 

  
     

  
 ( )             (7) 

Eq. (13) can be used to represent the improved voice signal 
s(n) in this local field. 

 ̂(n)=    + (x(n) -   ) * 
  
 

  
     

  
 ( )           (8) 

=    + 
  
 

  
     

  
( ( )      )             (9) 

We can say: if we update    

 ̂(n)=    + 
  
 

  
     

  
( ( )      ( ))          (10) 
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Eq. (10) modifies the mean    (n) and (x(n)      (n)) 
independently from section to section before combining the 
results. The result signal s(n) will be predominantly owing to 
x(n) if   

  is significantly larger than   
 , and x(n) cannot be 

changed. When   
  is less than   

 , the filtering effect is 
applied. When    is zero, you'll notice that    is the same as 
  . As a result, we may calculate   ( ) in Eq. (11) using x(n) 
by. 

  ̂(n) =  ̂(n) =
 

    
 ∑   ( )   
               (11) 

  
  (n)={

  
  ( )     

  ( )      
  ( )     

  ( ) 
            

        (12) 

(2M + 1) samples were used in the estimation in the brief 
part. We need to calculate the speech by. 

   
  =   

  -   
             (13) 

calculate the signal variance   
  as follows from x(n): 

  
  (n)= 

 

    
 ∑ (  ( )     ̂( ))

    
              (14) 

A. Conventional Noise Suppression Technique using Wiener 

Filter 

This filter is used to reduce background noise. Wiener filter 
reduces noise by increasing the gain by the noisy voice input. 
The operations involved in wiener filtering noise reduction are 
depicted in Fig. 2. A noisy speech signal is fed into the Wiener 
filter, which separates it into N frames. FFT is used to convert 
time domain to frequency domain output. To achieve the high 
throughput and reduce the area instead of conventional FFT 
R2

2
SDF FFT is proposed in this work. PSD is calculated using 

noise characteristics. The initial silent area is used to calculate 
the noise characteristics of voice communications. The wiener 
gain is increased by the noisy voice signal in the frequency 
nature after it has been calculated. 

The overall gain of the noisy voice signal is reduced to 
achieve noise reduction. Because the short temporal energy of 
a noisy signal is smaller than that of a speech signal, the noise 
signal is suppressed even after the noise suppressed speech 
signal is enhanced. Linear Filtering can be achieved by using 
Overlap Add Method. 

Overlap Add Method (Linear Filtering) 

Steps to compute overlap add: 

 Use either SI (MKS) or CGS as primary units. (SI units 
are encouraged.) English units may be used as 
secondary units (in parentheses). An exception would 
be the use of English units as identifiers in trade, such 
as “3.5-inch disk drive”. 

 Divide the long sequence signal into L-length small 
sequence. 

 Insert zeros into this small sequence, increasing the size 
of the new sequence to m + n, since m +n = 2

n
. 

 Calculate the FFT of the full sequence, including the 
padding zeros. 

 To resynthesize the signal, utilise IFFT and overlapping 
and adding the result. 

B. Proposed Modified Noise Reduction Method (MNRM) 

The modified noise reduction method operates in the 
frequency field and combines the qualities of a Wiener filter 
based on a decision-directed approach with a twin-stage noise 
suppression technique Fig. 3 depicts the activities involved in 
the Modified Noise Reduction Method (MNRM) for digital 
hearing aids. A noisy speech signal is fed into the INST filter, 
which separates it into N frames. FFT is used to convert time 
domain to frequency domain output. To achieve the high 
throughput and reduce the area instead of conventional FFT 
R2

2
SDF FFT is proposed in this work. Noise characteristics are 

calculated from the first few frames. PSD is calculated using 
noise characteristics. The initial gain is determined in the same 
way as the Wiener filter gain after the pre and Post SNRs have 
been calculated. The cost of the MNRM is minimised by 
treating the posteriori and priory signal to noise ratio as the 
wiener filter gain, because the DHA must be operated in real 
time. N frames are created from the signal. 

Because the MNRM's computing complexity is comparable 
to that of the wiener filter for noise removal, the proposed 
MNRM method can operate in real time, providing a better and 
more comfortable listening experience for hearing impaired 
people. 

 

Fig. 2. Noise Reduction by Wiener Filter in DHA. 
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Fig. 3. Modified Noise Reduction Method in DHA. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

In MATLAB, we replicated a modern DHA with sub band 
domain with Compensation for hearing loss, DRC, noise 
reduction, and feedback cancellation for comparison. Four sub 
bands (S1) and eight sub bands (S2) are used in the two sets of 
SP in the sub band field. The research was undertaken 
performed on a variety of background noisy voice signals from 
the NOIZEUS database. The signals used to calculate the test 
signals the DHA performance are 8 sets of noisy speech sounds 
at varying SNRs such as 0dB, 5dB, 10dB, and 15dB. Fig. 6 
depicts the performance of MNRM and wiener filtering 
approaches for noise suppression in DHA applications. We 
tried two ways using the identical type of loud voice signals for 
both methods for the sake of performance testing. 

Fig. 4 shows the noise elimination of wiener filtering. Left 
side represents Time domain signal for clean speech, Noisy 
speech with street Noise and Enhanced Speech using Wiener 
and right side represent the Spectrogram for Clear, Noisy and 
Enhanced speech using Wiener. Fig. 5 shows the noise 
elimination of MNRM filter. Left side represents Time domain 
signal for clean speech, Noisy speech with street Noise and 
Enhanced Speech using MNRM and right side represent the 
Spectrogram for Clear, Noisy and Enhanced speech using 
MNRM filter. The evaluation of the result is computed by 
adding the absolute amplitude of the improved voice signal at 
the outcomes of the DHA. The figure's analysis in some trails, 
Fig. 6 reveals that the MNRM has a slight advantage over the 
wiener filter in terms of noise suppression. 

The SNR obtained with various Ambient noises is 

compared for both approaches are shown in Table I. 

 

Fig. 4. Left Side represents Time Domain Signal for Clean Speech, Noisy Speech with Street Noise and Enhanced Speech using Wiener and Right Side represent 

the Spectrogram for Clear, Noisy and Enhanced Speech using Wiener. 
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Fig. 5. Left Side represents Time Domain Signal for Clean Speech, Noisy Speech with Street Noise and Enhanced Speech using MNRM and Right Side represent 

the Spectrogram for Clear, Noisy and Enhanced Speech using MNRM. 

 

Fig. 6. SNR Comparison of Wiener and MNST Filters. 

TABLE I. COMPARING SNR OF WIENER FILTERING AND MNRM 

Various Ambient noises SNR by existing Wiener Filtering (db) SNR by proposed MNRM (db) 

Exhibition 19.234 22.345 

Airport noise 21.345 23.456 

Car noise 23.345 25.345 

Restaurant noise 21.267 23.234 

Street Noise 22.145 24.456 

Babble Noise 21.134 23.456 
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IV. CONCLUSION 

This research developed a novel approach for suppressing 
background noise in DHA via signal processing. In Matlab 
simulations, the performance of MNRM is compared to that of 
the wiener filter. In this work concluded with seven different 
Ambient noises (Exhibition, Airport, Car, Restaurant, Street, 
Babble) compare with Wiener and MNRM filters. Based on the 
comparison these two filters for the SNR ratio for those 
different noises increased with our proposed model of MNST 
filter. Approximately 14 to 15 % of SNR ratio increased by 
using with proposed model. The MNST can be employed in 
modern subband domain DHA for noise reduction, as shown in 
Matlab. The user of hearing aids will benefit from this, with a 
better and more comfortable listening experience. 
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Abstract—MANET, a self-organizing, infrastructure-less, 

wireless network is a fast-growing technology in day-to-day life. 

There is a rapid growth in the area of mobile computing due to 

the extent of economical and huge availability of wireless devices 

which leads to the extensive analysis of the mobile ad-hoc 

network. It consists of the collection of wireless dynamic nodes. 

Due to this dynamic nature, the routing of packets in the 

MANET is a complex one. The integration of distributed hash 

table (DHT) in MANET is performed to enhance the overlay of 

routing. The node status updating in the centralized hash table 

creates the storage overhead. The bloom filter is a data structure 

that is a space-effective randomized one but it allows the false-

positive rates. However, this can be able to compensate for the 

issue of storage overhead in DHT (Distributed hash table). 

Hence, to overcome the storage overhead occurring in DHT, and 

reduce the false positives, the Bloom's filter is integrated with the 

DHT initially. Furthermore, the link stability is measured by the 

distance among mobile nodes. The optimal node selection should 

be done for the transmission of packets which is the lacking 

factor. If it fails to select the optimal path then the removal of 

malicious nodes may lead to the unwanted entry of nodes into the 

other clustering groups. Therefore, to solve this problem, the 

bloom's filter is modified for enhancing the link stability. The 

novelty of this proposed work is the integration of Bloom's filter 

with the Distributed Hash Table which provides good security on 

transmission data by removing false-positive errors and storage 

overhead. 

Keywords—Mobile ad hoc network (MANET); distributed hash 

table (DHT); bloom’s filter; link stability 

I. INTRODUCTION 

At present, Wireless communication shows a dynamic role 
in day-to-day life which leads to substantial growth in the 
mobile ad-hoc network (MANET). The MANETs are most 
commonly used in the area of military services, emergency 
services, sensing and gaming, education, the personal area 
network, and so on. It yields the benefits of centralized 
management of security, scalability, and good connectivity. It 
is the collection of various wireless dynamic nodes. Routing is 
the most significant method in the mobile ad-hoc network. The 
nodes that were present in the mobile ad-hoc network will 
perform the function of the router for transmitting the packets. 
Generally, the communication of the packet is done without 
any priory fixed network structure. Due to the dynamic nature 

of the mobile ad-hoc network, the routing of packets will be a 
complex one. 

MANET is a kind of network with rapidly changing 
topology and are having a huge span with the capacity to 
connect hundreds [1] and thousands of nodes. The important 
feature of the mobile ad-hoc network is to identify the optimal 
path for the transmission of packets between the nodes. The 
nodes present in the mobile ad-hoc network are moving freely 
which affects its fixed infrastructure, hence it is necessary to 
introduce a dynamic network behavior. 

The minimization of the network traffic is a significant part 
of constructing a MANET. For this, [2] a better QoS is 
essential to face this demand. Various mismatches [3] were 
identified in the construction of distributed hash tables like 
traffic overhead, high path stretching ratio, and long route. 
Also, in the traditional distributed hash table (DHT), each node 
of DHT will be proficient of maintain its table for the routing 
process. It also contains a list of communication links that are 
to be taken place without any awareness regarding the nodes of 
neighbor. The overlay of routing should be improved by 
integrating the distributed hash table with MANET. 

The bloom filter is the randomized space-efficient structure 
of data for representing the [4] queries of support members. 
Conversely, the bloom filter is capable of allowing false 
positives. They are becoming very popular in the application of 
networks because of their concise size. The space-saving 
provided by this bloom filter will compensate for the issue of 
error occurrence probability. 

Therefore, it is necessary to shrink the storage overhead 
and to diminish the false-positive rates of both the DHT and 
Bloom filters. 

A. Problem Identification 

The following problems are identified in the existing 
methodologies: 

 The uncertainty of the route prediction is created due to 
the dynamic nature of the mobile nodes. 

 The fault tolerance service is one of the major disputes 
in the MANET environment, provision of the optimal 
solution for this problem is necessary. 
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 Generally, link stability is restrained by the distance 
between the mobile nodes. But it fails to choose the 
optimal node for the transmission of data without the 
consideration of speed, mobility, and the direction of 
mobility. 

 Removal of malicious nodes will cause the nodes to 
enter into the other clustering groups. 

In the proposed system, the hash table is combined with the 
bloom filter and the modification of the bloom filter is done for 
resolving the issues of storage overhead, false-positive errors 
and to improve the link stability. 

B. Objectives 

The main intention of this proposed system is as follows: 

 To reduce the false-positive rates by combining the 
blooms filter with DHT. 

 To enhance the link stability equation for computing the 
optimal routing path through modifying bloom's filter 
approach. 

 The attacker and position possibility is included for 
improving the link stability. 

 To maintain the centralized hash table with the bloom's 
filter. 

The remaining portion of this paper is schematized as 
follows: Section II demonstrates the conventional works 
associated with the DHT, Bloom's filter for MANET in the 
wireless sensor networks. Section III illuminates the proposed 
(DHT-MBF) a novel distributed hash table integrated with the 
modified bloom filter. Section IV exhibits the performance 
study of the proposed mechanism and in conclusion, Section V 
concludes the proposed work. 

II. RELATED WORK 

This section deliberates the literature review of the routing 
protocols in MANET. 

A Review was made on the routing protocols of the 
MANET in which the range of available routing protocols are 
discussed with their functionalities [5] which varies from 
protocols of early-stage to advanced protocols. It mainly 
focuses on developing and enhancing the MANET routing by 
Perkins. In general, ad-hoc networks offer a good potential in 
the circumstance at which access to the internet was not a chief 
requirement. Thus the evolution was made on the AODV 
protocol on analyzing the work depending upon the Multicast 
Ad-hoc on-demand Distance vector. However, this work needs 
some analysis on mobility-aware routing, Hierarchical routing, 
reliability-focused routing, and power-aware routing. 

A survey was made on the distributed Hash table-
dependent routing and the management [6] of data at the 
wireless sensor networks. The combination of the hash table 
over the wireless sensor network was made to manage the 
independent location of data and the identification of nodes. 
Various existing Hash table-based routing and the management 
of data protocols were described with their categories. 
Moreover, the detection of asymmetric link, bootstrapping and 

sensor dynamism was deliberated rarely which needs further 
analysis. 

The analysis was made on the problems that were 
challenging in the mismatch among [7] resilience of overlay 
structure protocols and the physical networks. To overwhelm 
the difficulties of delay in average file discovery relay, the 
overhead of routing, high rate of average path-stretch, 
increased false-negative ratio, a distributed algorithm for 
exploiting the overlay and computing the subsequent logical 
identifier of the peer as defined in this work. However, there 
were some limitations like user anonymity, P2P partitioning of 
the network, load balancing, and free-riding issues. 

The exploitation of 3-D structure was [8] made in MANET 
for the scalable routing is performed for avoiding the mismatch 
among the structure of logical identifier and the physical 
networks. This in turn preserves the issue of traffic overheads, 
the ratio of high path-stretch, and long routes. The approach of 
3-D LIS was presented for managing the multi-paths at a 
destination node. The limitation of this work was Network 
merging and network partitioning. 

A different methodology for the detection of service for 
MANETs was presented in which the protocols [9] of the 
service discovery efforts to overwhelm the incapability to 
abode the assets located at the network in which the node 
identity, its preceding knowledge, and also its ability is not 
accessible. The cross-layer approaches for the identification of 
service in MANET have been obtained to improve the 
procedure of discovery by the direct incorporation of the 
routing protocols. The novel service-oriented protocol for 
routing in MANETs was defined in this work. This method has 
improved success rates in relation to discovery and the 
throughput application in the densities of higher nodes. 

An approach for maximizing the hash table throughput [10] 
at the network devices by combining the SRAM/DRAM 
Memory was performed. The Hash table is capable of forming 
a core component of a huge number of algorithms and network 
devices. It always requires a joint memory model as of its size 
at which some elements were kept in the slow memory and 
others were capable of storing in fast memory. The impacts of 
the memory speed difference with the choice of parameters 
were evaluated and the performances were traced. The 
employment of multiple-choice hashing was performed with 
the aid of combined memory. However, there were some 
limitations of this approach. 

A QoS routing protocol depending on the link-state was 
presented which was established on the stability [11] of 
association for the mobile ad-hoc network. This approach was 
established to conserve the sustainable and stable path among 
the entire sets of nodes at a mobile ad-hoc network. The 
stability function was utilized as the main path for the selection 
criteria which was established on the degree of mobility in a 
node relation and its neighbor. For electing the constant and 
defensible MPR nodes and topologies this approach would be 
applied. The recompilation of MPR and routing tables were 
reduced by this mechanism. However, the metrics like packet 
loss and response time would be assured by applying this 
technique. Moreover, this approach needs some improvement 
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by integrating with the other protocols of routing like DSR and 
AODV by executing in the real-time application. 

An effectual and accessible dual region-based management 
of mobility for the mobile [12] ad-hoc network was presented 
for attaining the management of the location of nodes at the ad-
hoc network. However, there were not at all selfish nodes or 
malicious nodes at the MANET for disrupting the management 
of mobility. Hence, it was necessary to investigate the 
management of trust protocols to choose the trustworthy nodes 
by enhancing the activity of dual-region management of 
location in the MANETs. 

The routing technique was the most stimulating one in the 
mobile ad-hoc network [13] for its dynamic topology. There 
exist several types of routing protocols that are quite complex 
to identify the suitable routing protocols to the circumstances 
of the network. This paper provides the depiction of various 
routing protocols and the difference among them. The features 
of the MANET network were categorized as follows: the 
communication was through the wireless type, the functions of 
hosts and routers were done by the nodes, and also it was a 
bandwidth-constrained one, and so on. However, there were 
some limitations in different routing protocols which was 
complex to select various routing protocols along with the 
situations. Hence, it was necessary to face these contests for 
future widespread use. 

An efficient addressing [14] protocol for the auto-
configuration of nodes at the ad-hoc networks was presented. 
The lightweight protocol for the configuration of the mobile 
ad-hoc network depends on the databases that were stored on 
the distributed address. From this approach, it was revealed 
that the address collisions were solved thereby reducing the 
control traffic on comparing traditional methodologies. The 
bloom filter was utilized in this approach. This approach was 
simple and diminishes the delay. However, there were some 
limitations in this kind of network. 

A scheme of [15] congestion control in the case of a 
heterogeneous wireless ad-hoc network by using the self-adjust 
hybrid model was presented. The prediction of this 
heterogeneous wireless ad-hoc network was a complex one 
because of the occurrence of resource nodes in the distributed 
surroundings. The bloom filter was utilized for minimizing the 
error prediction which in turn reduces the fluctuations of load. 
The execution time was also increased. Anyhow this approach 
needs some improvement. 

By using the [16] hierarchical bloom filter, the scalable 
content-based routing was presented for enabling the sharing, 
storing, and searching of information in the VANET. It offers a 
low rate of latency, ability to tackle mobility. This in turn 
offers a high completion rate as a result of the utilization of 
bloom's filter. 

The addressing of [17] node replication was described and 
a different distributed hierarchical mechanism was introduced 
for the identification of node replication with the aid of the 
bloom filter approach. This provides an energy-efficient 
system in wireless networks. Moreover, this mechanism fails to 
validate the blooms filter through witnesses and in turn attain 
similar outcomes through identification. 

The classification approach of the multi-label by using a 
large number of labels was [18] presented for the reduction of 
dimensional binary vectors. This scheme was robust to the 
inference complexity, sublinear training. The attitude was 
centered on the bloom filters mechanism. The computational 
difficulty was the shortcoming of this mechanism. 

The optimization of traffic [19] in P2P centered on the 
congestion distance and DHT was stated which has been a 
major influence on the network of bearer type. The utilization 
of bandwidth networks has become a major problem for the 
user. The information collectors were assembled to the 
distributed hash table by the realization of information 
collectors and flow controllers. Therefore, by this scheme, the 
inter-autonomous system was reduced and the network traffic 
was diminished. To enhance the network traffic, this 
mechanism could be used by the other distributed system. 

Abbas et al proposed a routing scheme [20] for limited 
configured devices. They uses on demand Ad-hoc distance 
vector algorithm for deriving the shortest path to the 
destination. Their model is validated in a simulated 
environment in Karachi and the experimental results claims 
that the performance is enhanced with minimal packet drops 
and constant throughput during the communication process. 
End-end communication delay is comparatively more which is 
a major drawback in their model. 

Srilakshmi et al proposed a secure hybrid model for 
multipath routing [21] in the MANET. This work uses genetic 
algorithm with hill climbing which provides the optimal path. 
It uses prediction mechanism to choose the trust worth cluster 
heads and chooses alternate paths to reach the destination. It 
uses optimal energy for processing and is free from selective 
packet dropping attack. 

III. PROPOSED WORK 

This section deliberates the proposed method used for the 
enhancement of link stability for computing the optimal 
routing path on modifying Bloom's filter. The integration of 
Bloom's filter with the Distributed Hash Table is performed to 
reduce the storage overhead and occurrence of false positives. 

Fig. 1 describes the overall flow of the prosed system in 
which the ID-based public key is generated and neighbor nodes 
are discovered. After sharing the public key, the hash table is 
generated. Then the bloom filter sends and receives the 
message after the discovery of nodes and updating of the 
distributed hash table. The received hash value must be 
verified in the DHT. If it does not match the condition then it is 
considered as the malicious node in the blocked list or else the 
data communication is performed for analyzing the link. 

A. Network Formation Module 

In the network module formation, the generation of ID-
based public keys is carried out initially. The mobile nodes in 
the network will dynamically set a path temporarily to transmit 
the packet within them. 

The discovery of neighborhood nodes is performed after 
the public key generation which in turn shares the public key to 
the neighborhood node. In MANET, the nodes are responsible 
for selecting the subset of the neighbor nodes to transmit the 
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packet with minimum overhead. The development of a key 
management approach should be provided for the need to 
manage the routing table. 

B. Generation of Hash Table 

According to the ID-based public key that was created, the 
hash table H is generated. After that, the discovery of the route 
is carried out. The nodes that are located within one another's 
range will be communicated directly. The nodes that were 
located outside the ranges will be communicated through the 
other nodes for relaying the messages which should be 
performed with the routing protocols. Then the hash table is 
being updated for sending the message among nodes. The 
distributed hash table is updated according to the discovery of 
the route. The message that is to be transmitted should be 
coded or updated in the distributed hash table for security. 

The routing of packets in MANET is a complex one 
because of its dynamic nature. Thus to improve the overlay of 
routing, the distributed hash table is integrated with the 
MANET. Each node in the traditional DHT maintains its 
routing table along with a list of links that are to be established 
for communication. Since they are unidirectional links it may 
unaware of neighbor nodes. From the neighbor list, the node 
chooses the routing path. The node status will be updated in the 
centralized portion of the hash table. This may lead to the 
storage overhead in the distributed hash table. It is necessary to 
reduce the storage overhead by integrating the bloom filter. 

 

Fig. 1. Flow of the Proposed System. 

The generation of the hash table was made by using node 
ID. The location and node ID are broadcasted and then the 
neighbor length is identified. The route is discovered by 
considering the source and destination id. The node should be 
sent by checking the path that is to be transmitted. This could 
be found using the own id of each node. For the next time of 
transmission, the packet should be transmitted through another 
hop. So the identification of hop is made to check if it is not the 
same hop through which the packet is already sent. Finally, the 
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C. Bloom’s Filter 

The data or message will be transmitted after the updating 
of the message in the distributed hash table. The message is 
transmitted with the help of the bloom list and is received with 
the same bloom filter. A bloom's filter is a randomized space-
efficient structure of data for representing the set and 
supporting membership queries. However, it may allow some 
false positives they may capable of offering some space-
efficient environment which compensates for the storage 
overhead occurring in DHT (Distributed hash table). 

Bloom filters offer a tool for the identification of member 
set function which may include N number of array bits and 
various hash functions of K. On installing the element, then the 
system is capable of sending an element to the various hash 
functions K and also sets the bits in an array by using the 
output values of the hash function. The system will check array 
bits that are corresponding to the hash function output values 
once the identification of the membership status of the element 
is set. After, the setting of all array bits to the respective hash 
function output values, then the system estimates the element 
as a member of all sets. 

D. Data Transmission 

After, the transmission of the message by bloom filter the 
verification is done in the received hash table to that of the 
DHT to check whether the sent and received messages are 
correctly matched. If this condition is satisfied then the verified 
node is added in the entry table of routing. If it fails to verify 
the condition, then it will be added in the blocked list as a 
misbehaved node which is then re-verified. 

Finally, the data communication is initiated and the link 
stability is analyzed. Generally, link stability is measured by 
estimating the distance among the mobile nodes. The 
establishment of the connection is affected by the occurrence 
of a removed malicious node in another cluster. Link stability 
needs an optimal path for routing during the transmission of 
data. Depending on the real-time application, optimal path 
identification is an important process. To enhance the link 
stability, bloom's filter is modified. Hence, for the selection of 
optimal nodes, the reduction of false-positive rates and storage 
overhead is considered as a significant part. 

Therefore, the integration of the bloom filter with the 
distributed hash table is much important to compute the 
optimal path, the reduction of storage overhead, and false-
positive rates. This is considered an effective solution. 

IV. PERFORMANCE ANALYSIS 

The performance analysis is described in this section by 
using the performance metrics like accuracy, delay, 
throughput, reliability, redundancy, average message overhead, 
and code rate. 

A. Simulation Analysis 

The simulation outcomes are analyzed by using the NS2 
simulator. NS2 has turned into the most extensively used open-
source network simulator, and one of the most commonly used 
network simulators. The simulation parameters are represented 
in the Table I provided here. 

TABLE I. SIMULATION PARAMETERS 

Parameters Values 

Number of nodes 100 

Topology size 2500 X 1000 m2 

Maximum Packet in Interface Queue 100bits 

Data aggregation energy 5nJ/bit/signal 

Protocol AODV  

Duration of round 20 s 

Initial energy 100 J 

Idle Power 0.1 J 

Received Power 0.0645 J 

Transmit Power 1.5 J 

Sleep Power 0.01 J 

Duration Time 99.001 ms 

Channel Type Wireless Channel 

Radio Propagation Mode Two Ray Ground 

Antenna Model Omni Antenna 

Interface Queue Type Queue/DropTail/PriQueue 

Network Interface Type Phy/WirelessPhy  

MAC Type Mac/802_11 

B. Performance Analysis 

This section provides the performance evidence of the 
proposed system about the performance metrics like packet 
delivery ratio, throughput, redundancy, code rate, total number 
of control packets, most reliable received bits, and the data 
packets that are sent. 

1) Throughput: The number of data packets (measured in 

bits) that are directed over the total period of simulation is 

referred to as the throughput. It is also well-defined as the 

number of valuable bits to the per unit time progressed by the 

network to a definite destination from a certain source without 

considering the overhead and data packets that are transmitted. 

The throughput can be stated mathematically as follows: 

           
                            (    )

                (    )
          (1) 

The simulation results are analyzed by simulation time vs 
throughput for both existing and proposed systems in Table II 
and Fig. 2 which specifies that the proposed system gives more 
throughput than the existing system. 

TABLE II. SIMULATION TIME VS THROUGHPUT 

Simulation time 
Throughput of existing 
system 

Throughput of the 
proposed system 

5 350 379 

10 379 394 

15 395 413 

20 426 452 

25 489 502 
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Fig. 2. Simulation Time vs Throughput. 

2) Packet Delivery Ratio (PDR): The ratio of the sum of 

the packets that are received by the destination to the sum of 

packets that are generated is well-defined as the packet 

delivery ratio. In other disputes, it is the ratio of the number of 

data packets received by the receiver to the number of data 

packets transferred by the source. This can be stated as follows: 

    
                                          

                                      
          (2) 

The simulation results are performed for simulation time vs 
packet delivery ratio in Table III and Fig. 3 which shows that 
the proposed system is offering high rate of packet delivery 
ratio than the existing system. 

3) Average end-to-end delay: The average amount of time 

taken by the packet to reach the client node from the server 

node is known as the end-to-end delay of the packet. This can 

be stated as follows: 

      
                      

               
            (3) 

The simulation outcome of the delay is provided for both 
existing and proposed systems in Table IV and Fig. 4. The 
delay of the proposed system increases regarding time. 

TABLE III. SIMULATION TIME VS PACKET DELIVERY RATIO 

Simulation time 
Packet Delivery Ratio 

of the existing system 

Packet Delivery Ratio 

of the proposed system 

5 17 20 

10 28 39 

15 45 57 

20 64 78 

25 88 95 

 

Fig. 3. Simulation Time vs Packet Delivery Ratio. 

TABLE IV. SIMULATION TIME VS DELAY 

Simulation time 
Delay of existing 
system 

Delay of the proposed 
system 

5 73 97 

10 174 194 

15 245 295 

20 366 399 

25 468 559 

 

Fig. 4. Average End-to-End Delay vs Simulation Time. 

4) Transmission time: The time is taken between the 

beginnings of transmission till the termination of message or 

packet transmission is termed as the transmission time. It is the 

ratio of packet size and the bit rate and can be expressed as 

follows: 

                  
           

        
            (4) 
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The simulation outcome of the code rate is provided for 
both existing and proposed systems in Table V and Fig. 5. The 
transmission time of the proposed system increases regarding 
time. 

5) Average message overhead: The ratio of the size of 

control packets to the total number of data packets that are 

transmitted successfully to the destination denotes the routing 

overhead. 

By calculating the node and link failures primarily, the 
route discovery is attained rapidly. Henceforth the message 
overhead is condensed related to the existing mechanisms 
Table VI and Fig. 6. 

TABLE V. SIMULATION TIME VS CODE RATE 

Simulation time 
Code rate of existing 

system 

Code rate of the 

proposed system 

4 14 19 

8 26 38 

12 32 56 

16 39 73 

20 42 89 

24 48 95 

 

Fig. 5. Simulation Time vs Code Rate. 

TABLE VI. SIMULATION TIME VS TOTAL NUMBER OF CONTROL PACKETS 

Simulation time 

Total number of control 

packets of existing 
system 

Total number of control 

packets of the proposed 
system 

4 8 8 

8 11 31 

12 19 39 

16 25 45 

20 29 49 

24 49 77 

 

Fig. 6. Simulation Time vs Total Number of Control Packets. 

6) Reliability: The ratio of most reliable received bits to 

the simulation time is identified as the reliability of the system. 

The simulation outcomes are performed by comparing the 

reliable bits of both proposed and existing mechanisms which 

yield a high rate of reliability for the proposed mechanism 

Table VII and Fig. 7. 

TABLE VII. SIMULATION TIME VS RELIABILITY 

Simulation time 
Reliability of existing 
system 

Reliability of the 
proposed system 

0 0 0 

5 65 79 

10 159 185 

15 229 279 

20 348 369 

25 427 542 

 

Fig. 7. Simulation Time vs Reliability. 
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7) Redundancy: Redundancy is well-defined as the rate of 

occurrence of a fault in the network system which is restrained 

concerning the time of the simulation. 

By this simulation analysis Table VIII and Fig. 8 shows 
that the existence of faulty nodes is less in the proposed system 
than the existing mechanism. 

TABLE VIII. SIMULATION TIME VS REDUNDANCY 

Simulation time 
Redundancy of 

existing system 

Redundancy of the proposed 

system 

0 0 0 

3 0.255 0.0023 

6 0.588 0.0067 

9 1.99 0.0133 

15 3.65 0.033 

20 6.77 0.048 

23 9.44 0.069 

25 12.54 0.115 

 

Fig. 8. Simulation Time vs Redundancy. 

V. CONCLUSION 

MANET was an infrastructure-less fast-growing wireless 
sensor network in which the routing protocol was complex due 
to its dynamic nature. The distributed hash table was used to 
secure the communication of data in which the updating of 
node status was performed. This in turn causes a storage 
overhead. The bloom's filter was utilized to compensate the 
storage overhead of the DHT which was capable of allowing 
false-positive rates. Hence, the integration of Distributed hash 
table was done with the bloom filter (DHT-MBF) to 
compensate for the storage overhead and reduction of false-
positive rates. The link stability was considered as an important 
factor in which the removal of malicious nodes would cause 
unwanted entry into the other clustering nodes. Therefore, the 
link stability was enhanced by the modification of Bloom's 
filter. 

The performance analysis was made and the results were 
obtained by the simulation which shows that our proposed 
(EDHT-MBF) Enhanced distributed hash table with the 
integration of modified bloom's filter reduces the storage 
overhead and occurrence of false positives thereby increasing 
the security of data communication. 
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Abstract—The advancement of remote sensing sensors 

acquired large amount of image data easily. Primary aspects of 

big data, such as volume, velocity, and variety, are represented in 

the acquired images. Furthermore, standard data processing 

approaches have different limits when dealing with such large 

amounts of data. As a result, good machine learning-based 

algorithms are required to process the data with higher accuracy 

and lower computational efficiency. Therefore, we propose 

ANOVA F-test based spectral feature selection method with a 

distributed implementation of this machine learning algorithm 

on Spark. Experimental results are obtained using the bench 

mark datasets acquired using AVIRIS and ROSIS sensors. The 

performance of Spark MLlib based supervised machine learning 

techniques are evaluated using the criteria viz., accuracy, 

specificity, sensitivity, F1-score and execution time. Added to 

that, we compared the execution time between distributed 

processing and processing with single processor. The results 

reveal that the proposed strategy significantly cuts down on 

analytical time while maintaining classification accuracy. 

Keywords—Hyperspectral images; spark; supervised classifiers; 

spectral features; ANOVA F-test; distributed processing 

I. INTRODUCTION 

Advances in recent years, optical sensor technology have 
provided a wealth of data in terms of achieving necessary 
spectrum, temporal, and spatial resolutions. Hyperspectral 
imagery make up a significant portion of the spectral details 
(HSIs) [1]. 

The currently available high spectral resolution helps us to 
obtain small materials and mild objects with confined spectral 
bands for different applications such as identification, town 
planning, agriculture, surveillance, and quantification [2]. 
Though, remote sensing often relies on hyperspectral imagery 
(acquired from various satellites or from airborne sensors) 
which allows capturing simultaneously the radiance at several 
wavelength bands. These wavelength bands are contiguous and 
their range is predominantly high. Certainly, these data act as a 
major performer in big remote sensing data and these has at 
least these traditional 4V’s. The volume, the velocity, the 
veracity and the variety [3]. 

Let's begin with the letter V, which stands for Volume. The 
amount of data collected remotely is increasing in terms of 
hours and minutes. In recent the years, there has been a 
phenomenal increase in the data consumption that is heading 
from terabytes to exabytes. Velocity is the second V. It refers 
to the process of creating, analysing, and interpreting a large 
amount of remote sensing data in a short amount of time. The 

third V stands for Value. Multisource, multitemporal, 
multispectral, or hyperspectral data can be acquired remotely. 
The term "multisource" refers to the fact that images can be 
acquired from a variety of sources, including RADAR, 
LiDAR, optical, and so on. Images having varying resolutions 
are referred to as multiresolution (spatial or spectral) So, it is 
difficult to processing remote sensed data not only because of 
its large volume of data but also it pre-processing, storage and 
analysis. Various recent literatures, have proposed many 
frameworks to deal with these problems. Among these 
frameworks, one of the popular framework is Spark. 
MapReduce is a feature of Apache Spark, an open-source 
parallel computing platform. It gives you the flexibility, 
scalability, and performance you need to meet the problems of 
big data. Spark is a library that combines two important 
libraries. SQL is used to query structured data, while MLlib is 
used to learn about various learning algorithms and statistical 
methodologies [4]. Of course, MLlib is, Spark's open-source 
Machine Learning (ML) library, which contains a number of 
useful training features. It also supports a variety of languages, 
including Python, R, Java, and Scala, as well as a high-level 
API that enhances Spark's ecosystem and simplifies the 
building of machine learning pipelines. [5]. 

Supervised classification using ML is the important method 
to extract related information from hyperspectral images. In 
general, a supervised classifier learns from a training phase that 
contains hyperspectral data and its corresponding class labels, 
then generalises to identify class labels for hyperspectral data 
outside of the training set. 

In current research, the intended architecture is composed 
of three stages viz., Feature extraction, Feature selection using 
ANOVA F-test and supervised classifier. For better 
classification accuracy, it is necessary to work with good 
number of features. So that, we include Feature extraction and 
Feature Selection (FS). FS is an important strategy for selecting 
a subset of features from a large number of characteristics and 
then reducing the high data dimensionality, which results in the 
greatest classification accuracy. The success of feature selector 
algorithms is generally measured by comparing the 
classification techniques with and without selection of features. 
Feature selection is predominantly used to decrease the 
dimension of the original feature by eliminating the redundant 
and irrelevant features, and also to increase the performance 
and effectiveness of classification. The best features identified 
are used to satisfy some specified criteria. When compared to 
using the entire feature subset, classification with feature 
selection lowers the learning cost by lowering the number of 
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features used for learning, as well as it removes the 
unnecessary, noisy, and redundant data, and also ensures the 
best learning accuracy. In this study, we used one-way 
ANOVA F-test statistics to measure resemblances for relevant 
features and to reduce the data dimensions of feature space by 
finding the necessary features, with the objective of reduced 
computational complexity or enhancing classification 
accuracy, maybe both. A comparative study has been carried 
out between RDD based supervised techniques like Decision 
tree (DT) [6], Random Forest (RF) [7] and Logistic regression 
(LR) [8] using the combination of FS with the supervised 
classifiers on regular mode. The overall performance of 
hyperspectral imaging classification has been considerably 
enhanced as a result of the powerful feature representation 
learned using various ML classification approaches, according 
to several studies [9]. 

The purpose of this work is to implement the hyperspectral 
imagery with feature selection method in distributed 
environment. In order to test the improvement of the suggested 
technique, we choose to utilise four distinct widely accessible 
datasets based on image acquisition and image resolution. The 
rest of the research paper is arranged as follows: Section II 
discusses the feature selection based on ANOVA F-test 
method; Section III addresses experimental designs; Section IV 
reports the configuration; Section V describes the dataset 
related to works; Section VI reports the performance metrics; 
Section VII describes the results and analysis of the experiment 
and Section VIII draws the conclusion in brief. 

II. FEATURE SELECTION BASED ON ANOVA F-TEST 

ANOVA compares the mean value between the classes and 
decides whether any mean value vary from each other[10]. By 
using the F-test value, we can calculate the difference between 
the mean. The F- test value can be calculated by the following 
equation. 

   
   

   
               (1) 

Where,     characterize the group variance and defined by 
the equation (2). 

∑       ̅̅ ̅   ̅   

   
               (2) 

    is defied by 

 
∑        ̅̅ ̅̅      

  

   
               (3) 

Here,   is the number of samples in     group.   refers the 
overall mean value and    refers the sample value of the mean. 

III. EXPERIMENTAL DESIGN 

An RDD based supervised hyperspectral classification with 
complete spectral features is proposed in this section. 
Generally, Spectral features contain significant information for 
differentiating the materials obtained on the land. In order to 
improve the classifiers training speed and prediction results of 
image classification we used distributed computing framework 
where its computing data is fed into the Hadoop Distributed 
File System (HDFS) [11] and stored there. We used noise 
reduced spectral bands with its corresponding labels as input. 
This RDD based supervised classification have training and 
testing phases. Here, 70 percent of the total data was used for 
training, with the remaining 30 percent for testing the trained 
model. The hyperspectral imagery, along with its matching 
ground truth is saved in HDFS as input during the training 
stage. Following that, feature selection based on ANOVA, 
selected spectral features and their values are loaded into a 
supervised classifier using Distributed Spark ML. Spark MLlib 
provides many API’s with supervised classifiers. It uses 
Spark’s strong distributed engine to scale out classification on 
huge datasets. The classifier was then trained using the 
supplied ground truth. The learned model is then built. The 
residual 30% of samples in the testing are used to create the 
feature vector. Following that, the feature vector collected from 
the dataset is provided to the predictive model, which is a 
trained data from the supervised classifier. For each pixel, this 
prediction model generates the right class label. Fig. 1 shows 
how these training and testing procedures are carried out. The 
classifiers' evaluation is conducted using various elements like 
overall accuracy, specificity, sensitivity, and F1-score founded 
with the help of confusion matrix, as well as the predictive 
model's outcome and each classifier's execution duration. 

 

Fig. 1. General Block Diagram of Hyperspectral Image Classification with Feature Selection. 
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IV. EXPERIMENTAL CONFIGURATION 

To assess the proposed work described in Section III, we 
carried out the experiments on single node computer for 
Hyperspectral image classification focusing on ANOVA based 
feature selection. The configuration of single node processor 
intel core i7 7th generation, 16 GB RAM, Apache Spark – 
1.6.0, Hadoop 3.2.2 and Linux 18.04. 

V. DATASET 

Experiments are conducted using commonly available 
hyperspectral dataset along with its reference ground data are 
available publicly on the website [12]. 

A. Indian Pines Dataset 

This dataset was gathered throughout a vast region of 
Indian pines in north-western Indiana. The Airborne 
visible/infrared imaging spectrometer (AVIRIS) sensor takes 
images in 224 spectral bands with a spatial resolution of 20nm 
in the spectral range 0.43 to 0.86nm. Twenty water absorbed 
bands were removed and remaining 200 were processed for the 
experiment. Two-thirds of the image is cultivated land, while 
one-third is woodland. It is 145 x 145 pixels with 16 different 
categories. 

B. Salinas 

The second dataset Salinas, was gathered in California's 
Salinas Valley and has a high spatial resolution. The image, 
which covers the Salinas area, is 512 x 217 pixels in size and 
has 224 bands. This scene's ground truth has 16 classes of 
interest. 

C. Salinas-A 

Third dataset is Salinas-A, a minimal sub-scene of the 
Salinas image. It has a resolution of 86 × 83 pixels, 224 bands 
in the same area, and six classes. 

D. University of Pavia 

ROSIS sensor absorbed this dataset and it is generated over 
Pavia, northern Italy. It collects the images in 103 spectral 
bands with 610 x 610 pixels, and some of the samples contain 
no information. So, it is removed before analysis. There are 
nine different types of samples in this scenario ground truth. 

VI. PERFORMANCE MEASURES 

The experimental results of each dataset were assessed 
using the evaluation metrics such as Accuracy, specificity, 
sensitivity and F1-score and the result of each classifier is 
compared with each other [13]. 

Accuracy: It is the ratio between number of correctly 
predicted data and total number of input values. 

          
                             

                           
            (4) 

Specificity: Specificity refers the proportion between the 
number of true positive attributes and the number of positive 
classification results is known as specificity. 

             
               

                              
            (5) 

Sensitivity: sensitivity is defined by the proportion between 
the number of true positive results and the total number of 
relevant samples. 

             
               

                              
            (6) 

 F1-score: The average of specificity and sensitivity is F1-
score. This score varies between [0, 1]. We may determine the 
number of cases it properly classifies as well as the classifier's 
robustness from this. 

             
                           

                         
            (7) 

VII. EXPERIMENTAL ANALYSIS 

This Section compares the performance classification 
results obtained using ANOVA feature selection method on 
different dataset. In order to get the efficiency of ANOVA 
method[13], classification is carried out using different number 
of features. Different feature combination was obtained using 
ANOVA. We let the first trial consist of 5 spectral features; 
second contains 10; subsequently the trials had number of 
features 50,100,150,180 and 200 for Indian pines test data. The 
reason for selecting different sets of features is to ensure that, 
fewer features could also obtain the comparable classification 
accuracy. 

From Table I, it is evident that the overall classification 
accuracy is increases with number of features and beyond 
certain number of features, accuracy is not increasing. Hence, 
the features with highest accuracy are selected and compared 
with full features. For Indian Pines dataset we consider 150 
number of features. Like that, for Salinas and Salinas-A we 
considered 150 features and for University of Pavia dataset we 
considered 100 selected features. The experimentations were 
carried out on multi-core machine in pseudo-distributed mode 
to perform classification on a single machine by creating a 
pseudo cluster (considering each core as a computer node) in 
spark [14]. To measure the performance, metrics such as 
execution time, accuracy, specificity, sensitivity and F1-score 
were computed. The results obtained from Indian pines dataset 
are tabulated in Table II. The experimentations were carried 
out on multi-core machine in pseudo-distributed mode to 
perform classification on a single machine by creating a pseudo 
cluster (considering each core as a computer node) in spark. To 
measure the performance, metrics such as execution time, 
accuracy, specificity, sensitivity and F1-score were computed. 
The results obtained from Indian pines dataset are tabulated in 
Table II. From Table II, it can be inferred that RF & DT 
discloses better accuracy compared with remaining two 
classifiers. LR and GNB obtains similar accuracy score of 51%. 
However, LR requires very short execution time than other 3 
classifiers. As RF is an ensemble-based method, it produces 
better results than single classifier DT but RF requires more 
execution time than DT. 

Table III compares the experimental results of Salinas 
dataset. It is observed that GNB performs poorly and achieved 
only 32% accuracy. Like Indian pines dataset, DT and RF 
perform equally good and but LR takes very less execution 
time. 
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TABLE I. OVERALL ACCURACY PERFORMANCE OF DIFFERENT NUMBER OF FEATURES ON INDIAN PINES 

Supervised classifiers 

Number of selected features 

5 

Features 

10 

Features 

50 

Features 

100 

Features 

150 

Features 

180 

Features 

200 

Features 

Decision tree 59.16 59.93 59.41 61.69 63.24 61.40 61.40 

Random Forest 58.38 59.62 60.68 61.74 64.98 63.69 63.00 

Logistic Regression 51.24 51.42 51.05 51.02 51.63 51.65 51.69 

Gaussian Naïve Bayes 19.18 21.55 23.74 24.63 30.91 51.41 50.78 

TABLE II. EXPERIMENTAL RESULTS OF INDIAN PINES DATASET WITH 180 

FEATURES 

Metrics 
Decision 

Tree 

Random 

Forest 
LR 

Gaussian 

NB 

Accuracy 61.40 63.69 51.41 51.41 

Sensitivity 67.49 72.98 51.00 47.00 

Specificity 67.49 72.98 51.41 47.00 

F1-score 67.00 72.90 51.41 47.00 

Time 0.0942 0.1111 0.0286 0.1036 

TABLE III. EXPERIMENTAL RESULTS OF SALINAS DATASET WITH 180 

FEATURES 

Metrics Decision Tree 
Random 

Forest 
LR 

Gaussian 

NB 

Accuracy 76.98 79.25 51.52 32.00 

Sensitivity 62.78 59.51 51.52 30.00 

Specificity 62.78 59.51 51.52 30.00 

F1-score 62.78 59.51 56.41 47.00 

Time 0.1086 0.0837 0.0311 0.0790 

Experimental results of Salinas-A dataset are tabulated in 
Table IV from that we infer that RF achieves 63% of accuracy 
value and DT scores 61.40% LR and GNB produces equivalent 
result of 51% LR performs quickly than other classifiers it 
requires only 0.02 s. 

Table V compares the results produced from urban based 
dataset called Pavia University from that we infer that GNB 
out performs RF accuracy of GNB depends on feature value 
but RF executes faster than GNB. LR performs lower than all 
classifiers. By comparing other metrics like specificity, 
sensitivity and F1-score value acquired from various classifiers, 
it is evident that RF performs well than other classifiers. 

Fig. 2 illustrates the performance of different classifiers 
based on their accuracy value using proposed method. As 
shown in Fig. 2, it is clearly shown that RF performed better 
than all other classifiers. 

Fig. 3 describes the performance of different classifiers 
based on their specificity value using proposed method. As 
shown in Fig. 3, it is clearly shown that RF performed better on 
large datasets like Indian pines, Salinas. DT classifier 
performed better on smaller dataset like Salinas-A. Traditional 
classifier GNB performed better than RF on Pavia University 
dataset. 

TABLE IV. EXPERIMENTAL RESULTS OF SALINAS-A DATASET WITH 180 

FEATURES 

Metrics 
Decision 

Tree 

Random 

Forest 
LR 

Gaussian 

NB 

Accuracy 61.40 63.69 51.41 51.41 

Sensitivity 67.49 72.98 51.00 47.00 

Specificity 67.49 72.98 51.41 47.00 

F1-score 67.00 72.90 51.41 47.00 

Time 0.0984 0.092 0.0225 0.802 

TABLE V. EXPERIMENTAL RESULTS OF UNIVERSITY OF PAVIA WITH 100 

FEATURES 

Metrics 
Decision 

Tree 

Random 

Forest 
LR 

Gaussian 

NB 

Accuracy 63.00 64.05 43.61 70.04 

Sensitivity 62.57 64.00 43.28 70.00 

Specificity 62.57 64.00 43.28 69.09 

F1-score 62.57 64.00 43.28 69.09 

Time 0.0982 0.1003 0.2620 0.7689 

 

Fig. 2. Performance of Classifiers based on Accuracy Value. 

Fig. 4 illustrates the performance of different classifiers 
based on their sensitivity value using proposed method. As 
shown in Fig. 4, it is clearly shown that RF performed better 
than other classifiers on all agricultural data set. GNB 
performed well on Pavia University dataset. 
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Fig. 3. Performance of Classifiers based on Specificity Value. 

 

Fig. 4. Performance of Classifiers based on Sensitivity Value. 

Fig. 5 illustrates the performance of different classifiers 
based on their F1-score value using proposed method. As 
shown in Fig. 5, it is clearly shown that like specificity and 
sensitivity RF performed better on all agricultural data set. 
GNB performed well on Pavia University dataset. 

Fig. 6 compares the execution time of Indian pines data set 
on distributed mode using spark MLlib and normal 
classification method. It clearly shows that, classification using 
distributed processing reduces the computational time [15]. 

Fig. 7 compares the execution time of Salinas data set on 
distributed mode using spark MLlib and normal classification 
method. As shown in Fig. 7, it clearly shows that, classification 
using distributed processing reduces the computational time 
[15]. 

Fig. 8 compares the execution time of Salinas-A data set on 
distributed mode using spark MLlib and normal classification 
method. As shown in Fig. 8, it shows that classification using 
distributed processing reduces the computational time [15]. 

Fig. 9 compares the execution time of University of Pavia 
data set on distributed mode using spark MLlib and normal 

classification method on different classifiers. As shown in 
Fig. 9, it clearly shows that, classification using distributed 
processing reduces the computational time[15]. 

 

Fig. 5. Performance of Classifiers based on F1-score Value. 

 

Fig. 6. Execution Time of Various Classifiers on Indian Pines Dataset. 

 

Fig. 7. Execution Time of Various Classifiers on Salinas Dataset. 
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Fig. 8. Execution Time of Various Classifiers on Salinas-A Dataset. 

 

Fig. 9. Execution Time of Various Classifiers on Pavia University Dataset. 

VIII. CONCLUSION 

The proposed method uses, Spark based distributed 
environment for classification of Hyperspectral images with 
ANOVA feature selection. By comparing it with performance 
of normal classification methods, the proposed method leads 
very less computational time and produces good accuracy. 
Also, we found that distributed method reduces the 
computational time. As a conclusion remark, Random Forest 
and Decision tree method of classification produces better 
accuracy for given hyperspectral dataset. This work uses 

spectral data for classification of high dimensional 
hyperspectral image. As a future work, spatial related feature 
and the fusion of spatial-spectral features can be considered to 
achieve better classification results with reduced computational 
time. 
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Abstract—A comprehensive review of sentiment analysis for 

code-mixed and switched text corpus of Indian social media using 

machine learning (ML) approaches, based on recent research 

studies has been presented in this paper. Code-mixing and 

switching are linguistic behavior shown by the 

bilingual/multilingual population, primarily in spoken but also in 

written communication, especially on social media. Code-mixing 

involves combining lower linguistic units like words and phrases 

of a language into the sentences of other language (the base 

language) and code-switching involves switching to another 

language, for the length of one sentence or more. In code-mixing 

and switching, a bilingual person takes one or more words or 

phrases from one language and introduces them into another 

language while communicating in that language in spoken or 

written mode. People nowadays express their views and opinions 

on several issues on social media. In multilingual countries, 

people express their views using English as well as their native 

languages. Several reasons can be attributed to code-mixing. Lack 

of knowledge in one language on a particular subject, being 

empathetic, interjection and clarification are some to name. 

Sentiment analysis of monolingual social media content has been 

carried out for the last two decades. However, during recent years, 

Natural Language Processing (NLP) research focus has also 

shifted towards the exploration of code-mixed data, thereby, 

making code mixed sentiment analysis an evolving field of 

research. Systems have been developed using ML techniques to 

predict the polarity of code-mixed text corpus and to fine tune the 

existing models to improve their performance. 

Keywords—Sentiment analysis; code mixing; corpus; deep 

learning; machine learning; NLP; social media text 

I. INTRODUCTION 

People communicate in their native language or any other 
natural language having official, national or international 

status. In a bilingual or multilingual community, people use 
more than one language simultaneously as their medium of 
communication. These bilingual people often prefer to use 
mixed language constructions on the internet and social media 
platforms to communicate with their friends and relatives 
informally. The utilization of more than one language in a 
piece of text, whether through code-mixing or switching (or 
both), for effective communication, is the hallmark of the 
social media based text-corpus. With the advent of computers 
and advancements in technologies people used to analyze and 
process monolingual text-corpus, using various NLP 
techniques. NLP is the automatic manipulation of natural 
language text to decipher useful information. As an area of 
Artificial Intelligence (AI), NLP deals with training a machine 
for processing the text for human-computer interaction 
possible in natural languages [1]. NLP involves the use of 
computers to process natural language data. The process tends 
to be just about as straightforward as checking word 
frequencies to look at changed composing styles or as intricate 
as understanding total human expressions [2]. 

Now-a-days, people use social media for various 
purposes, ranging from daily news and update about the 
current political and social events, sports, business, 
entertainment, communicating with family and friends, 
product/service reviews and opinions and many more [3]. In a 
bilingual community, people often use more than one language 
for communicating their perspectives, reviews, opinions and 
proposals on various subjects. Online Indian language users are 
exponentially growing and as reported by an investigation by 
KPMG UK and Google, it is assessed that by 2021, 73% of 
Indian users would prefer to use native Indian languages. 
Researchers in the field of NLP have found it quite interesting 

*Corresponding Author. 
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to analyze and decipher information from the text collected 
from well-known social networking platforms. However, the 
task is challenging because of a number of reasons. The text 
present on these platforms is characterized by having spelling 
errors, Meta tags (hash tags), creative spellings (f9 for fine) 
abbreviations (BTW for by the way) phonetic typing (becoz for 
because), word plays (gooood for good) and so on [4]. All 
these constraints make it challenging for an NLP researcher to 
deduce valuable information from the text. Therefore, a 
considerable percentage of text available on these sites is in 
languages such as Spanish, Chinese, Arabic, Hindi, Urdu, etc. 
In the recent past people, especially in bilingual countries like 
India, not only use a native script to write in their own 
languages, they also write in the Roman script to express their 
feelings. 

Therefore, people write in code- mixed or code-switched 
form. Code in communications refers to the rule for converting 
a piece of information into another form of representation. 
Code mixing and code- switching are used in bilingual 
communities where people prefer their native language and a 
second language in different domains. Although code-
switching and code- mixing are usually interchangeable terms 
in their usage, there are few differences between the two. 
While code- switching is actually the process of shifting from 
one language to another, code-mixing on the other hand 
means the mixing of different phonetic units such as words, 
phrases, morphemes, clauses, affixes and modifiers of some 
different language into the expressions of some other language. 
Thus, the code-switching is inter-sentential, while as code-
mixing is intra-sentential which is constrained by grammatical 
principles. 

Example of Code-mixing 

Principal appki application ko reject karega. Likh kay 
leylo. 

Translation: The principal will reject your application. Take 
it from me. 

Example of Code-Switching 

The principal will reject your application. Likh kay leylo. 

Translation: The principal will reject your application. Take 
it from me. 

There are many reasons why people use a multilingual 
approach while expressing themselves on the web and social 
media sites. Code mixing and code- switching occurs in 
informal communication and are used by multilingual 
speakers. In [5] a list of a number of reasons why code mixing 
occurs. Bilingualism, speaker and partner speaker, social 
community, the situation, vocabulary and prestige are the 
main reasons for code- mixing on social media platforms.  

The main reason for code-mixing or switching can be the 
absence of a specific word or a phrase in a language that 
necessitates a person to use a word or a phrase from his/her 

native langue to make the receiver understand it better. The 
detailed motivation and reasons for code-mixing and code-
switching are explained in [5]. On Social media platforms, in a 
multilingual society, people often mix multiple languages to 
express their feelings. However, they do not use native 
language scripts; rather they prefer the roman script to 
compose non-English words. Automatic language detection in 
such a scenario is a herculean task. Sentiment Analysis also 
referred to as opinion mining or emotion analysis, is the 
identification, recognition or categorization process of people‟s 
views and reviews for a service, a product, social issue, an 
event or a moment into „positive‟, „negative‟ and „neutral‟ 
classes [6]. Sentiment analysis of dataset containing the data 
with code-mixed text is a laborious process, ranging from 
preprocessing of data, language identification to classification. 
The challenges which need to be addressed before assigning 
sentiments are posed mainly by unstructured sentences, mixed 
language constructs, spelling variants, grammatical mistakes, 
etc0 [7]. Also because of the noisy nature of code-mixed 
data and the non-availability of annotated resources, sentiment 
extraction from a code-mixed text has become a challenging 
task [8]. Therefore, sentiment analysis of the multilingual text 
has become increasingly an important research area [9]. The 
general workflow of the Code-Mixed text data Sentiment 
analysis process is shown in Fig. 1. 

A comprehensive review of ML techniques for sentiment 
analysis of the code-mixed text is presented in this paper. 
Techniques and approaches of ML and Deep Learning (DL) 
for bilingual or multilingual text Sentiment Analysis are 
described along with their corresponding results in different 
scenarios and using different types of datasets. 

The key research highlights of this study are: 

 To present the results of recent literature on sentiment 
analysis of Code-Mixed and Switched languages. 

  To provide a systematic review of studies performed on 
sentiment analysis of Code-Mixed and Switched 
English with Indian languages. 

 To explore and report the current state of research in 
Code-Mixed and Switched languages using various 
machine learning and deep learning techniques. 

 To present the results of various machine learning 
models in terms of their performance metrics used by 
the recent studies in code-Mixed and Switched English 
with Indian languages. 

The paper is organized as follows: Section II and its 
subsections provide the Machine Learning and deep learning 
methods used in sentiment analysis of code-mixed social 
networking data. Section III presents the results of Sentiment 
Analysis of Code-mixed Indian languages; Section IV presents 
a discussion of the study. The conclusion is presented in 
Section V. 
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Fig. 1. Sentiment Analysis Process of Code-Mixed Data. 

II. MACHINE LEARNING AND DEEP LEARNING 

APPROACHES FOR SENTIMENT ANALYSIS 

Machine Learning allows computers to seek new tasks 
without being explicitly programmed to perform them. In 
Sentiment analysis, ML can be used to analyze text for 
polarity. Sentiment analysis models have been trained to 
analyze and understand complex natural language such as 
human patterns of speech, the context of the sentence, sarcasm, 
idioms, negation, metaphors, etc. with reasonable and accepted 
accuracy [10]. Researchers have successfully proposed various 
approaches for sentiment analysis of English language data 
using Machine Learning and Deep learning models [11] [12]. 

Deep Structured Learning commonly known as Deep 
Learning has acquired a lot of consideration from the recent 
past in the Machine Learning approach of research [13] Deep 
learning uses multiple layers to mine higher-level features from 
the given input data. It is used for a number of applications viz. 
text analysis, pattern analysis, classification, image processing, 
etc. and uses non-linear information for feature extraction and 
transformation in the supervised and unsupervised domain 
[14]. Deep Learning techniques permit computational models 
that manage various processing layers to learn representations 
of data with multiple layers of abstraction. Deep in Deep 
Learning denotes the layer numbers that form the Neural 
Network in traditional methods neural networks were of three 
layers viz. input, output and hidden. The maximum the number 
of hidden layers, the deep is the neural network [15]. Sentiment 
Analysis Approaches using Machine Learning and Deep 
Learning approaches have been illustrated in Fig. 2. 

A. Support Vector Machine 

Support Vector Machine (SVM), designed by Vladimir 
Vapnik in 1995 [16], is a non-linear classifier and is a popular 
and robust classification and regression algorithm for data 
analysis and pattern [17]. The goal of SVM is to find the best 
and ideal hyper-plane that maximizes the gap between data 
points of two unique classes. If the data is un-labeled, Support 
Vector clustering is used [18]. SVM data classification concept 
has been illustrated in the plot given in Fig. 3. The support 
vectors represent the data points which are closest to the hyper-
plane with a distance equivalent to margin. 

A word-level classification of English-Nepali and English-
Spanish code-mixed public network data was proposed in [19]. 
The authors performed experiments with linear kernel SVM 
classifier using word and character n-gram features. The model 
achieved an accuracy of 77.5% for Nepali- English and 80% 
accuracy for Spanish-English using basic features and applying 

a 6-way SVM classifier. The authors suggested that the 
features of Neural Network may improve the accuracy. 

A Code mixed Language identification system for social 
communication text of Tamil-English and Malayalam-English 
was proposed in [20]. The system identifies the language on 
the basis of words. By using the character embedding 
approach, the system used trigram and n-gram features. For 
training and testing of the model SVM has been used. The 
proposed model achieved 93% and 95% accuracy for 
Malayalam-English and Tamil- English data. The authors 
suggested that availability of more code-mixed data and using 
trigram features shall be sufficient for the development of a 
language identification system. 

A Hindi-English Sentiment Analysis system for Twitter 
data to forecast the sentiment present in the data has been 
proposed in [21]. Researchers have used tf-idf vector and 
GloVe Vector features along with the Support Vector 
Regression (SVR) model. The model achieved an f-score of 
0.662. 

 

Fig. 2. Sentiment Analysis ML and DL Models. 

 

Fig. 3. Classification of Data by SVM. 
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Shared tasks on Sentiment Analysis of Indian Languages 
(SAIL) have been organized to identify sentiments in code- 
mixed datasets collected from media platforms like Twitter, 
Facebook and other social media platforms of Indian 
languages, especially language pairs of Hindi-English and 
Bengali-English [22]. Details of the shared task held during 
ICON-2017 (the International Conference on Natural 
Language Processing-2017) were presented by [23]. The goal 
of the shared task was to identify sentence-level sentiment 
polarity of code-mixed datasets of language pairs Hindi-
English and Bengali-English. The authors presented a detailed 
overview of problem definition, dataset collection, participant 
systems and the evaluation process of the shared task. The 
SVM classifier achieved the best results. Word and character 
n-grams features were used and applied to SVM classifier for 
sentiment identification. Thus f-score of 0.569 were achieved 
for Hi-En and 0.526 for Bi-En datasets. 

B. Naïve Bayes 

Naïve Bayes (NB), a data mining algorithm [24] is a 
probabilistic ML classification approach derived from the 
application of Bayes Theorem with a vast scope in real world 
applications [25]. The approach assumes that a new object is 
categorized to a class on the basis of the supposition that all 
features are independent given in the class [26]. The theorem 
can be written as in equation 1 and illustrated in Fig. 4. 

                                     (1) 

Using the probability concept given by Bayesian theorem 
the equation can be represented as: 

          
                  

        
             (2) 

NB classifier has been derived from the concept of Bayes 
Theorem with assumptions of having strong independence 
between the features. 

A system to prepare, collect, filter and identification of 
sentiment of Twitter data was presented in [27]. The authors 
applied various supervised ML algorithms viz. Gaussian NB, 
Bernoulli NB and Multinomial NB for annotation and 
classification of English-Bengali code-mixed data. The system 
also applied Code-Mixed Index (CMI), Code-Mixed Factor 
(CMF) and other language aspects of sentiment classification. 

A system to classify Hindi-English and Marathi-English 
tweets and comments on YouTube using a number of ML 
algorithms such as NB, SVM and KNN for performance 
evaluation of each algorithm was designed by [28]. The results 
reveal that NB and SVM performed better than KNN. 

An automatic POS tagging system was proposed by [29]. 
The authors used coarse-grained and fine-grained social media 
text collected from Twitter and Facebook for experimentation 
purposes. Machine learning algorithms such as NB, 
Conditional Random Forest (CRF), and random forest along 
with Sequential Minimal Optimization (SMO) were applied for 
performance comparison. Various features were used in the 
process which was done on the word context information. The 
CRF based model thus attained the f1-score of 0.716. 

Authors in [30] carried out experiments to construct an 
English-Punjabi text sentiment classification system. The data 

was collected from Facebook posts in the agricultural domain. 
Two classifiers viz. SVM and NB were applied for sentiment 
identification. Features like unigram and n-gram were applied 
to the model. The model achieved best accuracy of 85.5% 
using Naïve Bayes classifier. 

A binary sentiment classification model was proposed by 
[31]. The model used English-Bengali data collected for movie 
reviews from social networking sites. For the classification and 
identification of positive and negative sentiments two 
supervised ML algorithms, NB and SVM were used. The 
experimental results reveal that if the test and train data are of 
similar type that is both language data is in Roman script, 
SVM gives better results. However, overall Naïve Bayes 
achieved the best accuracy. 

C. Decision Tree 

Decision tree (DT) is referred to as a non- parametric ML 
technique of data mining. Decision Tree is commonly used in 
regression and classification problems such as marketing, 
sentiment analysis, scientific discovery, fraud detection, etc. 
[38] is one of the famous supervised ML classification 
algorithms. The decision tree splits data into two or more sets 
and important features that create the best split are used and 
calculated by the algorithm as illustrated in Fig. 5. 

An essential part of NLP is POS Tagging. For the English 
language data, POS tagging is a complex task. However, for 
code-mixed text data, this is more challenging and is a focused 
research area in which still needs a significant amount of work 
to be done for Indian languages code mixed data. An approach 
for three code-mixed Indian language texts in language pairs 
(Hindi-English, Hindi-Bengali and Hindi-Telugu) POS tagging 
was presented by [32]. The authors used ICON-2015 code-
mixed data and applied the Decision Tree ML algorithm for 
code mixed text POS tagging. 

 

Fig. 4. Naïve Bayes Classification. 

 

Fig. 5. Decision Tree. 
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Study on Hinglish (Hindi-English) code-mixed tweets 
sentiment analysis was done in [33]. Datasets were provided 
in SemEval-2020 (International Workshop on Semantic 
Evaluation-2020). The system used J48 Decision Tree as a 
training classifier and Weka as a tool for the classification. 
Performance evaluation of the model was done and f-score of 
0.53 was achieved. 

D. Random Forest 

Random forest (RF) is a supervised ML approach used both 
in for classification and regression problems [34]. It is an 
ensemble learning algorithm developed by [35]. The algorithm 
combines DTs and collects their results using averaging. Being 
a type of supervised learning algorithm, RF has been 
influenced by [36]. The algorithm works on divide-and-
conquer rule. A Random Forest has generally shown excellent 
performance in scenarios in which the number of observations 
are less than the number of variables [37]. The general 
workflow of the technique has been shown in Fig. 6. 

For detection of sarcasm, in Hindi-English code- mixed 
dataset consists of tweets, a baseline supervised classification 
approach was proposed by [38]. The authors perform 10-fold 
cross validation using Random Forest classifier. The proposed 
system also uses Linear SVM classifier and RBF Kernel SVM 
for the same dataset. However, the RF classifier achieved the 
better f-score of 78.4. 

In collaboration with Forum for Information Retrieval 
Evaluation (FIRE), a shared task was organized for Code-
Mixed Entity Extraction process in Indian Languages (CMEE-
IL) in Kolkata, India [39]. Datasets were collected for Hi-En 
and Ta-En code-mixed social networking data in the said 
shared task and an Entity Recognition Model was developed. 
Random Forest Tree Classifier was used for classification. 
Conditional Random Field Entity Recognition with hybrid 
features were experimented on the collected corpus. The model 
achieved 95% of accuracy on training data and a reasonable 
performance on testing data. 

The researchers in [40] have proposed a POS tagger for 
three Indian code-mixed language pair‟s viz. Hi-En, Bi-En and 
Telugu-English. A RF classifier along with a dictionary was 
applied for fine-grained and coarse-grained datasets consists of 
tweets, Facebook comments and WhatsApp chats collected 
from ICON-2016 for the three language pairs. The proposed 
model achieved best f-score of 78.744 in fine-grained model 
consisting of Hi-En tweets and 77.944 in coarse-grained model 
consisting of Bi-En Facebook posts. 

E. Artificial Neural Network (ANN) 

The concept derived from the human brain in which 
numerous neurons are interconnected to process data in 
parallel. ANNs are non-linear mathematical models that show 
an intricate connection among information sources in order to 
get a new pattern. ANN can be applied in a range of tasks, 
including text analysis, image processing, speech recognition, 
machine interpretation and clinical determination. An ANN 
has an input layer of neurons or nodes, one or two hidden 
layers of neurons (or even three), along with a final output 
layer of neurons. A typical architecture of an ANN is shown in 
Fig. 7. In a Neural Network the lines connecting nodes (or 

neurons) are associated with weight. In Fig. 8, a transfer 
function computes the weighted sum of the inputs while the 
activation function obtains the result. 

The authors of [41] introduced a model for sentiment 
analysis of Hindi-English text using sub-word level LSTM. 
The data was collected from Facebook posts and used a 3-
class scale of „positive‟, „negative‟ and „neutral‟. The proposed 
sub-word level LSTM model achieved higher accuracy than 
the character-level LSTM model, SVM (Unigram) and Naïve 
Bayes techniques of machine learning. The overall accuracy of 
69.7% was achieved by the proposed system. 

Authors in [42] proposed a model in Hindi-English Twitter 
data for humor detection. Based on models like, Word2Vec 
and FastText an approach for bilingual word- embedding‟s 
applied to BilSTM system for the detection of humor in the 
text. The proposed approach achieved an accuracy of 73.6%. 

 

Fig. 6. Random Forest. 

 

Fig. 7. General Architecture of Artificial Neural. 

 

Fig. 8. Transfer Function. 
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Automatic extraction of sentiments from Hindi- English and 
Bengali-English Facebook posts was proposed by [43]. The 
corpus was manually created and annotated. Several 
preprocessing steps have been employed in order to remove 
unwanted data from the corpus. A Multilayer Perceptron 
Model was used for the detection of the sentiment polarity. 
The proposed model achieved an accuracy of 68.5%. 

F. Convolutional Neural Network 

Convolutional Neural Networks (CNN) in recent years 
have achieved ground-breaking results in a number of pattern 
recognition fields, ranging from image processing to voice 
recognition. The most advantageous feature of CNNs is that 
they reduce the number of parameters in ANNs. This 
accomplishment has prompted researchers and developers to 
tackle broader models in order to solve more difficult 
problems. CNNs are similar to conventional Artificial Neural 
Networks (ANNs), consisting of neurons that learn to optimize 
themselves [44]. The neurons obtain inputs to perform 
operations like the scalar product and non-linear functions, 
which acts as a foundation for countless Artificial Neural 
Networks. The complete neural network exhibit a single 
observant score function from raw input vectors to the final 
classification output. The general architecture of the CNN for 
the classification has been illustrated in Fig. 9. 

A CNN based system for the sentiment identification of 
Hindi-English data was proposed by [45]. The sentiment 
analysis has been done using three class classifications. The 
classes included „positive‟, „negative‟ and „neutral‟. The 
classification of the classes have been done using word-level 
representations. Since tweets contain informal text, 
memorization of aspects of the word orthography in a word-
level representation was done using CNN. The model achieved 
an f-score of 0.324 for Hindi- English data. 

To compare ML and DL approaches researchers in [46] 
have used three code-mixed datasets viz. Hindi-English, 
Bengali- English and Kannada-English. The datasets used in 
the study have been sourced from Facebook posts and SAIL- 
2017. A number of Machine and Deep Learning techniques 
were applied on code-mixing datasets for sentiment analysis. 
The techniques used include Doc2Vec, SVM, CNN and Bi-
LSTM. The experimental results showed that CNN performs 
better for Kannada-English dataset and achieved an accuracy 
of 71.5%. The BiLSTM performs better for Hindi-English and 
Bengali-English datasets with accuracies of 60.22% and 
70.20% respectively. 

 

Fig. 9. A Convolutional Neural Network Architecture. 

Authors in [47] presented a hybrid model for sentiment 
analysis of English-Hindi code-mixed data. The method used 
CNN architecture for generating sub-word level representation 
for the sentences. Two BiLSTMs, collective encoder and 
specific encoder are fed with the sub-word level representation. 
Finally, a Feature Network consists of orthographic features 
has been combined with the BiLSTMs to achieve an accuracy 
of 83.5%. The hybrid approach, therefore, combines surface 
features with Attention-based Recurrent Neural Networks to 
produce a single representation that can be trained for 
sentiment classification. 

For the identification of emotions in Hindi-English Twitter 
and Facebook data, authors in [48] proposed a Deep Learning- 
based system. Several Deep Learning techniques such as 1D-
CNN, LSTM, Bi-LSTM, CNN-LSTM and CNN-BilSTM 
were used to predict the polarity of the sentence. To generate 
feature vectors, the pre-trained bilingual model was used. The 
experimental results showed that CNN- BiLSTM model 
achieved the best accuracy of 83.21%. 

The authors of [49] used Facebook comments of Hindi-
English code-mixed dataset provided by Trolling, Aggression 
& Cyber bullying-I (TRAC-I) and apply machine and deep 
learning models for the classification of text data into a 3-class 
scale such as, „Covertly Aggressive‟, „Overtly Aggressive‟ and 
„Non-Aggressive‟ classes. CNN model worked best with an f-
score of 0.58 and accuracy of 73.2% as shown in the 
experimental results. 

The study in [50] explores hate speech detection in tweets 
written in Hindi-English. The authors have used DL models, 
CNN-ID, LSTM and BiLSTM the semantics detection of hate 
speech along with the context. The embedding‟s were 
generated using Word2Vec. The experimental results were 
compared with the contemporary approaches. The CNN-ID 
model outperforms the other two and achieved an overall 
accuracy of 82.62%. 

G. Recurrent Neural Network (RNN) 

RNNs are being used by researchers since 1990s. RNN is 
a neural network with feedback connections is known as a 
recurrent net [51]. RNN is a form of ANN that works with time 
series or sequential data. Techniques based on RNNs have 
been used to solve a broad range of problems. Machine 
Translation, Speech Recognition, Video Tagging, Text 
Analysis and Image processing are some examples where RNN 
algorithms are used. The general architecture of an RNN has 
been shown in Fig. 10. Each hidden state has hidden nodes also 
called hidden units. 

 

Fig. 10. The General Architecture of an RNN. 
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An automatic sentiment prediction system of Hindi-English 
code-mixed dataset consists of tweets was proposed by [52]. 
The model used the Recurrent Convolutional Neural Network 
approach to capture the semantics of the text and classify them 
into three scale classification. The dataset was collected from 
SemEval- 2020 shared task. An f1-score of 0.69 was achieved 
by the proposed approach. 

The authors in [53] [54] proposed a part-of-speech tagger 
for Hindi-English, Bengali-English and Telugu-English 
datasets. The datasets were collected from social networking 
platforms such as Facebook, Twitter and WhatsApp. The 
proposed model used Recurrent Neural Network (RNN) to 
predict word-level part-of-speech tags. 

A Sentiment Analysis model of Hindi-English data, based 
on RNNs, was proposed by [55][56]. Public Facebook pages of 
popular personalities of Indian Politics and Cinema were used 
to collect data. The model combines two different BiLSTMs 

for the identification of sentiment at the sub-word level as well 
as at the sentence level. The proposed approach used 
orthogonal features achieved accuracy of 83.5% and f1-score of 
0.827. 

III. RESULTS OF CODE-MIXED TEXT SENTIMENT ANALYSIS 

FOR INDIAN LANGUAGES 

On Social media sites, netizens in India often use English 
and their native language such as Hindi in a mixed form to 
express their opinions on a wide range of topics. Over the 
years, researchers in the field of NLP have shown keen interest 
in this new form of text which is often informal and 
challenging. However, with the advent of NLP tools and 
techniques, the research related to the analysis of code- mixed 
textual data has also gained momentum. The significant 
research studies with their description and the results given for 
code-mixed text data analysis and sentiment analysis in Indian 
Languages is given in Table I. 

TABLE I. TEXT ANALYSIS AND SENTIMENT CLASSIFICATION OF CODE MIXED TEXT OF INDIAN LANGUAGES GATHERED FROM SOCIAL MEDIA 

S# Paper/Study Language Objective(s) Dataset(s) 
ML/DL 

Approach 
Performance Evaluation 

01 
Patra, Braja Gopal, 
et al [25] 

Hindi-English 
Bengali-English 

Sentiment 
Analysis 

Tweets SVM 

 

Language F1-Score 

Hi-En 0.569 

Bi-En 0.526 

02 
Ansari & Govilkar 

[30] 

Hindi-English 

Marathi-English 

Sentiment 

Analysis 

Tweets 

Facebook 
posts 

YouTube 

comments 

NB 

SVM 

 

Model Language F1-Score 

NB 
Hi-En 0.60 

Ma-En 0.46 

SVM 
Hi-En 0.60 

Ma-En 0.59 

03 
Jamatia, Anupam et. 
al. [31] 

 

Hindi-English 

Development of 

annotated 

corpus, 

POS tagging, 
Sentiment 

Analysis 

Tweets, 

Facebook 

posts  
 

CRF 

SMO  

NB 
RF  

 

Model F1-Score 

CRF 0.716 

SMO 0.397 

NB 0.458 

RF 0.706 

04 Singh, M et. al.[32] English-Punjabi 
Sentiment 

Analysis 

Tweets, 

Facebook 

posts, 
YouTube 

comments  

NB 

SVM 

 

Model Accuracy 

NB 85.5% 

SVM 85% 

05 Mandal & Das [33] English-Bengali 
Sentiment 

Analysis 

Movie 

reviews 

NB 

LR 
SVM 

 

Model Accuracy 

NB 59% 

LR 55% 

SVM 57% 

06 Pimpale & Patel [35] 
Hindi-English 

Hindi-Telugu 

POS tagging, 

Sentiment 
Analysis 

Tweets 

Facebook 
posts 

NB 
DT 

RF 

 

F1-measure 

Approach Hi-Eng Tal-Eng 

NB 40.4 46.3 

DT 44.6 50.3 

RF 43.0 47.0 
 

07 Ghosh et al [46] 
Hindi-English 

Bengali-English 

Sentiment 

Analysis 

Facebook 

posts 
MP Accuracy: 68.5% 
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08 
Sasidhar, T. T et. 

al.[51] 
Hindi-English 

Development of 

annotated 
dataset, 

classification of 

emotions 

Tweets 

Facebook 
posts 

Instagram 

comments  

 CNN-

BiLSTM  

Accuracy: 83.21%  

 

09 Kumar & Dhar [57] Hindi-English 
Sentiment 

Analysis 

Facebook 

posts 
BiLSTM 

Accuracy: 83.54%  

F1-score: 0.827. 

10 
Baroi, Subhra Jyoti, 
et al [58] 

Hindi-English 
Sentiment 
Analysis  

Tweets 

Ensemble 

LSTM 
LSTM + 

Convolution 

Layer 
BiLSTM 

CNN 

Model F1-Score 

LSTM 0.5640 

LSTM+Conv 0.5747 

BiLSTM 0.576 

CNN 0.5737 
 

11 Veena et. al. [59] Hindi-English 
Language 

Identification  

Facebook 

posts, 
Tweets, 

WhatsApp 

chats 

SVM 
Facebook data (f-score =98.70) 
Tweeter data (f-score=93.94) 

WhatsApp data (f-score=77.60) 

12 
Si, Shukrity, et al. 

[60] 
Hindi-English 

Aggression 

detection  
Tweets  

SVM 
GBM 

LR 

Adaboost 
DT 

KNN 

LSTM 

Model F1-Score 

SVM 0.5349 

GBM 0.5410 

LR 0.5045 

Adaboost 0.5030 

DT 0.4938 

KNN 0.4316 

LSTM 0.4039 
 

13 Soman, K. P. [61] 

Hindi-English 

Bengali-English 
Telugu-English 

POS) tagging  

Tweets, 

Facebook 
posts 

SVM 

 

Language Accuracy 

Hi-En 81.57% 

Bi-En 76.18% 

Te-En 68.85% 

14 
Lakshmi & 

Shambhavi [62]. 
English-Kannada 

Word level 
Language 

Identification  

Twitter 

Facebook 

posts 
 

MNB 

BNB 
SVM 

RF 
LR 

 

Model Accuracy 

MNB 85% 

BNB 80% 

SVM 87% 

RF 78% 

LR 80% 

15 
Vijay Deepanshu, et 
al. [63] 

Hindi-English 
Emotion 
classification  

Tweets SVM Accuracy : 58.2% 

16 Pravalika et al.[64]. Hindi-English 
Sentiment 

Analysis 

Movies posts 

on Facebook 

NB 

SVM 

DT 
RF 

MP 

Precision & Recall 

Classifier Precision Recall 

NB 0.725 0.735 

SVM 0.718 0.77 

DT 0.701 0.723 

RF 0.752 0.755 

MP 0.695 0.702 

  

17 
1) Vijay, 

Deepanshu, et al [65] 
Hindi-English 

Sarcasm 

detection 
Tweets 

SVM 

RF 

 

Model F1-Score 

SVM 0.77 

RF 0.72 

18 
2) Wu, Wang & 

Huang [66] 

Hindi-English 

Spanish-English 

Sentiment 

Analysis 
Tweets BiLSTM F1-score: 0.730 

19 
 Bhange & Kasliwal 
[67] 

Hindi-English 
Sentiment 
Analysis 

Tweets 
Ensemble 
(NB-SVM) 

Accuracy: 0.667 
F1-score :0.673 
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20 
Sharma, & Motlani, 
[68] 

Hindi-English 

Bengali-English 

Tamil-English 

POS Tagging Tweets CRF 

 

Language Accuracy 

Hi-En 80.68% 

Bi-En 79.84% 

Ta-En 75.48% 

21 Sarkar, K [69] 

Hindi-English 

Bengali-English 
Tamil-English 

POS Tagging 

Text from 
social 

networking 

sites 

Hidden 

Markov Model 
Accuracy : 75.60% 

22 
3) Choudhary, 

Nurendra, et al. [70] 
Hindi-English 

Sentiment 
Analysis 

Tweets 

siamese 

network with 

twin character 
level Bi-

LSTM 

networks 

Accuracy: 78% 
F1-score: 0.767 

23 Singh, K. et. al. [71] Hindi-English 

Language 

Identification, 
Entity 

Recognition 

Tweets  
CRF 
LSTM 

 

Model F1-Score 

LSTM 0.693 

CRF 0.767 

24 
Jamatia, Anupam, et 

al. [72] 

Hindi-English 

Bengali English 

Sentiment 

Analysis 
Tweets 

BiLSTM CNN 

Double 
BiLSTM 

Attention 

Based Model 

 

Language Model F1-Score 

Hi-En 

BiLSTM 0.566 

D-BiLSTM 0.595 

ABM 0.604 

Bi-En 

BiLSTM 0.623 

D-BiLSTM 0.659 

ABM 0.675 

25 
Raha, Tathagata, et 

al. [73] 
Bengali-English POS Tagging Tweets LSTM Accuracy: 75.29% 

26 Parikh, A et. Al[74] Hindi-English 
Sentiment 
Analysis 

Tweets 

Ensemble 

Model 
(LR,RF, 

BERT) 

F1-score : 0.693. 

27 Pratapa, A et. al.[75] Hindi-English 

POS Tagging, 

Sentiment 

Analysis 

Tweets LSTM F1-score : 0.56 

28 
4) Kumar, 

Vaibhav, et al. [76] 
Hindi-English 

Language 

modelling  

Social media 
blogs 

Facebook 

Comments 

LSTM Accuracy: 58.9% 

29 
Bohra, Aditya, et al 

[77] 
Hindi-English 

Dataset 

Creation, 

Hate speech 
detection 

Tweets RF Accuracy: 69.9% 

30 
Prabhu, Ameya, et 

al .[78] 
Hindi-English 

Corpus creation,  

Sentiment 
Analysis  

Facebook 

posts 
LSTM Accuracy 69.7% 

31 
Dahiya, Anirudh, et 

al. [79] 
Hindi-English 

Language 

Identification, 

POS Tagging, 
Sentiment 

Analysis 

Facebook 

Posts 
BiLSTM Accuracy 72.51% 

32 Gopal & Das [80] Hindi-English 
Sentiment 

Analysis 

Facebook 

posts  

Ensemble 
( LSTM 

MNB) 

Accuracy 70.8 

 F1-Score 0.661 
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33 

Singh & Lefever 

[81] 

 

Hindi-English 
Sentiment 
Analysis 

Tweets 

BiLSTM 

Transfer 

Learning 

 

Model F1-Score 

LSTM 0.616 

TL 0.556 

34 

Santosh & Aravind, 

[82] 

 

Hindi-English 
Hate speech 
detection 

Tweets 

SVM 

RF 

LSTM 

 

Model Accuracy F1-Score 

SVM 70.7% 0.429 

RF 65.1% 0.292 

LSTM 66.6% 0.487 

35 
Sreelakshmi et. al. 
[83] 

 

Hindi-English 
Hate speech 

detection 

Facebook 

Posts 

SVM 

RF 

 

Model Accuracy 

SVM 63.75% 

RF 64.15% 

IV. DISCUSSION 

Social networking has emerged as an essential part of our 
lives. It has not only become a platform for individuals to 
communicate with each other, it also acts as a news media, a 
platform to connect with people and develop a relationship. It 
gives an individual the opportunity to express their views on a 
particular product, service, social movement, government 
policy etc. Social media thus helps in business and governance 
tasks. India being the second-largest populous country of the 
world has a wide range of linguistic diversity. People often 
express their views in English as well as in their native 
language resulting in the proliferation of code-mixed data. 
Mixing of languages or language varieties either in oral or in 
written form is known as code-mixing. 

Sentiment evaluation of social media data analysis plays a 
crucial role in modern commerce and governance. Classical 
sentiment analysis systems were developed for dealing with 
product reviews. With the advancement in NLP tools and 
technologies, sentiment analysis systems were developed for 
other tasks as well. Code-mixed text data sentiment analysis is 
a relatively challenging task right from data gathering to 
classification. Various studies have been accomplished on 
“Cross-Lingual Information Retrieval” (CLIR), “Multilingual 
Information Retrieval” (MLIR) and “Mixed Script Information 
Retrieval” (MSIR) [84]. In CLIR, a user queries in one 
language and retrieves desired information in more than one 
language. In MLIR, a person can query in one or more 
languages and retrieve information in more than one language. 
However, the task of retrieval becomes more difficult when 
dealing with MSIR, due to Romanized text of non-English 
languages. Also, the social media text contains many non-
standard forms such as misspellings, improper use of grammar, 
letter substitutions, non-standard abbreviations and other 
ambiguities which makes preprocessing a necessary step in the 
code-mixed scenario. Various tools for POS tagging, language 
identification as well as named entity recognition (NER) have 
been developed for the analysis of code-mixed data over the 
recent years. However, due to limited datasets particularly 
annotated datasets for some language pairs and the non-
availability of these resources for majority of native Indian 
languages, and the linguistic catalogues for informal code-
mixed text, the automatic text analysis tool development is 
challenging. 

Code-mixed text data analysis in multilingual societies like 
India has become a vital linguistic research area more 
specifically for social media content. However, processing 
such type of data for linguistic analysis is a challenging task 
due to inherited linguistic complexity and the presence of 
spelling and grammar variations [85] Therefore, to promote 
research in code-mixed text, MSIR workshops were organized 
at FIRE since 2008 [86] various workshops have been 
conducted on linguistic code-switching computational 
procedures for language identification and NER textual data 
for in code- mixing scenarios [87]. SemEval workshops 
(International Workshop on Semantic Evaluation) have also 
been conducted. SemEval-2020 was aimed to encourage 
research in code-mixed Sentiment Analysis of Twitter data. 

This paper provides the results of a review study for the 
sentiment classification of code-mixed Indian languages. The 
adopted languages, ML/DL/ANN approaches, data sets and 
challenges in sentiment analysis of code-mixed text data have 
been highlighted. The results also show that various studies 
have been carried out in different application domains, thus 
each of the domains requires different analysis approaches to 
achieve better performance. 

The results show that the most used ML classifier for the 
sentiment classification of code-mixed Indian language text is 
SVM followed by NB and RF. Ensemble approaches are also 
used to classify the code-mixed text. The study also showed 
that in terms of accuracy and f1- measure, Neural Network 
approaches perform better than the traditional models. 
Typically LSTM and BiLSTM algorithms are being used by 
the researchers for the classification of sentiment in code-
mixed datasets. The study reveals that Twitter is the first choice 
of data collection followed by Facebook and movie/product 
reviews. Also, appreciable research has been carried out in the 
Hindi-English public networking site‟s text followed by 
Bengali-English. Research has also been carried out in other 
code-mixed Indian languages such as Punjabi- English, 
Marathi-English, Telugu-English and Malayalam- English. 
However, limited or no annotated datasets, text analysis tools 
and SentiWordNets are not available in most of the code-mixed 
Indian language text. 

V. CONCLUSION 

A comprehensive study of Machine Learning techniques 
for code-mixed Indian language text collected from popular 
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media platforms has been carried out in this paper. Among 
traditional Machine learning approaches, SVM is the first 
choice of most researchers. In the case of Deep Learning 
approaches, BiLSTM dominates the research. Twitter data is 
used for most of the systems and code-mixed social media text 
for Hindi-English is most researched. Annotated datasets, text 
and language analysis tools and other lexical recourses are 
trivial while dealing with code-mixed datasets. In our future 
work we are going to present a statistical review of Machine 
Learning approach for Sentiment Analysis of code-mixed 
social- media text. 
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Abstract—Wireless sensing has become an essential feature 

for minimizing energy for WSN applications. The foundation of 

the WSN is to implicate the uniqueness of the design feature 

capabilities, which are tied to different applications choices of 

interest. The implementation of pervasive algorithms with 

ubiquitous Network features are depicted with changes in 

frequency topology bands and congestion regression of the 

Network. The Network would affect the parametric criteria such 

as bitrate, Cluster-head energy, minimum energy and bandwidth 

usage. Our improved hybrid Pervasive algorithms would prevent 

the different attacks and control with the least tolerant error 

since topology becomes an integral part of the design, providing 

efficient Routing for the Network. In order to effectively solve the 

problem, a hybrid tangential transform with improved topologies 

for effecting network parameters. The other algorithm implicates 

the energy-efficient with optimization of stochastic conditional 

inequity for different network sizes. Performance characteristics 

of the proposed algorithms for WSN would estimate a tolerant 

error with a factor of 12% on each feature of the network 

parameter. 

Keywords—SCI (stochastic conditional inequality); LEACH; 

clustering; DDOS (distributed denial of service); DEEC 

(distributed energy efficient clustering); TETRA (terrestrial 

trunked radio); WSN (wireless sensor network) 

I. INTRODUCTION 

The Wireless Sensor Network (WSN) affects everyday life 
as a seed for intelligent applications and ubiquitous systems. 
WSNs employ traditional WiFi antennas and a collection of 
internet-connected devices known as "smart nodes" capable of 
detecting and recording environmental phenomena and 
physical conditions such as humidity, temperature, pressure, 
and pollution levels. 

Because of the technology's flexibility and communication 
capabilities, it is possible to exploit the accurate information 
generated by agent devices. Consequently, the communication 
is reliable because [1] and [2]. To ensure the long-term 
survival of innovative applications like IoT (Internet of 
Things) and military applications, WSNs have been used to 
demonstrate various intriguing ways. As shown in Fig 1, many 
smart apps rely on WSNs as their basis. The advent of 
different scenarios of WSN, which might include the different 
nodes and that will be deployed with dynamic nodes on each 
MANETS [3] where ADHOC features are improvised on 
multi-dimensionality feature [4]. Wireless sensor nodes and a 
data centre or sink node are the two sensors in this system [5]. 
It is these nodes that introduce three critical operations into the 
system. 

 Data collection, 

 Data processing, and 

 Data transmission. 

A sensor unit, a processing unit, a data storage unit, a radio 
transceiver unit, an energy unit, and a power generator are also 
included as functional modules for controlling and monitoring 
them. WSN incorporates the sending and reception of data 
from the data center or sinks node via a wireless channel [6, 
9]. With the rise of countries with less established 
infrastructure, investment in wireless sensor networks (WSN) 
has become an inescapable consequence because of their low 
cost and high communication capabilities [10-13]. There are 
still substantial challenges in WSN related to network capacity 
restrictions, increasing data loss and collision rates [7]. By 
offering an efficient routing protocol based on clustering, it is 
possible to fulfil the Quality of Service (QoS) criteria while at 
the same time enhancing all-around network performance [8]. 
Recent years have seen an increased interest in WSN because 
of its adaptability and communication capabilities, particularly 
in the absence of conventional networks like Long-Term 
Evolution (LTE) or Terrestrial Trunked Radio (TETRA), both 
in academic research and in the IT sector [14-17]. As a result 
of these concerns and obstacles, the WSN's potential 
performance may be severely affected by factors such as 
frequent network topology changes and longer delays in 
reaching the final destination, route coupling and high packet 
loss. In order to lower network bandwidth and power 
consumption while simultaneously extending the lifespan of 
the Network, new approaches to congestion reduction are 
needed [18]. Also mentioned in this part are several popular 
strategies for dealing with congestion control issues and an 
overview of the topic in network layer congestion 
management [20]. 

A. Contribution 

This study's primary objective implicates the different 
scenarios of attacks and its control feature using the pervasive 
algorithm for improving the overall performance features as 
throughput, end-end delay time, and the energy minimization 
for the proposed algorithms. This paper mainly contributes 
with implementation of routing cluster analysis with proposed 
route structures from III.B as stated below: 

B. Problem Statement 

1) Implement the Hybrid Routing protocol for minimum 

cluster head energy. 
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2) Improvise a design model on each Routing area 

calculations for minimum distance measurement. 

3) Estimate a stochastic model, for optimizing the error 

and formulate the relative error features on each node based 

on SCI algorithm. 

4) Our proposed model, with DEEC-SCI and HTTA 

models have improvised to implicate different performance 

factors such as bit rate, energy minimization at nodes, and 

error optimization in dB‟s. 

5) Finally, comparison of LEACH algorithms, TEEN 

algorithm, and DEEC {SCI-HTTA} (proposed algorithms) 

have been implicated as Tabulated graphs. 

C. Overview 

In Section-1, our design implicates different MANET's 
and their importance of congestion problem and its related 
features that are governed with Route optimization and region 
cluster analysis. Network topologies are estimated with 
different diagram feature consideration and their literature 
survey of different algorithms with routing protocols list. In 
section 3, we ensure the different possibilities of optimization 
algorithms that are governed for ensuring optimal solutions. 
Finally, we introduce the SCI-HTTA algorithm for energy 
minimization formulations. 

II. EXISTING DESIGN 

A. Concept 

Congestion-aware clustering and Routing (CCR) is the 
purpose of this architecture is to improve network 
performance by lowering end-to-end delay time, boosting 
delivery ratio, and prolonging the network lifespan. As a 
result, several obstacles and concerns must be addressed to 
fulfil these goals, including the dependency on batteries, the 
capacity of storage units, and the need to send data to a 
specific receiver node many times [21]. 

 Low Overhead: Because the setup phase is done just 
once in the first round, the overhead associated with 
executing the setup step in each subsequent round is 
minimized. It is used during the setup phase to split the 
network area into levels and sectors, which are 
subsequently utilized to build clusters of nodes with an 
equal number of nodes once they have been created. 

 Cluster head node (CH) load distribution: As the 
functions of principal cluster head (PCH) and 
secondary cluster head (SCH) rotate among all nodes 
in the Cluster at the start of each cycle, the cluster head 
node (CH) role is distributed over all nodes, hence 
reducing the strain on all nodes. 

 Stability is achieved when data transfer with SCH-PCH 
forms Cluster heads correctly. 

 Reliability: The values of PCH and SCH should be 
more reliable and dependable for optimal distance 
calculations. 

 Scalability refers to adding new nodes at any point 
during a round. 

 Fault-tolerance: increasing the packet delivery ratio 
through the use of fault tolerance solutions is known as 
fault tolerance. 

B. Congestion Problem 

When a large number of sensor nodes submit data to a 
single sink node, there is a high likelihood of network 
congestion. Several factors contribute to this, including a 
relatively restricted bandwidth supply and finite network 
capacity [6]. Figure 2 is an illustration of this phenomenon. 

For congestion to arise in a WSN, there are two primary 
reasons for this: a lack of node capacity and the characteristics 
of the wireless channel. Due to the prominent restricted 
resources, sluggish processor, and restricted energy of nodes, 
congestion in WSN occurs in the first place in the Network's 
nodes. Secondly, network congestion occurs in WSN because 
of the nature of the Network, its event-driven nature, channel 
interference, and the pace at which data is sent and received 
from the Network. Consequently, protocols developed for 
WSNs must be lightweight and scalable to maximize the 
Network's lifespan [22]. 

C. Cluster-Based Route Optimization Protocols with Block-

Based Cluster Formation 

The Low-Energy Adaptive Clustering Hierarchy Protocol 
(LEACH) [14] is a self-organizing, adaptive clustering 
protocol that uses little energy to perform its tasks. LEACH's 
procedure is divided into several rounds that are repeated 
repeatedly. Nodes form themselves into clusters at the end of 
each round. Each Cluster consists of a single CH node and a 
large number of MNs nodes, where the CH node receives data 
from the MNs nodes and executes data tasks simultaneously 
on the data before sending the aggregated data to the base 
station. It had several advantages, including balancing energy 
usage, using TDMA on the MAC, aggregating data from CH 
nodes, which resulted in a reduction in the high volume of 
traffic and savings in energy. In addition, it can create new 
nodes and eliminate dead nodes in each cycle. Nevertheless, it 
has some disadvantages, such as random selection of CHs, 
residual energy that is not considered when selecting a CH, 
single-hop inter-cluster Routing, which increases energy 
consumption in large-regional networks, and dynamic Cluster 
which adds extra overhead to the overall network design. Fig 
2 is a collection of the most recent successors to the LEACH 
protocol, together with information on its approach, 
advantages, and disadvantages. 

 

Fig. 1. Representing the Congestion Problem for WSN Systems. 
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Fig. 2. Representing the Tabulated figure for List of Algorithms for Survey 

Model. 

D. Methodology 

With consideration of different design models on the 
design, LEACH models and its different types have been 
implicated with Fig-2. According to the current design which 
effectively improvise on congestion problem and Route area-
based design features have been implicated on figure 3 and 
figure 4. Now, these LEACH models effectively improvise the 
Routing concept on the basis with region model and its 
collective intra-cluster routing algorithm mentioned in section 
F. The current design effectively postulates on different 
distance formulation with area and its effective scheduling. 
This feature estimation is represented with on algorithm 2. 

In [19], LEACH protocol with fixed number of Cluster 
head with each round based on random time interval. The P-
LEACH is proposed with optimal cluster-based chain protocol 
which implicates the improvement of PEGASIS and LEACH 
protocols as hybrid model for optimizing energy. An NS2 
feature implementation of the WSN model with P-LEACH is 
performed and its energy feature reduction is affected on each 
set of optimal nodes considered [26]. In [27], the authors 
suggest a hybrid multihop routing protocol that attempts to 
increase the lifespan of a WSN that is deployed in a globally 
spread network while maintaining its performance. Despite the 
fact that its performance has been shown to be superior, the 
chain-based CH selection and routing of data over MST 
increases the network's energy consumption, hence shortening 
its lifespan. This concept creates a hybridization of the 
metaheuristic cluster-based routing (HMBCR) approach for 
use in wireless sensor networks. The HMBCR approach 
begins with a brainstorm optimization with levy distribution 
(BSO-LD) based clustering procedure that incorporates a 
fitness function including a fitness function comprising [28]. 

The event data flow in IMS applications must be delivered 
in a timely and reliable manner in order for the applications to 
respond quickly with the relevant actions. However, because 

of a sensor node's limited energy supply, it is necessary to 
make a trade-off between latency and energy consumption 
while selecting the best path to the base station. With the 
advent of event data traffic in IMS, a multi-objective ant-
colony optimization-based quality of service (QoS) aware 
cross-layer routing (MACO-QCR) protocol has been proposed 
for inter-cluster communication in WSN-based IMS in order 
to deal with the multi-constrained routing problem introduced 
by event data traffic. An improvement to the ACO algorithm 
is that it is now a multi-objective routing algorithm that 
considers the energy consumption cost and the end-to-end 
delay cost of a routing path as two optimization objectives, 
and in which a routing path is produced through the use of 
multi-pheromone information and multi-heuristic information 
that is comprised of two objective functions is used to 
generate the routing path [29]. 

In this design, the network itself is optimized for energy 
efficiency and routing endurance without taking into account 
the influence of the external environment, resulting in a 
network that is unable to adapt to environmental changes in a 
timely way. Thus, the routing survival of various routing 
protocols in severe conditions is a matter of some debate. 

The SMRP (sustained multipath routing protocol), in 
which routing choices are determined based on a mixed 
potential field in terms of depth, residual energy, and 
environment To summarize, the core concept of SMRP is that 
it instructs messages to pick pathways that make a 
compromise between delivery delay, energy balance, and 
routing survival, among other factors [30]. 

E. Protocols for Region Cluster Analysis and Scheduling 

A vertical seam or line of terminals is defined as an Edge 
D2d Communication (LBDD) [20-25] system, which divides 
the deployment area into two halves by dividing it vertically. 
In this context, the nodes positioned on this strip or line are 
inline nodes, which means that they are located on the strip or 
line. Information is captured and kept on this line to be 
accessed later if necessary. It is necessary to convey data from 
sensors to the line, where it is maintained in the first node that 
comes into contact with the data. It is possible to send a data 
query to the line, which will then propagate across the line 
until it reaches the cluster nodes storing and retrieving data 
from the inline storage system, at which point the inquiry will 
be stopped. The data is delivered straight to the sink through 
the inline node in the next phase, and the multicast routing 
process is brought to a close. It is believed that each node is 
aware of its geographic location and the geographic 
boundaries of the Network. a. Additionally, in addition to the 
fact that it is relatively simple to identify and configure, 
LBDD has the benefits of being easily accessible by both 
sources and sink nodes and having a reasonably low overhead 
for completing the operations mentioned above. There are 
some drawbacks to LBDD, such as the fact that it still relies 
on a live broadcast for spreading metadata along a line and 
that the line must be wide enough to accommodate hot spots. 
As a result of this, especially for extensive systems, the 
flooding on the line will result in a rise in total energy. 

SNO ALGORITHMS TECHNIQUE ADVANTAGES RESEARCH GAP

1 LEACH-C [14]

Implicate a cental 

algorithm to form 

clusters

Improved 

Performance by 

20% to 40%

Every Node requires 

enables positional 

analysis from GPS , 

ence increases extra 

energy

2 LEACH-F[15]

This design requires a 

two level of 

transmission. No setup overhead

Consumes much power 

where new nodes and 

impossible to remove 

dead nodes.

3 LEACH-E[16]

The design on Cluster 

head and its selections 

implicates  with amount 

of resudal energy.

Increased the 

network lifetime by 

40%.

Fixed time round leads 

to the waste of energy

4 LEACH-ET[17]

The design for this leach 

model utilzies threshold 

to increase the 

proportion stedy state in 

each round.

Energy efficieny 

enhanced 

This model consumes 

more energy in 

transmitting continous 

message.

5 LEACH-MH[18]

Provides inter and intra 

multi hop 

communication model 

to send and recive data 

from the devices 

implanted.

Improvise a large 

section of energy 

reduction for large 

size of network.

Suffers from hot spots 

and limited scalability
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Fig. 3. Representing Area-based Protocol with the Optimum Route (a) 

Cluster Head Area with Minimum Distance for PCH, (b) Representing the 

Region of Cluster Nodes in R1 Region. 

 

Fig. 4. Representing other Regions R4 with (a) Distance with PCH and other 

R4 (b) Node with Clusters with C11 and C15. 

In Fig 3a&4a, this design implicates each feature of 
improvements of region clusters with distance optimization on 
each section of segments with 30 degrees or any other angle 
 . Six sectors of the circular region are estimated with the 
different clusters and their distances D11 as calculated below. 

     ∑                          
               (1) 

Similarly, Fig 3b-4b considers the distances from clusters 
and within subdivision region of the Network considered. 
Hence, the final distance is optimized as: 

   √                                 (2) 

Setup Phase 

F. Setup Phase 

A single instance of the setup phase is performed in the 
first round, during which fixed clusters are arranged. In order 
to start the data transception of WSN, a list of clusters are 
generated with the capacity considered. Following this phase, 
the network area is subdivided into levels and sectors. A 
cluster is formed when each level and sector intersect with one 
another. It is also necessary for each node to know its cluster 
number, which is composed of a level number L followed by a 
sector number S, indicated by the letters Cls. Each Cluster 
must contain a PCH node and an optional SCH node. The 
PCH and SCH nodes are picked during the setup phase based 
on their distance. 

Algorithm 1: 

Input1: Initiate the number of dead nodes as dn, DC, N 

Output: Create a cluster of Nodes for dead 

1. Merge the clusters for distance condition not satisfied as 

a.                 

b.                            
2. Iterate for each l belongs to L 

3. For Cluster, c belongs L 

4. For nodes belonging to Cluster (c) 

5. Define the conditional values for each PCH and new PCH  

6. Define the Conditional values for SCH also 

7. Assign the node condition to SCH and apply it to the 

broadcast of new messages 

8. Check for empty messages. If true, iterate all 1-7 else close. 

Algorithm 2: Intracluster routing algorithm 

Input1: Initiate the number of nodes as n 

Output: Create a cluster of Nodes on X and Y directions which are 

PCH, SCH and other affected nodes 

1. Design messages for each set of Structures governing the 

Network as S and its distances from the sink. 

2. Iterate the feature from all criteria n belongs to L1 for each 

node 

3. Define minimum and maximum distances for the nodes to 

be operated 

4. Assign a node for PCH 

5. Define the clusters for the same number of nodes in S 

6. Iterate for each set of clusters with SCH 

7. Finally, estimate the conditional values for Node distances 

and their cluster distances.  

8. Iterate for all S belongs to L 

9. Broadcast the data with a message chosen with Cluster 

selected. 

With features established based on the algorithm 1-2 this 
design effective implements congestion problem with routing 
methodology based on the structures (Fig-3 & Fig-4). Now to 
improvise this design for other network problems such as 
Cluster-head energy, minimum energy, this design should be 
optimized with other routing scheme‟s apart from congestion 
scenarios where such concepts are mentioned in section -II. 

III. OPTIMIZING ALGORITHMS 

A. Concept 

The purpose of the design might be as simple as lowering 
manufacturing costs or increasing production efficiency. An 
optimization algorithm is a method carried out repeatedly by 
comparing several solutions until an optimal or satisfying 
answer is discovered. Optimization became an element of 
computer-aided design operations with the introduction of 
computers. Today's optimization algorithms are divided into 
two categories: 

1) Deterministic 

2) Stochastic 
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Fig. 5. Representing the Optimization Flow Diagram. 

Our design improvises with the stochastic model on each 
Network parametric considered for optimizing. Since the 
optimization with energy-efficient is the prime scenario of the 
Node energy estimated and the node cluster energy modelled. 
In Fig 5 most specific feature is estimated with different 
variables and objective function with an optimization solution 
with solutions as fitness function values. 

B. Link State Optimization 

1) Initialize the design with a flag and graph where each 

node is utilized with maximum value. 

2) Estimation on each tree graph is generated by selecting 

different MPR's based on Dijkstra's distance. We initiate the 

different scenario on the model where optimization is 

observed with minimum distance between each node 

estimated for selection of MPR's. 

3) Optimizing the threshold values for each selected 

MPR‟s is generated. 

4) Hopping on iterations changes would suffice the 

selection of MPR's selection onto the minimum energy model 

for given criteria. 

Since, in section -I only congestion problem is illustrated 
with different routing structures on area implementation have 
been analyzed. While in section -II we improvise a conditional 
stochastic model with inequality criteria where this algorithm 
have been improvised to provide an effective solution for 
improved routing model with energy minimization problem as 
mention section -III and section -IV. 

IV. PROPOSED MODEL 

A. Concept 

Network parametric criteria with specific features of 
design modules as proposed with bitrate, Cluster-head energy, 
minimum energy and bandwidth usage. In this design, three 

features of the Network parametric have been introduced with 
the distance formulation as proposed with the hybrid routing 
protocol. The figure shows the optimum solution for all the 
parametric features with area modelling hybrid routing and, 
finally, energy minimization. These features are estimated 
with proposed algorithms SCI and HPTTA for energy 
inequality estimation for minimum energy solutions for each 
iteration. 

This design features the stochastic model on the Network 
parametric to improve the performance factors for each 
iteration set. Fig 6 describes the importance of energy 
optimization with node and Routing have become the crucial 
aspect of the design for estimating different network 
parametric criteria. We propose a pervasive stochastic model 
to ensure the node and route optimal feature for every case of 
observed energy values. The Routing would improvise a 
distance feature model for each set of selected nodes from the 
OLS algorithm, and an improved distance approach with SCI 
inequality is applied for improved energy minimization. 

B. Area Set up for Topology Control 

In figure 7a, we improvise a novel design scenario that 
effectively calculates the distances with R1, R2, R3 and R4 
from the centre as d1, d2, d3 and d4. The adequate distances 
are formulated in section-3 for each region (1-4). The region 
in figure 7a with a star in-between represents the optimal 
regional transform for each tangential point as mentioned 
below: 

                                                    
                 , where arc R1-R2 and arc R1-R4 will 
implicate the point P1 similarly for other arcs p2, p3, and p4 
are represented. 

                                                
                            , here j varies from 1 to 10. 
Even values of edge points are the critical points for which the 
tangential transform for the distances are applied. 

∑ √    
     

            √    
     

          
 
         (3) 

 

Fig. 6. Representing Optimization of Routing and Energy Minimization 

Block Diagram. 
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(a) 

 
(b) 

Fig. 7. (a) Representing the Pervasive Tangential Transform Model (b) 

Region Tangential with Projection Transform. 

C. Hybrid Routing Model 

With the Routing of hybrid feature, our design implicates 
the OLS algorithm as a proactive model and hybrid Manhattan 
distance feature for each OLS model, estimating the node 
minimum values for each node considered. The OLS 
algorithm improvises the design of MPR's multipoint relays, 
which are estimated with minimum values of distance based 
on the Hybrid Distance Formulations: 

     √           √                     (4) 

     √           √                     (5) 

                             (6) 

          √                     (7) 

       
  

              
   √                         (8) 

V. ENERGY-EFFICIENT FORMULATIONS 

A. Node Energy Formulations 

We improvise an optimal solution for implicating Node 
estimations for hybrid routing as proposed, using formulations 
as mentioned for each set of nodes and selected clusters as: 

This design for energy equation is measured with hybrid 
routing protocol as mentioned for topology Model: 

     ∑ ∑                     
   

 
               (9) 

The     The functionality of the S represents the design 
solution of which nodes appear at a given timing aspect where 
each set of the design parametric are considered with active 
and dead cells from the equation. 

         ∑    
 
                           (10) 

         ∑    
 
                       (11) 

F represents the solution model for where all the active and 
alive nodes in cell regions are established with equation 1. n_i 
represents the number of active nodes and   being the best 
predicted based on ATGF for all iterations mentioned in the 
above algorithms. 

                                   (12) 

                                                  (13) 

Here      represents the entropy of each selected feature 
on node localization selected. 

Hence the total Network energy estimated is: 

                                      (14) 

Here         estimated probabilities for the optimized 
values for the best solution are modified with the SCI 
algorithm probabilities for each random variable estimation. 
The overall estimated values implicate the least energy 
simulated parametric for iteration chosen. 

B. SCI Algorithm for Optimization of Minimum Energy 

Let there be two variables, X and Y, the random 
probability for each node distance and energy optimization, on 
selecting optimal distance search and link-state protocol as 
mentioned in section 4. 

 (
 

     
)                                    (15) 

 (
 

     
)                                    (16) 

Since the conditionality of the stochastic model,         
       is a conditional value for each Random variable X and 
Y for distance and energy minimization. 

 (
     

     
)           

              

        
          (17) 

For                     hence, 

                    (
 

     
)  
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)  

    

    
                 (18) 

Hence          (
 

     
)  

    

    
           (

 

     
)  

    

    
               (19) 

VI. RESULTS AND DISCUSSION 

A. Output Simulations 

In this design, we have implicated the different features of 
the Network with different nodes and its multipoint routes 
estimated from the hybrid routing area transform model. The 
simulations are estimated with these nodes, and an optimal 
solution for the energy minimization and 1.8-1.9 bit rate is 
observed for the two algorithms proposed as SCI and HTTA 
from equation 3. 
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In figure 8, energy values are plotted with the minimum 
number of nodes in one direction. The minimum values for 
each set of iterations are observed with -220dB for 50X50 net, 
-238dB for 100X100 and -220dB for 150X150. Formulations 
from 1-19 are implemented for each setup iteration and 
compared with minimum energy values, bit rate and finally, 
the error values for each random factor chosen for optimizing 
the data as mentioned in figure 9-11. 

 

 

 

Fig. 8. Representing the WSN Structure for (a) 50X50 Nodes, (b) 100X100 

Nodes (c) 150x150 Nodes. 

 

Fig. 9. Representing the Energy Values for (a) 50X50, (b) 100X100, (c) 

150X150. 

 

Fig. 10. Representing the Minimum Energy Values for Existing and Proposed 

Algorithms. 

The minimum energy values of each algorithm mention 
with LEACH {CCR, GA, GA-CCR}, DEEC {SCI, SCI-
HTTA proposed algorithm}, TEEN-GA are estimated with 
references [21,22]. The DEEC-SCI and DEEC-SCI-HTTA 
algorithm have been improvised on different solutions with 
each estimate on the equations from (15) and (18). 

In Fig-11 and Fig-12, our design depicts with overall bit 
rate estimation for each transmitted data from the sender to the 
destination. To increase the bit of the transmission our design 
utilizes hybrid routing protocol with as proposed with area 
estimation structure. These area estimation analyses the 
correct distance from each node and its transmitter data to the 
send via SCI algorithm. Finally, the error optimization with 
hybrid routing scheme is analysed and implicated on the 
design feature. The error values are implicated with 
optimization algorithm as Stochastic model with SCI 
algorithm. 
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Fig. 11. Representing the Bit Rate Values for Existing and Proposed 

Algorithms. 

 

Fig. 12. Representing the Error Values in dB for Existing and Proposed 

Algorithms. 

B. Tabulations 

The Table 1a) implicates on different LEACH protocols 
from Existing model CCR referring to Congestion control 
route. The Fig-3 and Fig-4are the prime features for provision 
of routing with and without congestion for set of nodes as 
energy minimization. GA is other optimization algorithm 
considered for route minimization and its distance optimizing 
on each iteration for every node considered. Hence, 
Algorithm-2 from Table 1a) provisions best outcome for 
energy, bitrate and error in DB while others are less. So, in 
table-1b) is implemented based on the proposed algorithms as 
mention in section-III and IV encapsulating the different 
propositions of the energy models and its analysis for distance 
routes and node clusters minimizations. This results overall 
improved feature more than 12% on each of the parameter 
considered. 

TABLE I. REPRESENTS THE DIFFERENT ALGORITHMS IMPLICATED WITH 

LEACH AND TEEN 

SNO 
Comparison table 

Existing Algorithms Min-Energy  Bitrate Error in dB 

1 LEACH-CCR -93.46 1.79 8.41 

2 LEACH-GA-CCR -109.34 1.56 6.73 

3 TEEN-GA -104.82 1.34 9.56 

4 LEACH-GA -90.45 1.21 11.89 

(B) REPRESENTS THE PROPOSED ALGORITHMS DEEC-SCI AND SCI-HTTA 

SNO 
Comparison table 

Proposed Algorithms Min-Energy  Bitrate Error in dB 

1 DEEC-SCI -137.34 1.86 13.45 

2 DEEC-SCI-HTTA -152.87 1.9 15.78 

VII. CONCLUSION 

In WSN applications, power consumption is a common 
difficulty regardless of the task. To maintain the Network's 
overall efficiency, this design model with SCI and HTTA is 
implemented with energy minimization is required. This work 
intended with Routing and its area-based design model with 
tangential transform for different Network parametric as SCI-
HTTP model with DEEC is proposed. The optimized features 
on performance parametric suggest an outstanding 
improvement on minimum energy values for the proposed two 
algorithms. In figure 2, we have implicated the DEEC-SCI 
and DEEC -SCI-HTTA features for the proposed model. 
These few algorithms are being considered with the proposed 
improvement feature on Routing speed characteristics. From 
section -6, all tabulations and plotting features are represented 
via Matlab-2019b. The practical value minimum value for 
each DEEC-SCI-HTTA is observed in terms of -200 to -300 
dB for a single iteration. 

SCOPE: 

1) To estimate heterogenous network for optimizing 

coverage problem 

2) Improvise a Novel scheme on optimal energy nodes 

and its provision on hardware model for WSN network. 
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Abstract—Fake news (FN) has become a big problem in 

today's world, recognition partly to the widespread use of social 

media. A wide variety of news organizations and news websites 

post their stories on social media. It is important to verify that 

the information posted is genuine and obtained from reputable 

sources. The intensity and sincerity of internet news cannot be 

quantified completely and remains a challenge. We present an 

FNU-BiCNN model for identifying FN and fake URLs in this 

study by analyzing the correctness of a report and predicting its 

validity. Stop words and stem words with NLTK characteristics 

were employed during data pre-processing. Following that, we 

compute the TF-IDF using LSTM, batch normalization, and 

dense. The WORDNET Lemmatizer is used to choose the 

features. Bi-LSTM with ARIMA and CNN are used to train the 

datasets, and various machine learning techniques are used to 

classify them. By deriving credibility ratings from textual data, 

this model develops an ensemble strategy for concurrently 

learning the depictions of news stories, authors, and titles. To 

achieve greater accuracy while using Voting ensemble classifier 

and compared with several machine learning algorithms such as 

SVM, DT, RF, KNN, and Naive Bayes were tried, and it was 

discovered that the voting ensemble classifier achieved the 

highest accuracy of 99.99%. Classifiers' accuracy, recall, and F1-

Score were used to assess their performance and efficacy. 

Keywords—Bi-LSTM; CNN; WORDNET; machine learning; 

fake news and URL; ARIMA 

LIST OF ABBREVIATIONS 

FN-Fake news 

FNU-BiCNN- Fake News and Fake URL Detection Using Bi-CNN 

SVM- Support Vector Machine 

DT-Decision Tree 

RF-Random Forest 

KNN- K-Nearest Neighbors 

NB- Naive Bayes 

CNN- Convolutional Neural Network 

LSTM- long short-term memory network 

ARIMA- Autoregressive Integrated Moving Average 

URL-Uniform Resource Locators  

MSSE- Minimum Sum of Squared Errors 

BP- Back Propagation 

TF- Term Frequency 

IDF- Inverse Document Frequency 

POS-Part of Speech 

RNN- recurrent neural network 

NLTK- Natural Language Toolkit 

I. INTRODUCTION 

Recent years have seen a rapid rise in the popularity of 
social networking sites due to greater media coverage. Rather 
than traditional media, social networking platforms are the 
preferred news source for many people [1]. Users of social 
networks may engage with individuals who share their 
interests and ideas. It's questionable, though, about the quality 
of the news. This media outlet disseminates false material in 
the style of news stories [2]. People and society might be 
adversely affected by its widespread use. FN is information 
that has been created solely to mislead the public. It is 
impossible to accurately measure the reliability of information 
posted on social media networks [3]. To overcome the 
problem above, a standardized solution is needed [4]. 

Numerous dangerous consequences might result from our 
culture's exponential growth of FN. First, FN alters how 
people view and respond to legitimate news. Second, the 
proliferation of FN [11] would consumers' faith in the media, 
make them distrustful, and jeopardize the news medium's 
legitimacy [7] [8]. Third, deliberate FN persuades people to 
accept skewed and manufactured tales [10]. 

There is lot of reasons to choosing the FN detection: First, 
true or untrue stories greatly influence a country's elections, 
such as in India, where 45% of voters believe fact-checking 
groups exist. [11] [12]. Most WhatsApp users in India prefer 
to accept transmitted information without checking it, which is 
the second-largest population in the world [13-17]. On the one 
hand, social media businesses are faced with the enormity of 
their enterprise as they consider the possible exploitation of its 
base. Examples of FN are photoshopped images, client-
created content, or caricature accounts. Second, there is 
mounting evidence that customers have behaved bizarrely in 
response to news that was subsequently shown to be false. 
One recent example is the propagation of the new corona 
virus, which was propagated by false claims about the virus's 
origin, biology, and behavior. The situation deteriorated as 
more individuals became aware of the fabricated information 
online. Finding such news online is a difficult Endeavour. 
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Other types of FN include stories intended to appeal to a 
specific group or association and stories that offer a scientific 
or affordable explanation for an unresolved issue, leading to 
the spread of incorrect information. FN detection and Fake 
URL detection bring new and tough difficulties due to the 
aspects above [18-21]. 

For detecting malicious URL has merging a trust 
computational model with a collection of URL-based 
characteristics.  And Malicious URL detection has used 
Bayesian learning and Dempster–Shafer theory to assess the 
credibility of tweets and it has only 95% accuracy rate [16]. 

Internet news items may automatically detect FN and URL 
information in internet news items using two new datasets. 
Data sets that have been pre-processed are utilized to 
distinguish between fake and legitimate news. ARIMA, Bi-
LSTM, and Convolutional Neural Networks (CNN) deep 
learning algorithms were utilized for training the datasets. Our 
last step is using ensemble learning, in which we combine 
many classifiers to improve a model's ability to classify and 
approximate new data accurately. Base classifiers include 
Support Vector Machine (SVM), KNN, Naive Bayes [NB], 
Decision Tree (DT), and Random Forest (RF). Together, these 
two classification models provide a better estimate and a 
classifier that beats all others in terms of accuracy and 
predictability. By combining numerous models and then 
averaging them to generate a final model, this method helps 
limit the danger of a poor-performing classifier. 

The following are the primary goals and accomplishments: 

A strategy for spotting FN across several sources: 

a) Extract top-level text features from actual and FN 

articles using TF-IDF and WORDNET. 

b) URL characteristics may be extracted by looking at 

the domain name (domain) 

c) The on-site URL feature may be used to estimate the 

multi-source trustworthiness score by combining text-based 

characteristics and multi-source credibility ratings to estimate 

news credibility. 

A. Our Contributions 

Multiple instances of text classification using both 
supervised and unsupervised learning methods have been seen 
in the present FN corpus. However, the majority of the 
research focuses on certain datasets or topics, most notably the 
realm of politics. As a consequence, the algorithm trained on a 
specific kind of content performs optimally when exposed to 
articles from various areas. Our research examines many 
textual features that may be utilized to detect false from 
genuine information. We use these qualities to train a mix of 
distinct machine learning algorithms utilizing voting ensemble 
approaches that have not been extensively investigated in the 
present literature. Voting ensemble learners have been shown 
to be beneficial in a broad number of applications due to their 
propensity to lower error rates. These strategies assist the 
effective and efficient training of various machine learning 
algorithms. Additionally, we performed extensive experiments 
on two publicly accessible real-world datasets as Fake news 
and URL datasets. 

The rest of the article is arranged in the following manner: 
Section 2 deals with existing research methods for FN and 
URL detection. Section 3 explains how the FNU-BiCNN 
architecture works and how it is put into action. Section 4 
presents the results of the research into the FNU-BiCNN 
framework. Conclusions and future research are discussed in 
Section 5. 

II. BACKGROUND STUDY 

Agarwal, A., & Dixit, A. in [1] instead of studying a single 
approach, the author employed ensemble learning. The 
average accuracy score discovered was 85%, which is 15% 
better than the accuracy of the worst-performing KNN model. 
Additionally, the authors utilized just a percent of the 
information even with the supplied dataset and values. The 
remainder of the data was inadequate and did not give further 
distinguishing characteristics between fake and authentic 
news. 

In Ahmed, A. A., & Abdullah, N. A. [2], the URLs of 
online pages may be used to identify phishing websites. The 
proposed method might distinguish between legitimate and 
counterfeit websites by looking at the Uniform Resource 
Locators (URLs) of suspicious web pages (URLs). URLs are 
examined for a variety of characteristics to identify phishing 
sites. The identified attacks are reported to the proper 
authorities to prevent such incidents. 

In Birunda, S. S., & Devi, R. K. [3], a novel score-based 
framework for detecting FN from multiple sources has been 
developed. Using the TF-IDF approach, the top actual and 
false characteristics were retrieved from news articles. The 
Credibility Score of the sources was determined using the Site 
URL attributes provided from the source. To determine the 
news's dependability, the retrieved text-based characteristics 
and the multi-source Credibility Score were combined. The 
suggested framework's efficacy and practicality are assessed 
and compared to different classifiers. 

Cheng, W. et al. in [5] for integrated forecasting models, 
presents a novel weighting approach for MSSE (Minimum 
Sum of Squared Errors) models that combine ARIMA 
(Autoregressive Integrated Moving Average) time-series 
models with BP (Back Propagation) neural networks. 

Granik, M., & Mesyura, V. in [6] shows how to use a 
naive Bayes classifier to identify FN quickly. This strategy 
was developed and tested using a computerized system using 
Facebook data collection. For a quite simple model, the 
authors achieved a classification accuracy of around 74% on 
their test set. 

In Jayasiriwardene, T. D., & Ganegoda, G. U. [9] to gather 
data to detect FN stories, this article demonstrates a method 
for extracting keywords from a particular tweet's body text. 
The proposed approach uses Stanford core NLP, POS tagging, 
and TF-IDF statistical techniques to identify keywords. The 
Wordnet lexical database was used to find synonyms, and 
Ginsim and word2vector may be used in combination to 
assess how related two words are. Using a bi-gram technique, 
keywords are created to increase news retrieval accuracy and 
efficiency. A list of the most relevant news tweets regarding 
the claimed tweet is compiled using the extracted keywords. 
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In Mansouri, R. et al. [13], use of semi-supervised linear 
discriminant analysis and CNNs are described in the following 
article to detect FN. With the addition of unlabeled datasets, it 
was necessary to increase training data. The proposed method 
alters LDA to provide a semi-supervised estimation of classes. 

Qazi, M. et al. [15] discusses a novel approach for 
detecting fraudulent or legitimate news. For detecting 
purposes, liar data is employed. The literature review reveals 
that several machine learning-based detection approaches 
identify FN. However, these models lack performance. The 
authors attempt to increase performance by developing a 
transformer model based on the attention process. 

In Rout, R. R., et al. [16], authors present a LA-MSBD 
method for detecting malicious social bots by merging a trust 
computational model with a collection of URL-based 
characteristics (MSBD). Additionally, the authors are used 
Bayesian learning and Dempster–Shafer theory to assess the 
credibility of tweets. MSBD has a 95% accuracy rate. 

In Seo, Y., & Jeong, C.S. [19], the authors validated the 
proposed model using two distinct dataset types. To begin, 
when the sequence-to-sequence learning model is utilized, the 
parallel corpus dataset is used as an input for creating the 
sentences. Second, to modify CNN news articles provided by 
DeepMind and construct different sorts of propositions in 
order to test inference performance. 

In Vogel, I., & Meghana, M. [20] as a first step in limiting 
the transmission of false news among online users, the authors 
presented three distinct ways for automatically detecting 
suspected FN spreaders on social media. The authors utilized 
the PAN 2020 author profile corpus and performed a variety 
of multilingual learning tests. To assess a variety of handmade 
and machine-learned qualities, the majority of which are 
language-independent? The characteristics were retrieved and 
their significance in the detection job was determined. 

In Zhi, X. et al. [21], the authors present a unique model 
based on CNN-LSTM that incorporates news organizations, 
comments, sources, and market data in this study. The 
findings demonstrate that our strategy beats previous work 
that manually extracts features or criteria. 

III. PROPOSED FRAMEWORK 

This section adds to the comprehensive approach of the 
proposed 'FNU-BiCNN' framework. The news data are first 
gathered, filtered, and pre-processed. Then, text-based 
elements are retrieved to determine the reliability of news 
items and URL information. Additionally, an ensemble 
technique is presented to use the source's credibility score and 
text-based elements to determine the authenticity of a news 
story and URLs. The FNU-BiCNN framework's pipeline is 
shown in Fig. 1. 

A. Problem Statement 

If a news article's content and its credibility score are both 
proved to be false (false) and genuine (true), otherwise, it is 
considered to be a fake. 

Allowing for the fact that an infinite number of news 
stories originate from numerous sources, we designate this 

dataset as D = D1, D2..., Dns. Y = "Real, Fake" is the dataset's 
classification code. The new unlabeled news article's degree of 
fakeness may be predicted using the dataset D, news articles 
from numerous sources (s), and the class labels Y. 

B. Dataset 

www.Kaggle.com's experimental dataset comprises 23,000 
news stories that are either false or authentic. The data 
collection is 100 MB in size. This dataset contains information 
on the source of the news stories, the date of publication, the 
author, the title, and the text. True and fake datasets are used 
for training and testing purposes. 976 false and 598 actual 
news pieces are utilized for training purposes out of a total of 
1574 articles. 241 fake samples and 152 authentic samples 
were found in 393 news stories. The difficulty of detecting FN 
articles is one of ML classification. There are 1217 FN pieces 
and 750 legitimate news articles shown in Fig. 2. More than 
1500 URL links with descriptions were gathered from 
kaggle.com for the URL dataset. The dataset is 50 MB in size. 
The link source, title, and description are all included in this 
dataset. As a data source for training and testing, this dataset is 
divided into real URLs and fake URLs. 

 

Fig. 1. FNU-BiCNN Model for Detection Fake News and URL. 
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C. Preprocessing 

Processing raw data into a machine-readable format is 
known as pre-processing in the context of data mining. Many 
text pre-processing operations were carried on the news and 
URL datasets. While working toward these goals, the Keras 
library's algorithms were employed for character conversion to 
lowercase letters, stopword removal, stemming, and 
tokenization. Stopword, such as 'of,' 'the,' 'and,' 'an,' and 
similar words, are often found in texts used in this work. 
Eliminating stopword speeds up processing and frees up space 
formerly used by the useless words listed above. Words with 
similar meanings often occur in the text, such as games and 
sport. The strength of shortness is in the removal of 
unnecessary words. This is known as stemming, and it's done 
using the Porter stemmer technique from the NLTK open-
source version. 

The headlines' keyword density was reduced to 372 due to 
the aforementioned pre-processing steps. Keras' library's 
tokenizer function divided each headline into a vector of 
words. The text is first transformed into vectors using word 
embedding (word2vec). Finally, a vocabulary for the 5,000 
unigram words present in headlines and article bodies is 
developed. The maximum headline length is used for all 
headlines. Padding is not applied to headlines that are shorter 
than the maximum length. 

D. Feature Extraction 

In our FNU-BiCNN approach, we analyze the extracted 
characteristic from the news and link it to the news's speaker 
or author. In addition, the linked author is given a credibility 
score depending on the number of fake and real stories he 
publishes on his website. A good credit score assures accuracy 
and trustworthiness. This is why our system approaches the 
problem in two ways: first, by extracting news text's 
semantics, and second, by giving a credibility score to each 
author. As a result, a vector matrix is formed that links the 
word list to each source. We turned to the sci-kit learn python 
libraries for feature extraction and selection. After selecting 
features using the bag of words and n-grams technique, we 
used TF-IDF weighting (Term Frequency-Inverse Document 
Frequency). Additionally, we used word2vec and POS tagging 
to extract features. There is a short discussion of each feature 
extraction model: 

Stop words will be labeled, and the labels will be used to 
eliminate them. WordNet is used to generate semantic phrases 
related to the subject terms. WordNet is an API that can 
generate synonyms for a given term. The TF-IDF approach is 
used to calculate the weight of these words. 

 Bag-of-words: It is a basic method for representing text 
data and extracting textual characteristics. This section 
tokenizes and counts the words associated with each 
observation. 

                (1) 

For a term i in document j: 

             
 

   
    (2) 

    =number of occurrences of i in j 

   =number of documents containing i 

N=total number of documents 

          (3) 

Where w is the weight vector and b are the bias 

     ∑           [ 
    | |]   | ||   (4) 

 The term "n-gram" refers to an uninterrupted sequence 
of n tokens or words. To get the most out of your n-
grams, it's better to use a bag of words rather than just 
words. 

 Information may be retrieved using the TF-IDF 
algorithm. This measure provides an accurate value 
when the token is commonly used in the document and 
frequently used in the corpus. Each word is given a 
word frequency score, with the more interesting ones 
receiving the highest marks. 

 Word2vec: This method embeds semantically similar 
words adjacently in numeric vectors called 
embeddings. 

 POS-Tagging: POS tagging is described as the act of 
associating a word with certain portions of speech 
depending on its context and meaning. It may be 
employed to resolve grammatical ambiguity or 
disambiguate word senses to establish the news's 
legitimacy. 

Proposed Algorithm 1: Bi-CNN 

Algorithm 1: Bi-CNN: 

Input: News articles and URL datasets 

Output: Fake or Real Data 

 

Step 1: Pre-processing using NLTK
s
 porter stemmer algorithm 

Step 2: Extract Top features using TF-IDF using LSTM, Batch 

normalization, and dense 

Step 3: Select Top features using TF-IDF and Bag of words 

Step 4: If features are selected, then 

Step 5: Using WORDNET sentiment analysis 

Step 6: Else 

Step 7: Repeat step 1 

Step 8: Training data using ARIMA+BiLSTM+CNN 

Step 9: Find the Training accuracy and loss 

Step 10: Classification is done by ML Algorithms 

Step 11: Find the Classification Metrics 

Step 12: Create a pickle file 

Step 13: Find the fake news and URLs 

Step 14: End 

 

E. Training Data 

1) Arima model: The abbreviation ARIMA stands for 

Auto-Regressive Integrated Moving Average (ARIMA). 

When the lags of the stationarized series are included in the 

forecasting equation, it is referred to as an "autoregressive" 
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component. When the lags of prediction errors are used, 

"moving average" is used. When a time series must be 

differentiated to be deemed inactive, it is referred to as an 

"integrated" form of a stationary series. ARIMA models 

include random-walk and random-trend models, 

autoregressive models, and exponential smoothing models 

[12]. 

The notation "ARIMA (p, d, q)" represents an ARIMA 
model that is not seasonal, with p signifying the number of 
autoregressive components and d and q denoting the number 
of dependent variables. 

The number of nonseasonal deviations necessary for 
stationarity is given by d in the prediction equation, whereas 
the number of delayed forecast errors is denoted by q. 

The forecasting equation is constructed in the following 
manner. Let's start by referring to y as the d

th
 difference of Y, 

which equals eq (5,6,7): 

                      (5) 

                    (6) 

                                               
                   (7) 

a) FN Detection in Time Series: Because of the nature 

of the data, we cannot employ traditional FN detection 

algorithms to detect anomalies in time series data. The 

challenge of time series FN identification must be addressed 

separately from the other jobs. 

The following are the actions that must be followed to 
detect FN in time-series data: 

 Make a note of whether the FN data is moving or not. 
Make the FN data motionless by changing it too 
stationary if it isn't already. 

 The study's findings fit a time series model to the pre-
processed FN data. 

 Calculate the observation's Squared Error for every 
observation in the data. 

 Calculate your data's error threshold. 

 We can label an observation as FN if the number of 
mistakes surpasses a specific threshold. 

As previously established, time-series FN data is strictly 
sequential and prone to autocorrelation in distribution. Time-
series models would be trained and utilized to discover the 
general behavior of the fictional data, and they would attempt 
to forecast the actual data using the fictitious data. If an 
observation is normal, the forecast will be as close to the true 
value as feasible; but, if an observation is an FN, the forecast 
will be as far from the true value as possible; hence, by 
studying the forecast errors, we may detect the FN in the data 
[5]. 

2) Bi-LSTM: A recurrent neural network (RNN) is the go-

to choose when dealing with sequential input. It stores and 

uses just the most significant parts of the incoming data to 

predict the future output. Memory cells in the RNN keep track 

of the most important information from earlier inputs. Long-

term dependence isn't taken into consideration either. The 

consequence is the creation of a particular RNN to deal with 

long-term dependency. It is known as the long short-term 

memory network (LSTM). Input (IG), output (OG), and forget 

gates are three of the gating principles used to do this (FG). 

(8)– (11) explain how the information flow (read, write, and 

reset) in the gradient is regulated by these gates in conjunction 

with the candidate hidden state (CHS), current state (CS), and 

hidden sequence (HS) (10). (12). Left-to-right or right-to-left 

are the only two input directions that the LSTM network 

accepts for processing. Consequently, gathering new 

information will be more difficult in the future. Since the 

original input sequence is being learned in both directions, Eq. 

employs a bidirectional LSTM in this case (13). 

                         (8) 

                         (9) 

                         (10) 

                                (11) 

                      (12) 

                 (13) 

Where    ,    ,    , and      are referring to the 
weight matrices of the current input   .    ,    ,    , and 
     are referred to as the weight matrices of the previous 
state     .    ,    ,    , and      are denoted as the bias 
value.    represents the output of the forward LSTM and 
backward LSTM units. 

3) Convolutional neural network: CNN: To summarize, 

CNN is a deep learning model that does very well in image 

categorization and automated natural language processing. 

When it comes to identifying higher-level traits, CNN has a 

distinctive structure. The primary processing unit of CNN is 

the convolutional layer, which uses matrix coefficients to 

identify features. There are several kernels or filters in this 

layer. These filters use an activation function called ReLU to 

help process a portion of the input sequence throughout the 

whole input data set (Rectified Linear Unit). As an extension 

of the corrected linear unit, the ReLU aims to remove negative 

values from the activation map by setting it to zero in most 

cases. It is, therefore, more effective than the sigmoid and the 

Tanh activation functions for solving the problem of the 

unseen gradient. 

As a result of the convolutional approach, a fixed-sized 
word-level embedding may be obtained by first aggregating 
the local features generated by the neural network around each 
word in the neighboring word. As a result, CNN is used to 
model latent textual properties to identify FN. Let the j

th
 word 

in the news i denote as        , which is a k-dimensional 

word embedding vector. Believe the maximum length of the 
news is n, s.t., the news has less than n words can be padded 
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as a series with length n. Hence, the overall news can be 
written as 

      
                         (14) 

This means that the news       
   is concatenated by every 

word. In this case, each news can be presented as a matrix. 

Then we use convolutional filters      to construct the new 
features. The feature ci as follows: 

    (            
    )  (15) 

Where, the b   . A max-pooling layer is applied to take 
the maximum feature map c. The maximum value is denoted 
as c=max{c}. Convolutional discoveries may be saved for FN 
detection in the max-pooling layer, increasing the model's 
durability by putting the pooling results into a fully connected 
layer. 

4) Ensemble model for classification: SVM, DT, RF, 

KNN, and NB classification algorithms combine and use 

voting ensemble classifier algorithms. All of the code was 

written in Python. Python libraries are used in our source 

code: Keras, NLTK, NumPy, Pandas, Sklearn, and scikit. 

Algorithms were judged on their accuracy, precision, recall, 

and F-score, among other metrics. 

a) Naïve Bayes is a machine learning method used to 

solve text categorization issues. Apart from that, it is quite 

simple to apply and extremely effective. 

b) SVM (Support Vector Machine): When it comes to 

regression-based classification, an SVM is a common tool. 

Despite this, it is a common tool for resolving categorization 

issues. A point on an N-dimensional space, where N is the 

number of spaces, is often used to represent each piece of 

data. In addition, each element has its value, which indicates a 

certain location. Finally, we arrive at the hyperplane on which 

the data are grouped. Outliers may be excluded using the 

SVM algorithm while calculating the hyperplane. 

c) KNN (K-Nearest Neighbors): It is one of the simplest 

machine learning models that adhere to the principles of 

supervised learning. It forecasts the similarities between the 

data for which the class is predicted and the data for which the 

class is already predicted. It classifies the new situation as a 

class, which is quite similar to a record or data. It is also 

applicable to regression and classification. It is, however, 

mostly utilized in categorization. 

d) Random Forest Algorithm (RF): This is a well-

known technique for supervised machine learning. 

Classification and regression are two possible applications. It 

uses ensemble learning, which combines the results of several 

classifiers to improve overall accuracy. 

e) DT (Decision Tree): In classification, the DT 

algorithm is one of the most often used methods. C4.5 

algorithm, which needs all data to be quantitative or 

categorical, is used. Continuous data will not be analyzed as a 

consequence of this decision. Pruning in DT may be 

accomplished in two ways. For instance, one method, termed 

"subtree replacement," proposes replacing nodes in a decision 

tree to minimize the number of tests in the convinced path. 

Typically, subtree raising has a negligible effect on decision 

tree models. Typically, there is no precise method to anticipate 

the utility of choice. However, it may be prudent to disable it 

if the induction method takes longer than expected due to the 

computational complexity of raising the subtree. 

IV. RESULTS AND DISCUSSION 

CUDA is a technology developed by NVIDIA. Python 
offers a driver and runtime API for existing toolkits and 
libraries, simplifying GPU-accelerated computation for 
optimum performance while maintaining simplicity. The data 
set of FN material, which can be accessed here, and the news 
URLs, which can be viewed here, were pre-processed using 
the Porter stemmer algorithm and NLTK. The Natural 
Language Toolkit (NLTK) is a critical framework for 
developing programs that interact with data derived from 
human language in Python programming. Additionally, it 
includes over 50 corpora and lexical resources, such as 
WordNet, and a collection of text processing libraries for 
classification, tokenization, stemming, labeling, parsing, 
semantic reasoning, and wrappers for wrappers industrial-
strength natural language processing (NLP) libraries. Porter 
stemming (or Porter stemmer) is a method for removing 
morphological and in flexional ends from English words. 
When setting information retrieval systems, the normalizing 
approach is most often used, and it is most commonly referred 
to as a "normalization process." In this work, the Porter 
stemming technique was used to extract morphological and in 
flexional ends from news articles, allowing for sentence 
normalization and mistake removal. 

The TF-IDF technique is used to mitigate the effect of 
tokens that often occur in a dataset and are empirically less 
significant than features in a tiny fraction of the training 
dataset. The number of negative and positive words has been 
tallied in this study, with 0 positive and one negative word 
shown in Fig. 2. 

The year-wise news and its positive and negative words 
have been measured in this work with Fig. 2 and X-axis 
denotes the fake news Subjects and Y-axis denotes the number 
of news counts. 

 

Fig. 2. Total Word Count. 
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Fig. 3. Total Word Count on Date Wise. 

Fig. 3 described that the greater number of FN had been 
measured in 2017 and 2019 and X-axis denotes the news 
feeding year and date and Y-axis denotes the number of news 
counts. 

This study's word count and the TF-IDF calculated the 
average character length. The length of the false words 
character on the news content dataset was much longer than 
the length of the real words character due to the findings, as 
shown in Fig. 4 and X-axis denotes the Label like True or 
False and Y-axis denotes the Average character length. 

Articles' propositions have been measured by counting the 
number of characters on each true text line and the number of 
characters on each erroneous text line in this work. The 
findings indicated that the fake character had used more 
articles from the news content dataset than the true character. 
The examination of propositions of articles on true and FN 
was depicted in Fig. 5, which represented the analysis results 
and X-axis denotes the number of characters and Y-axis 
denotes the proportion of articles. 

In this work, the proposition of articles has also been 
measured in terms of the number of words per article on both 
the actual text and the false text, which has been considered. 
The findings revealed that the fake character had exploited 
more articles in the news content collection than the true 
character. The examination of propositions of articles on the 
number of words per piece of true and FN was depicted in 
Fig. 6, which showed the study results and X-axis denotes the 
number of words per article and Y-axis denotes the proportion 
of articles. 

 

Fig. 4. Average Character Length. 

 

Fig. 5. Number of Character with Proposition of Article. 

The work used a Fake URL data set to identify the most 
often encountered fake URL. The difference between fake and 
true news has been found in this effort to boost the learning 
rate of CNN. The sources of FN and authentic news were 
depicted in Fig. 7 and 8, respectively. With the source data set, 
21 typical false news URLs were discovered, and the right-
wing news website was shown to have distributed the fakest 
news based on the URL score and X-axis denotes the news 
count feed and Y-axis denotes the source of data. 

 

Fig. 6. Number of Character / Articles with Proposition of Article. 

 

Fig. 7. Source of Real News. 
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Fig. 8. Source of Fake News. 

With this effort, Fig. 9 discovered a common source of 
actual and FN information and a common source of both. It 
has been determined that the seven most prevalent URLs are 
associated with this work and X-axis denotes the news count 
and Y-axis denotes the source of data. 

 

Fig. 9. Source of Common Real and Fake News. 

 

Fig. 10. Frequency Words in the Text of News. 

A study was conducted to determine the frequency of word 
count in the news title and the news content to determine 
whether or not the news is fake. The chart depicted the 
frequency of news title appearances, whereas Fig. 10 indicated 
the frequency of text news appearances and X-axis denotes the 
Term Frequency of words and Y-axis denotes the Top words 
list. 

Fig. 11 represents that the density of word distribution has 
been identified based on the frequency of words in the title 
and their distribution in the content by using the density 
parameter on the title. Among the findings was that the 
authentic news series has the largest dispersion density than 
the FN series. Using the graphic as an example, the outcome 
demonstrated the observations in the fictitious data are 
autocorrelated, which indicates that they are closely related to 
one another and the observations that came before them in the 
data set. The nature of the data makes it impossible to utilize 
typical FN detection algorithms to detect abnormalities in time 
series data due to the way the data is structured. To be 
successful, the task of time series false news identification 
must be handled independently of the other jobs. And X-axis 
denotes the title length and Y-axis denotes the density values. 

 

Fig. 11. Density Distribution Title Length for Real and Fake News. 

 

Fig. 12. Fake News Data Content Feed. 
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The count of news material has been autocorrelated with 
the time serious model developed by Arima in this research. 
Table II describes the autocorrelation on the FN data content, 
which depends on the feed's date, as depicted in Fig. 12 and 
X-axis denotes the date of fake news feed and Y-axis denotes 
the number of data. The result demonstrated that the news has 
been average with the date parameter. The autocorrelation of 
the lag that has been measured with this work has been 
signified in Fig. 13 and X-axis denotes the Lag Level and Y-
axis denotes the Autocorrelation values. The density has also 
been calculated and exhibited in Fig. 14 and X-axis denotes 
the news content feed and Y-axis denotes the density 
percentage. 

Table I represents the training and testing accuracy of 
Arima +Bi LSTM. The results show that the proposed Arima 
+Bi LSTM achieve a high accuracy of 0.9993. The 
performance has been evaluated in Fig. 15 and X-axis denotes 
the Epoch number and Y-axis denotes the accuracy 
percentage. 

 

Fig. 13. Fake News Data Content Feed with Autocorrelation on Date. 

 

Fig. 14. Fake News Data Content Feed with Density Analysis. 

TABLE I. ACCURACY ANALYSIS OF ARIMA+Bi LSTM 

Epoch  Training _Accuracy  Testing _Accuracy  

1 0.8964 0.9937 

2 0.9993 1.0000 

Table II represents the training and testing loss of Arima 
+Bi LSTM. The results show that the proposed Arima +Bi 
LSTM achieve the minimal loss of 0.0032. The performance 
has been evaluated in Fig. 16 and X-axis denotes the Epoch 
number and Y-axis denotes the loss percentage. 

 

Fig. 15. Accuracy Analysis of Arima +Bi LSTM. 

TABLE II. LOSS ANALYSIS OF ARIMA+Bi LSTM 

Epoch  Training _loss Testing _Loss  

1 0.2872 0.0163 

2 0.0032 0.0014 

 

Fig. 16. Loss Analyses of Arima +Bi-LSTM. 
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Table III represents the training and testing accuracy of 
CNN. The results show that the CNN achieves an accuracy 
rate of 0.9676. The performance has been evaluated in Fig. 17 
and X-axis denotes the Epoch numbers and Y-axis denotes the 
accuracy percentage. 

TABLE III. ACCURACY ANALYSIS OF CNN 

Epoch  Training _Accuracy  Testing _Accuracy  

1 0.8502 0.9559 

2 0.9319 0.9621 

3 0.9450 0.9579 

4 0.9592 0.9672 

5 0.9676 0.9875 

 

Fig. 17. Accuracy Analysis of CNN. 

Table IV represents the training and testing Loss of CNN. 
The results show that the CNN achieves the loss rate of 
0.1991. The performance has been evaluated in Fig. 18 and X-
axis denotes the Epoch numbers and Y-axis denotes the loss 
values. 

TABLE IV. LOSS ANALYSIS OF CNN 

Epoch  Training _loss Testing _Loss  

1 2.8687 0.4365 

2 0.3846 0.2573 

3 0.2780 0.2928 

4 0.2119 0.2012 

5 0.1991 0.0630 

 

Fig. 18. Loss Analysis of CNN. 

A. Evaluation Metrics 

We employed many indicators to assess the performance 
of algorithms. The confusion matrix serves as the foundation 
for the majority of them. The confusion matrix is a tabular 
representation of the performance of a classification model on 
the test set, consisting of four parameters: true positive, false 
positive, true negative, and false negative. 

1) Accuracy: Accuracy is a popular statistic representing 

the proportion of accurately anticipated observations, whether 

true or incorrect. The following equation may be used to 

determine the accuracy of model performance, 

         
     

           
       (16) 

In most circumstances, a model with a high accuracy value 
is a good model. Still, since we are training a classification 
model in this situation, an item that was predicted as true but 
was false (false positive) might have negative implications; 
similarly, an article forecasted as false but included factual 
data can generate trust concerns. Previously, we employed 
three different measures that considered the erroneously 
categorized observation, namely precision, recall, and F1-
score. 

2) Recall: Recall is a metric that indicates the total 

number of positive classifications outside the true class. Our 

example illustrates the proportion of articles expected to be 

true to the overall number of true articles and URLs. 

       
  

     
  (17) 

3) Precision: On the other hand, the accuracy score 

quantifies the ratio of true positives to all real occurrences 

anticipated. In our situation, precision refers to the proportion 

of articles classified as true among all positively predicted 

(true) articles, 
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   (18) 

4) F1-Score: The F1-score is a trade-off between accuracy 

and recall. It computes the harmonic mean of the two. thus, it 

considers both false positive and false negative observations. 

The following formula may be used to determine the F1-score, 

           
                  

                
  (19) 

Table V represents the performance metrics of Ensemble 
algorithms. The results show that the classification metrics are 
shown in Fig. 19. The DT, RF, SVM, and NB classifiers 
achieve 100% accuracy. X-axis denotes the Algorithms and 
Y-axis denotes the accuracy percentage. 

Fig. 20 represents the FN detection using any new news 
content and Fig. 21 represent the FN detection with the URLs 
on the FLASK platform. Games, presentations, animations, 
visualizations, webpage components, and other interactive 
applications can all be made with Flask. The Python GUI 
platform was used for this project. A flashing indicator in 
Flask gives a very simple way to provide feedback to a user. 
This method allows you to record a message after each request 
and only access it on subsequent requests. This is often used in 
conjunction with a layout template that performs the same 
thing. 

In Table VI is presented the Accuracy achieved in the 
existing authors and methods. And Fig. 22 represents the 
comparative accuracy chart for the existing author’s method 
and proposed FNU-BiCNN method. In X-axis denotes the 
methods and Y-axis denotes accuracy percentage. 

TABLE V. PERFORMANCE ANALYSIS OF ENSEMBLE MODEL 

Methods  Accuracy  Precision  Recall  F-measure  

DT 100 100 100 100 

NB 100 100 100 100 

RF 100 100 100 100 

SVM 100 100 100 100 

KNN 89 91 89 89 

Ensemble 

(voting 

classifier) 

100 100 100 100 

 

Fig. 19. Performance Analysis of Ensemble Model. 

 

Fig. 20. Fake News Detection with FLASK Platform. 

 

Fig. 21. Fake News Detection using URL Link. 

TABLE VI. COMPARATIVE ANALYSIS 

Paper number Method Accuracy 

[1]  LSTM 97% 

[4] NB and RF 81% 

[6] NB 74% 

[10] CNN+LSTM 98.3% 

[12] DT 95% 

[16] LA-MSBD 95% 

Proposed FNU-BiCNN 100% 

 

Fig. 22. Comparison Analysis for Various Authors and Proposed Method. 
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V. CONCLUSION 

We attempted to evaluate fake and legitimate news in our 
study by thoroughly comprehending and fact-checking it. It 
outlines a broad methodology and the numerous aspects that 
affect the news's believability. Rather than studying a single 
strategy, we used an ensemble learning approach. The average 
accuracy score was 89% and 11% improvement over our 
worst-performing model, KNN. Additionally, we only utilized 
a portion of the information even with the supplied dataset and 
values. The FNU-BiCNN model is proposed in this article; Bi-
LSTM was merged with an ARIMA model and CNN to reach 
the desired results, yielding a high accuracy rate of 0.9993 
when combined with the other models. The proposed 
approach was evaluated using a variety of performance 
parameters, indicating that it yields an extraordinarily high 
accuracy rate of 100%. As the last step, our research creates 
an algorithm for identifying FN in the Kaggle dataset. Many 
messages and spam forwards confuse social network users by 
delivering inaccurate information. In our tests, the voting 
ensemble classifier came out on top regarding accuracy and 
precision above all other classification approaches. 

Numerous outstanding difficulties with FN detection 
deserve the attention of researchers. For example, identifying 
key aspects involved in the propagation of FN is a critical first 
step toward reducing its spread. Similarly, real-time FN 
recognition in videos may be another future direction. 
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Abstract—Decentralized and centralized vehicular 

communication is investigated in this work using Gaussian 

interpolation function with cluster head (CH) selection technique. 

The work uncovered that the best communication approach is to 

use both centralized and decentralized vehicular communication 

as combining them will achieve a much more uniform results as a 

function of communication radius values and vehicular speed. It 

is also found that vehicular speed contributes negatively to the 

efficiency of data communication if the relative speed of the 

vehicles to the communication radius is limited by their ratios. 

Mathematical expression is presented that relates probability of 

successful transmission to communication radius for both 

centralized and decentralized techniques with data proving the 

importance of the spread parameter within the Gaussian 

interpolation in a tabulated form, and explained to prove the 

adaptability of the function used. It is also shown in this work 

that  weights affecting CH selection, thus using Gaussian 

interpolation is proved to be important as a weighting function in 

an a adaptive and dynamic vehicular ad-hoc networks 

(VANETS) covering both vehicle to vehicle (V2V), and vehicle to 

infrastructure (V2I) communication through cluster head 

selection. 

Keywords—Cluster head; VANETS; adaptive routing; weighted 

clustering; Gaussian interpolation; V2V; V2I 

I. INTRODUCTION 

Due to the increase in connected and autonomous vehicles 
and number of vehicles in urban areas, Vehicular Ad-hoc 
Networks (VANETs) clustering has become increasingly 
crucial. For drivers and passengers, VANETs can provide 
safety-related apps, Internet connectivity, and a variety of user 
applications. 

The real-time identification of road conditions as a function 
of fast vehicle movement and topological changes, which 
necessitates the development of dynamic routing protocols, is a 
difficult issue for VANETs. By increasing connectivity times 
with better signal quality and improving routing performance 
due to scalability, clustering can significantly contribute to 
more efficient bandwidth utilization, dependable message 
exchange and delivery. As a result of grouping traveling 
vehicles into clusters, network performance can be greatly 
improved [1], [2], [3]. 

Clustering is a process of grouping vehicles regarded as 
nodes of a network into groups forming hierarchical structure. 
This structure provides specific functions leading to better 
quality of service (QoS). Consequently, neighboring nodes 

representing vehicles can join a cluster according to stated 
metrics. Generally, the cluster structure has three main types of 
nodes (vehicles): a Cluster Head (CH), Cluster Member (CM), 
and Cluster Gateway (CG). Traditionally, a way to choose a 
CH is to regard the first vehicle moving in a certain direction as 
CH, then Vehicles, within the predefined parameters to CH are 
grouped together, thus forming a multi-hop cluster. However, 
recently instead of just choosing the first vehicle as a CH, 
clustering mechanisms are calculated based on efficiency and 
stability  of a vehicle (node) to its  surrounding environment  
[4], [5], [6], [7], [8], [9], [10]. 

Clustering approach supports direct interaction between 
clusters of vehicles, which VANET routing protocols use to 
improve traffic efficiency and achieve traffic optimization and 
increase mobility and road safety through Vehicle to Vehicle 
communication under cooperative driving principles. In 
VANETs, vehicles have onboard sensing systems and 
transceivers that facilitate V2V communication directly, which 
allows real time exchange of important information with low 
latency independent of road side infrastructure. However, 
under certain conditions, V2V communication requires road 
side infrastructure to enable other safety, mobility and 
environmental supply of data to the travelling vehicles, 
provided through road side units (RSUs), thus forming vehicle 
to infrastructure communication (V2I) [11], [12], [13], [14], 
[15]. 

VANETs covers geographically varying networks with 
changing dynamic range and mobility; so it is essential to have 
efficient routing for VANET environments.  Clustering is one 
among the major classification in energy efficient Vehicular 
Ad Hoc Networks (VANETs covering vehicle to vehicle and 
vehicle to infrastructure communication. Clustering is 
classified according to vehicle position, traffic density and 
congestion level as a function of mobility [16], [17], [18], [19], 
[20]. 

II. BACKGROUND 

VANETs suffer from variables affecting their 
communication and data exchange process such as: 

1) High latency 

2) Data security 

3) Routing and routes length 

4) Channel congestion 
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To enable quality of service and better resource 
management, hierarchical structure is proposed by researchers 
[21], [22]. Such approach describes the process of close to each 
other vehicles, with shared features, to join a group that is 
termed a cluster. In VANETs, the process of clustering 
involves a cluster head (CH), which has the main task in the 
formation process of a cluster. Such a cluster can be formed in 
different ways according to selected metrics. 

CH can be considered as a mobile routing node with CM 
that represent a vehicle as a standard mobile node, where CG 
can be formed by two CMs with an interfacing task. 
Researchers considered metrics to select CH and a cluster such 
as: 

1) Average vehicular velocity 

2) Average vehicular acceleration 

3) Vehicular position 

4) Vehicular heading 

5) Traffic Density 

Coherence, continuity and stability with consideration of 
the above parameters are critical in CH is selection and 
subsequent membership associated with each selected CH. 
Optimizing issues such as routing within a cluster (intra-
cluster) and between CHs and CHs (inter-cluster) are 
dependent on all the previous parameters consideration [23]. 

Research is based on the static approach that depends on 
cluster forming based vehicles closeness to the Base Station 
and or Road Side Unit in order to choose Cluster Head. Other 
research work focused on dynamic and adaptive clustering, 
which eliminates cluster formation based on RSU and 
considers the other metrics such as speed of vehicles, 
destination, and movement pattern in order to form a cluster 
[24], [25]. 

Thus, clustering is critical element in VANET routing 
protocols, whereby a group of nodes is organized to form a 
temporary network on the road on the basis predefined metrics. 
This approach makes the network more reliable and 
controllable as a cluster head (CH) is selected for vehicular 
group on the basis of defined parameters, with the rest of the 
nodes (vehicles) become cluster members (CMs). The chosen 
CH takes on the responsibility for managing the CMs and for 
intra-cluster communication, which reduces Basic Safety 
Messages (BSMs) delivery times. A good clustering approach 
for selecting a CH is to choose the member with highest 
metrics in terms of ability to lead the temporary network for 
the longest time interval with high storage and processing 
capacities [26], [27], [28]. 

In this paper analysis of vehicular communication is carried 
out using CHs approach and Gaussian interpolation function, 
which is employed to enable adaptive clustering by using both 
communication radius and vehicular velocity in order to 
provide more efficient communication and reliable routes. The 
work differs from previous research by incorporating of 
combined Gaussian interpolation and ratio functions into one 
function covering communication variation in two dimensions 
(distance, velocity). 

The rest of this paper is divided as follows: Background 
Methodology, Results and Discussion, Conclusions, 
References. 

III. METHODOLOGY 

VANET is essential for both safety based message 
exchanges for vehicles. Thus, it is important that an optimum 
routing algorithm is achieved with clustering taken into 
consideration, to enable efficient and effective V2V and V2I 
data transfer. By applying message exchange techniques to 
groups of vehicles (clusters) with Gaussian interpolation 
function, more efficient communication channel utilization can 
be achieved. 

Due to the dynamic nature of VANETs, V2V and V2I 
communication could bear some data loss resulting from 
connectivity interruption as a result of vehicular (nodes) 
movement. Thus, it is critical after selecting CH to 
continuously update nodes positions (trajectories). To help this 
process, zones can be created per area under consideration with 
Gaussian interpolation function used to enable smooth and 
continuous transmission and data exchange among CHs, thus 
acting as bridging or linking CHs (BCH). So, CHs will 
coordinate communications between cluster’ members under 
certain criteria with each selected CH communicates messages 
to vehicles known as cluster members (CMs). This approach of 
CH, CM and BCH, reduces routing cost and delay that could 
result during data exchange. 

As a result of the dynamic and mobile nature of vehicular 
communication, there is a need for an adaptive approach to 
vehicular clustering. The approach in this work is based on: 

1) Utilization of Gaussian interpolation as bridge for 

cluster heads (BCHs). 

2) Application of zoning to enable smother, less 

congested communication, with better management. 

3) Implementation of both Communication Radius and 

Vehicular Speed in combination with the Gaussian 

interpolation function. 

4) To enable characterization of the benefits using 

Gaussian interpolation function, standard approach with multi 

hop routing is simulated using: 

a) Equally weighted CH position (Communication 

Radius) and vehicular Speed. 

b) Gaussian weighted CH position (communication 

radius) and vehicular speed. 

To carry simulation for the two approaches, zoning is used 
as a first step in order to better analyze the outcomes. Equation 
(1) show the zoning expression. 

     (       )  (
           

           
)              (1) 

The simulation area is divided into 6 zones , each zone 
width is a 100 meters wide. Within each zone and along the 
travelled path, vehicles (nodes) will form clusters and VANET 
clouds and exchange data (Basic Safety Messages). Choosing 
cluster head and cluster members is carried. 
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Equation (2) show the implementation of Gaussian 
interpolation function used to compute CH selection weight 
CHw with reachability parameter (δ) [29], [30]. 
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Equation (2) can be simplified and result in equation (3). 
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Examining equation (3), three conditions are applied as 
follows: 
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If vehicular movements are outside the effective 
communication radius, then equation (4) will be reduced to 
equation (6). 
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The previous equations show the adaptive behavior of 
clustering and cluster head selection using Gaussian 
interpolation function, when computing weights in a dynamic 
environment, such as vehicular movements. This is not present 
in the standard fixed weight approach for computing effective 
CH selection, which with the membership of nodes will 
definitely affect efficiency of data exchanged, energy 
consumed, routes travelled and transmission delays. 

IV. RESULTS AND DISCUSSION 

Fig. 1 shows the relationship between probability of 
successful transmission (Ps) and Communication Radius using 
Centralized (V2I) communication. The transmission is within a 
maximum radius of 200 meters (The width of two lanes) 
specified in the simulation. It is clear that as the 
communication radius increases, so does the efficiency of data 
transmission due to the following: 

1) Increase of the transmission range. 

2) Increase in the number of RSUs along and across the 

road. 

3) Inclusion of more RSUs and Vehicles. 

Thus errors and probability of error decreases as the 
communication radius increases. It is noticeable that at low 
radius values and due to distance between vehicles and road 
side units (RSUs) the efficiency of data delivery is very low, 
which results in higher probability of transmission error and 
data loss. 

 

Fig. 1. Centralized Transmission Efficiency. 

Fig. 2 shows the relationship between probability of 
successful transmission (Ps) and Communication Radius using 
decentralized and dynamic (V2V) communication. The 
transmission is within a maximum radius of 200 meters (The 
width of two lanes) specified in the simulation. It is clear that 
as the communication radius increases, so does the efficiency 
of data transmission due to the following: 

1) Increase of the transmission range. 

2) Increase in the number of vehicles, thus increase in the 

number of dynamic cluster heads. 

3) Inclusion of more Vehicles, thus more cluster members 

(CMs). 

4) The dynamic interaction between CMs and CHs and 

among CHs. 

Thus errors and probability of error decreases as the 
communication radius increases. There is a clear difference 
between decentralized and centralized transmission efficiency 
characteristics. In the decentralized response in Fig. 2, a 
smoother response with higher levels of efficiency for small 
radius values compared to centralized communication. 

Effect of combining both centralized and decentralized 
approaches in communication is shown in Fig. 3. An obvious 
improvement for small radius values efficiency due to the 
dynamic movement and dynamic communication (V2V) that 
covered some of the shortcomings of (V2I) communication. 
Also, clear, smooth and gradual increase in efficiency as a 
function of radius values for a fixed Gaussian spread value of 
δ=5 is witnessed [31]. Thus despite the small drop in efficiency 
at high distances, the overall response is much more favorable, 
and reliable the either one used independently. 

 

Fig. 2. Decentralized Transmission Efficiency. 
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Fig. 3. Combined Transmission Efficiency. 

 

Fig. 4. Combined Transmission Efficiency with Vehicular Speed Effect 

Due to vehicular movement, the probability of successful 
transmission (Ps) can be affected by vehicular speed depending 
the speed of the vehicle. Fig. 4 show effect of vehicular speed 
on probability of successful transmission per traveled 
communication radius. The figure clearly shows that as the 
travelled distance decreases relative to vehicular speed, the 
communication efficiency is reduced as well. Thus, better 
efficiency is obtained when either the speed is slow within a 
narrow radius or when the speed is either slow or fast within a 
large communication radius. 

Combining decentralized and centralized vehicular 
communication can be considered an optimum solution to 
vehicular communication. This is particularly true since 
simulation showed that when the communication radius value 
is low, the efficiency of centralized communication drops 
dramatically with very high reduction in the probability of 
successful transmission. This is shown in Fig. 5. 

As Fig. 5 shows the efficiency of decentralized 
communication for small communication coverage areas is 10 
times higher in the case of decentralized (V2V) 
communication, which is due to the coverage area. Also, the 
overall probability of successful transmission drops for both 
centralized and decentralized communication as number of 
vehicles is reduced and also due to relative increase of 
vehicular speed as coverage area is reduced. It is worth 
mentioning that increase in vehicular speed contributes to the 
reduction of the overall available vehicles (CMs) per 
considered area, which leads to drop in communication 
efficiency. 

Initial expression that relates centralized to decentralized 
efficiency is given in equation (7) 

  (             )       (           )          (7) 

Where: 

: Optimizing parameter related to the relative vehicular 
speed to communication radius. 

 

Fig. 5. Transmission Efficiency at Low Radius Values. 

The plot in Fig. 5 supports the finding from Fig. 1 and 2, 
which show that centralized communication is more efficient at 
wider radius coverage compared to the decentralized one, 
which is affected by the dynamics of vehicular movement. 
Thus, the figure further proof that centralized communication 
has lower efficiency for low radius values. What Fig. 5 shows 
in addition to that is the usefulness of decentralized 
communication at low communication radius values, where 
centralized efficiency falls to near zero. This helps the 
centralized communication when combined with the 
decentralized one. 

From the simulated data and equation 2, a relationship can 
be shown between probability of successful transmission and 
the Gaussian weight function that relates radius to travelled 
distance and to speed as shown in equations (8). 
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Where: 

: Multiplication coefficient (1   2) 

ϕ: Power coefficient related to the relative vehicular speed 

to communication radius (2  ϕ  6). 

Using equation (3), equation (8) is represented as in 
equation (9). 

  (        )    (∑    ( (
(   ) 

   
))

        
   
   

        

)

 

     (9) 

From equations (7) and (9), expressions covering 
centralized and decentralized communication are obtained and 
shown in equations (10) and (11). 
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The expressions in equations (10) and (11) can be further 
simplified as shown in equations (12) and (13). 

  (           )  (
 

   
)             (12) 

  (             )  (
   

   
)             (13) 

From equations (12) and (13) and assuming that    , 
equations (14) and (15) are obtained. 
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  (             )               (15) 

When     , equations (12) and (13) are reduced to 
equations (16) and (17). 

  (           )                (16) 

  (             )                 (17) 

The expressions in equations (14) to (17) proof that the 
centralized process alone is less efficient than the decentralized 
and a balanced solution would be to combine both techniques. 
The equations also show an interesting result, whereby the 
centralized approach and decentralized approach converge to 

the same expression but at opposite sides of . This is further 
proof that they can be employed as complementary techniques. 

Table I present example of weights generated used 
Gaussian interpolation function. The tabulated weights show 
that as δ increases, the reachability of the function increases per 
fixed speed, thus referring to equation (8), will result in 
increase in the communication efficiency. Also, as the 
communication radius increase, the reachability of the 
interpolation expands to cover such increase, thus a more 
uniform communication and data exchange occurs with 
dynamic response to communication radius increment. 

TABLE I.  EXAMPLE OF GAUSSIAN COMPUTED WEIGHTS USED FOR CH 

SELECTION 

Radius 
R1 R2 R3 R4 R5 

 
60 90 120 150 180 

Gaussian Interpolation 

CHw1 CHw2 CHw3 CHw4 CHw5  δ 

0.07 0.23 0.35 0.43 0.47 1 

0.26 0.48 0.59 0.65 0.69 2 

0.40 0.61 0.70 0.75 0.78 3 

0.51 0.69 0.77 0.81 0.83 4 

0.58 0.74 0.81 0.84 0.86 5 

V. CONCLUSION 

In this work, a simulation based investigation covering 
centralized and decentralized vehicular communication is 
carried out successfully. The simulated work analyzed the 
probability of successful transmission, which is indicative of 
communication network reliability and efficiency using 
Gaussian interpolation function as an adaptive weight function 
with integrated ratio component. 

The presented work focused on three main elements: 

1) Proving that combining centralized and decentralized 

clustering communication process is a viable answer to obtain 

balanced process. 

2) Employing Gaussian interpolation with weight ratio as 

a smooth transition function that is able to avoid abrupt 

communication quality changes, thus improving QoS. 

3) Establishing that a combination of vehicular velocity 

and communication distance as the fundamental parameters 

that have main effect on transmission efficiency with 

emphasis on the problem of vehicular velocity that has marked 

effect on efficiency, specifically at high speeds in relation to 

communication distance, which also affects cluster size. 

The weight function is used to enable more efficient 
clustering, particularly when selecting cluster heads (CHs). The 
obtained data at different communication distances proved that 
decentralized communication has more uniform connectivity, 
especially at low communication distances, while centralized 
communication has higher efficiency at larger distance as it 
does not suffer from some of the dynamics that decentralized 
communication faces. 

It is also shown that the spread δ used in the Gaussian 
interpolation affect probability of successful transmission. 
Mathematical models describing the relationship between the 
Gaussian interpolation function and transmission efficiency 
showed that this presented model and technique can be 

optimized through three parameter (δ, , ϕ). Vehicular speed is 
found to reduce attained efficiency due to the dynamic relation 
between radius values and vehicular speed, which affects 
signal stability. 

Further work is needed in terms of establishing a more 
optimized CH selection criteria using Gaussian interpolation 

with the variable  assigned other functions taking into account 
rural and urban areas. 
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Abstract—The use of drone technology and drones are 

currently widespread due to their increasing applications. 

However, there are some specific security-based challenges in the 

authentication process. In most drone-based applications, there 

are many authentication approaches, which are subject to 

handover delay issues with security complexities for an attack. 

To end these issues, the presented research has focused on 

developing a novel Optimized deep learning model known as 

Fruit Fly based UNet Drone Assisted Security (FFUDAS) to 

remove the malicious attacks. Moreover, the user requests are 

stored in the cloud, and the stored data are trained to the drones. 

Hereafter, the drones can deliver medicine to the requestor’s 

location; in that, the malicious attacks were changes the location 

of drones. Once the attack is identified, then the attack removal 

process is done. Finally, the new path location to the requested 

user was identified with the help of fruit fly fitness; then the 

medicines are delivered to the requested user’s location. 

Furthermore, the designed procedure is executed in an NS2 

platform with required nodes. The robustness of the presented 

model was verified by evaluating the metrics like confidential 

data rate, execution time, handover delay, pack perception and 

data delivery rate, and energy consumption. Furthermore, to 

identify the effectiveness of the presented work, the presented 

model is compared with other existing schemes. The comparison 

results show that the presented model has higher throughput, less 

execution time and handover delay. 

Keywords—Drones; security; FFUDAS; malicious attack; fruit 

fly fitness; path identification; medicine delivery 

I. INTRODUCTION 

In real-world applications, the technology used in a wide 
range was the Internet of Things (IoT) [1]. It consists of 
enormous objects that are interconnected through the 
environment [2]. The IoT objects are utilized to gather data 
from different sources and the collected data were exchanged 
over the internet [3]. This confirms that the objects within IoT 
make their own decisions without the need of humans [4]. 
Hence, the IoT’s fundamental motivations are to integrate real-
world physical and computerized systems for increasing the 

economic gains and to secure the information efficiently and 
accurately [5]. The drone was a type of flying IoT object or 
unmanned aerial vehicle (UAV); it was increasingly being 
deployed and developed across the globe [6]. Initially, these 
devices was used for military applications, but now these 
devices are adopted for different services in a wide range such 
as service delivery, traffic management, industrial monitoring, 
agriculture and healthcare [7]. 

The drone’s IoT framework is shown in Fig. 1. These types 
of drones are currently used in IoT technology to play their part 
as Internet of drones (IoD), which comprises drones, remote 
users and ground station [8]. IoD has treated as a controlled 
architecture of layer network [9]. It was primarily developed to 
interconnect the UAVs access to support different navigation 
activities and control airspace [10]. In the growing number of 
IoT-enabled smart cities, there was widespread concern in 
using drones [11]. In smart cities, the most important issue was 
the authentication of drones during flight [12]. Thus, the drone 
with a secure network is important in each zones of the smart 
city [13]. 

 

Fig. 1. Drones IoT Framework. 

*Corresponding Author  
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Most importantly, security with low latency-based 
authentication mechanism is required for drone-assisted 
applications [14]. Moreover, preserving the service quality and 
eliminating the parameter effects may affect drones own 
mechanism [15]. 

In the IoD environment, the emerging application was 
drones in healthcare services. Using the healthcare drone 
services, the tasks like medicine delivery, medical equipment 
supply and collection of samples can be delivered to a 
particular area of patients [16]. Moreover, these services are 
also useful in tribe areas, the restriction imposed areas and 
rural areas [17]. However, the IoT healthcare service faces 
many privacy and security issues such as environmental-based 
attacks [18]. To secure the IoD environment, access control, 
key management and authentication are the primary services in 
security. Moreover, the utilization of blockchain technology 
makes the systems more robust against different attacks such as 
transparency, decentralization and immutability [19]. The 
information communicated through the IoT drone, the data 
were strictly confidential and private [20]. Several research 
works were done in the past such as authentication-based 
blockchain technology [21], 5G-based IoD environments 
blockchain challenges [22], drones system management and 
privacy [23], etc. are implemented in the past for secure 
sharing of things via UAV, but it gave poor outcomes due to 
inefficient algorithms and attack harmfulness. Hence the 
present work has aimed to develop a novel optimized deep 
learning methods in the UAV to enhance the monitoring 
function of malicious activities. By improving the monitoring 
function, the malicious attacks are identified and removed from 
the network environment. The main objective of this research 
is secure sharing of data. 

The rest of the paper is described as follows: the recent 
literatures related to the drone for sharing things is described in 
Section 2, the system model and its problem statement is 
explained in Section 3, Section 4 explains the proposed 
methodology and its process, the result and discussion of the 
presented framework is described in Section 5 and Section 6 
concludes the paper. 

II. RELATED WORK 

Some recent literatures related to the drone for medicine 
sharing are described as follows: 

The utilization of drone technology and the drone was 
widespread because of its rising applications such as safety 
surveillance, intelligent transportation, delivery, shipping, and 
military packages in IoT global landscape. However, the drone 
applications led to latency-based issues in real-time. To address 
this, Yazdinejad et al. [21] have presented a secure 
authentication-based model with less latency for drones which 
looks like leverage-based blockchain technology. Also, they 
implement an architecture zone in a drone network i.e., 
delegated drone stake proof. The results clearly demonstrated 
that the presented model has high throughput, less delay in 
end-to-end and less packet rate. Moreover, the energy 
consumption of drones is high and control of drone speed is 
difficult. 

The 5G-based IoT-enabled Internet of Drones (IoD) 
environments blockchain applicability issues and in-depth 
challenges were presented by Bera et al. [22]. Moreover, IoD 
communication entities’ data management’s new blockchain 
secure framework was presented and analyzed. The result 
indicated that the presented method offers better functionality 
requirements and security. However, there were latency issues 
and threats are at high-level. 

Due to the higher traffic demands of UAVs, it faces many 
challenges such as security, system management and privacy. 
To end this issue, Labib et al. [23] have presented a study about 
the UAV’s current state-of-art and low-altitude traffic 
management in the airspace. It additionally explored the 
landscape technical standardization and highlighted the 
synergies among UAV operations standardization efforts and 
scientific research. The study result demonstrated that the IoT 
with drones has good privacy and security. Moreover, without 
guidelines, it does not identify the risk strategies. 

Yahuza et al. [24] has assessed the recent trends in privacy 
and security issues, which affect the IoD-based network. Also, 
they investigated the privacy and security threat levels under 
various categories of the drone. The needed architecture for 
secured IoD networks and the comprehensive attacks 
taxonomy were highlighted. Moreover, the performance 
metrics and evaluation methods employed using techniques are 
also provided. However, many techniques face privacy-related 
issues and it was not rectified. 

To tackle the Authenticated key management (AKM) 
issues in IoD environment, Tanveer et al. [25] have presented a 
robust AKM for IoD (RAMP-IoD), which utilizes lightweight 
cryptography. It also verifies the authenticity of users and it set 
a session-key among specific drones and users. The results 
indicated that the presented RAMP-IoD method had enhanced 
communication, computational overheads and high security. 
Furthermore, this protocol was not resource-efficient in IoD 
environmental security. The overall state-of-art comparison of 
existing literature is described in Table I. 

The recent existing techniques did not resolve the security-
based issues. Therefore, a novel nature inspired algorithm with 
network is designed in this research to resolve the security 
issues. Moreover, the key contribution of this research work is 
summarized as follows: 

 Initially, the required number of nodes is designed in 
the NS2 environment. 

 Consequently, a novel FFUDAS was designed to 
monitor the malicious activities in the present nodes. 

 Hereafter, the malicious nodes are predicted and 
removed from the network environment. 

 Thus, the drone-based IoT system was protected against 
the harmful activities; also the malicious nodes are in 
the way of data transfer, then data is handed over to 
other nodes by the fitness of fruit fly. 

 Finally, the key metrics are calculated in terms of data 
delivery rate, confidentiality, handover delay, execution 
time, packet drop, energy consumption. 
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TABLE I. STATE-OF-ART COMPARISON 

Sl.no Authors Techniques Merits Demerits 

1 
Yazdinejad 

et al. [21] 
DDPOS 

It can detect the 

attacks in an 

efficient manner 
with good accuracy 

The energy 
consumption of 

drones is high 

and control of 
drone speed is 

difficult 

2 
Bera et al. 

[22] 

BSD2C-

IoD 

It offers better 

functionality 

requirements and 
security 

Latency issues 
and threats are 

in high-level 

3 
Labib et 

al. [23] 

Study of 

UAV 

The study reports 

that IoT enabled 

drone has precise 
results in security 

This study does 

not provide 
future scopes 

and risk 

strategies 

4 
Yahuza et 

al. [24] 

IoD 

security 
assessment 

The performance of 

the drones security 

under variety of 
categories are 

determined 

The privacy-

based 

challenges are 
not resolved 

yet 

5 
Tanveer et 

al. [25] 
RAMP-IoD 

It improves the 

security, 

communication and 
performance 

The process 
consumes more 

energy 

III. SYSTEM MODEL AND PROBLEM DESCRIPTION 

To improve the lifestyle of people and to reduce the human 
efforts and risks, drone application has become the most 
required sector in recent era. In drone communication securing 
the information is a much need task because the sensed data 
has remained in a wide range. So, it is vulnerable to get 
attacked by harmful malicious events. 

Once the data is corrupted during the transmission, then the 
receiver or user can attain the wrong data, which is not useful 
for the specific users. Also, it might cause any wrong incident 
to that specific user. Moreover, in the medical field, security is 
the primary task; if the medical information from doctor to 
patient or from patient to doctor has got collapse, and then it 
tends to happen huge loss in the sense of money and health. 
The system model with problem in sharing is shown in Fig. 2. 

 

Fig. 2. System Model with Issues. 

IV. PROPOSED METHODOLOGY 

The drone-based medical delivery system is introduced in 
many rare situations to support the people from the tragedy. 
Hence, the medical assist drone contains user profile and 
location details. So to secure those data, the present research 
has aimed to design the security framework based on the 
monitoring and prediction model. 

Moreover, the novel technique is named Fruit Fly based 
UNet Drone Assisted Security (FFUDAS) architecture was 
designed in the NS2 network. Subsequently, the malicious 
activities in between the drone were predicted and neglected 
from the drone environment. The proposed architecture is 
detailed in Fig. 3. 

 

Fig. 3. Proposed Architecture. 

A. Proposed FFUDAS Framework 

The proposed FFUDAS model is a combination of Fruit fly 
optimization [26] and UNet based deep learning [27] approach. 
Initially, the cloud receives the user requirements and location, 
and is stored in the memory of UNet. Various blocks are 
designed to store the user details, but the current research work 
has focused on the supply of medicine in the emergency 
period. Moreover, from the requested data, the requested user 
is identified in the starting stage. Initially, the node selection is 
described in (1): 

 nNnyR ,.....,3,2,1)( *
            (1) 

Where, )(nyR
 
represents the objective function, and *N

denotes the designed number of nodes in the network 
environment. After designing of nodes, the user needs and 
locations are collected, and then stored in the memory layer of 
the UNet. Hereafter, the information’s are sent to the drone 
management or drone controller to supply the medicine to the 
requestor. The requested users’ information gathering process 
is expressed in (2): 

).( **

rr UGC 
              (2) 

Where, *
rC

 
denotes the cloud receiver, G  represents the 

gathering of user information, and *
rU

 
is the user needs. 

Moreover, the drone controller randomly initialized the 
location of the drone using a fruit fly-based location to send the 
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medicines. The fruit fly-based location identification is shown 
in (3): 

  minminmax, DDDrandD iaxis 
           (3) 

Where, 
naxisaxisaxisiaxis DDDD ,2,1,, ,.......,, , rand is 

the randomly generated drone in uniform and its range is [0,1], 

maxD
 
and 

minD  
are the distances of drone from the location 

of the requestor to drone management ni ,...,2,1 . 

Moreover, due to some attacks, the drone was moved to the 
wrong location. Hence, attacks in network is identified based 
on UNet and it is expressed in (4), 

 












 


2

2

21

2

)()(
exp.)()(



aDaD
mamam lx

           (4) 

Where,  am  
represents the presence of malicious attack, 

)(amx  
denotes the moving location of drones through the 

attack, lm
 
denotes the drone pathway, )(1 aD  

and )(2 aD
 

represents the distances between drones and attacks, and   
is 

the range of drones. Based on the above expression, the attacks 
in the frames are identified. Moreover, after identification of 
attacks, it was removed by following (5), 

 iaxisDamrA ,)()(  
            (5) 

Where,   represents the fitness of fruit fly,   denotes the 

identified attack. Moreover, the proposed FFUDAS layer is 
shown in Fig. 4. 

After the elimination of the attack, the new locations for the 
requestor are randomly generated through the search process, 
which is shown in (6), 

randomDD iaxisji  ,,              (6) 

Where, 
locNj ,.....2,1 , locN

 
represents the new 

location, and random were range in the range of [-1,1]. Then 

the location of the user is calculated using (7), 

Dloc nyRU )(* 
              (7) 

 

Fig. 4. Proposed FFUDAS Layer. 

Here, *
locU

 
is the location of user, and 

DnyR )(  
represents 

the searching process of locations. Moreover, by removing the 
attacks, the drones were successfully delivered the medicines 
to the requested user. Then the medicine-delivered drones are 
return to drone management. The pseudocode of the proposed 
FFUDAS framework is shown in Algorithm 1. 

Algorithm 1: Proposed FFUDAS framework 

 Start  

{  

 Initialize: D1,D2,D3  

 // here D1,D2,D3 are the used drones  

 Information gathering process ()  

 {  

 userrequirements + location
*
mS  

 

 // here *
mS  

denotes the storing and memory 

layer 

 

 Analyze requestor needs (subject)  

 // analyzing the needs of requestor: requested things  

 if (subject medicine}  

 {  

 Medicine requested user  

 }else (other things)  

 Location identification process ()  

 {  

 int 
iaxisDD ,   // using (3)  

 // here D is the drone 

controller 

 

 }  

 Identification of attack ()  

 {  

 UAV )(* amlt    

 // here *
tl  

represents the location of attack and )(am

represents the presence of attack 

 

 }  

 UAV working frame  

 {  

 int R, S;  

       // here R is drones travel initiating point and  

S is the location of target 
 

 Start (R)End (S)  

 start (R) =drone *
cl
; end (S) = requestor

*
cl  

 

 // here *
cl
represents the location  

 Dronerequestor = initialending  

         // by defining the location of requestor, the initial and  

ending time of drone is fixed 
 

 Return starting point  

 }  

 Performance evaluation  

}  

 Stop  
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The travelling time of the drone from starting point to the 
target attaining point is determined using (8), 

cedisES tyty

t tanmin_
            (8) 

Where, t  
represents the time taken to deliver the 

medicine to the requestor, tyS
 
denotes the drone starting time 

for medicine delivery, and 
tyE

 
represents the time at which 

the medicine was delivered in the correct location of the 
requestor. Furthermore, the drone speed depended on the 
weather condition, if the atmosphere has a high range of 
humidity, then the drone speed is low. Also, it takes more time 
to reach the target location. In addition, the flow chart of the 
proposed FFDUAS framework is shown in Fig. 5. 

The presented FFUDAS model removes the malicious 
attacks from the nodes and creates a new path to deliver the 
medicine to the requested user. By removing the attacks, the 
paths were cleared and it delivered the medicine safely to the 
requestor location. 

 

Fig. 5. Flow Chart of Proposed FFUDAS. 

V. RESULT AND DISCUSSION 

The presented research work is executed in the NS2 
platform and running in the UBUNTU OS platform. Initially, 
the required number of nodes is designed with required labels; 
in these, some nodes are requested nodes (medicine), drone 
nodes, drone controller nodes and other normal nodes. In this 
process, initially, the requestor’s needs and locations are stored 
in the memory of the cloud. Moreover, in the NS2 platform, 
the cloud memory is named as drone controller or drone 
management. The stored details are trained to the drones for 
medicine delivery to the target location of the requestor. 

For numerical solutions, there are several optimizations, but 
the reason for selecting this particular fruit fly algorithm is to 
find the new path for the target location and to identify the 
location of attacks. The correlation of fruit fly and UNet 
removes the attack from paths and develops a new pathway. 
Generally, the fitness of the fruit fly algorithm is based on the 
location search. This reason has turned the interest to make use 
of fruit fly in this research. 

A. Case Study 

To validate the robustness of the presented model, 130 
nodes are designed initially in the NS2 environment. 
According to this current research, the 130 nodes are 
considered as users and 6 nodes are requestors which are 
mentioned in sky blue color. The requestor needs are stored in 
the memory of the cloud that hub is colored as blue. The 
presented FFUDAS model node is represented in light brown 
color. 

Moreover, to train the drones, drone management is 
required and it is represented in green color. Here, 3 nodes 
were totally used as a drone, which is mentioned in rose color. 
The node designed frame in NS2 is shown in Fig. 6. 

Furthermore, after training the user location and requests to 
the drone, it has initiation the finding process of location, 
which is shown in Fig. 7. After the identification of paths, GPS 
helps to identify the location. The identified request or location 
frame is shown in Fig. 8. 

 

Fig. 6. Node Designed Frame. 
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Fig. 7. Location Searching Frame. 

 

Fig. 8. Identified Requestor Location Frame. 

After the identification of the requestor location, the drones 
were moved through the location. While the drone attempts to 
reach a zone, the malicious attack i.e., DoS (Denial of Service) 
like AUTH attack was happened. Moreover, the presented DoS 
attack was mentioned in red color and it is removed by the 
presented FFUDAS model. Moreover, the designed attacks and 
removed attacks in the designed frame are shown in Fig. 9 and 
10, respectively. 

Finally, the initiated drones have reached the destination 
and delivered the medicines after the removal of attacks which 
is represented in Fig. 11. When the things delivered, then the 
drone returns to the location of drone management, where it 
has been started. 

The green color indicates the medicine delivered to the 
particular requestor. After delivery of medicines, the drones 
return to the drone management is represented as pink color. 

 

Fig. 9. Attacks in Designed Frame. 

 

Fig. 10. Removed Attacks in Frame. 

 

Fig. 11. Request Delivered. 

B. Performance Evaluation 

To validate the presented FFUDAS models proficient 
score, the function validation is a crucial task. Moreover, the 
robustness and working of the designed model were analyzed 
by evaluating the key metrics with different data counts. 
Hence, the metrics like data delivery rate (DDR), confidential 
rate, handover delay, execution time, packet reception rate 
(PRR), and energy consumption were validated for the 
different data counts. 

1) Data delivery rate (DDR) and packet perception rate 

(PPR): Data delivery rate is defined as the ratio of a difference 

between the number of data sent and the number of data 

bounces to the number of data sent. It is calculated using (9), 

ds

dbds

N

NN
DDR




              (9) 

Where, 
dsN  

represents the total number of sent data and 

dbN  
denotes the total number of data bounces. The obtained 

DDR are shown in Fig. 12 and the results obtained are shown 
in Table II. 

The packet perception rate is defined as the ratio of the 
number of packets delivered in the target location to the 
number of packets sent to the target location. It is expressed in 
(10): 

tp

tp

S

D
PPR

.

.






            (10) 
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Fig. 12. Data Delivery Rate. 

TABLE II. OBTAINED DATA DELIVERY AND PACKET PERCEPTION RATE 

Sl.no Data count DDR PPR 

1 20 0.9921 0.98 

2 40 0.9887 0.975 

3 60 0.9832 0.951 

4 80 0.9764 0.932 

5 100 0.9732 0.925 

6 130 0.9654 0.918 

Where, 
tpD .

 
represents the total number of packets 

delivered to the requestor and 
tpS .

 
represents the total 

number of packets sent to the requestor. Moreover, the 
obtained PPR at different data counts is shown in Fig. 13. 

The results indicated that the presented model has higher 
DDR and PPR at 130 nodes. The proposed framework has the 
finest result in both data delivery and packet perception rate. 
The DDR and PPR has attained mean as 0.98, and 0.95, 
respectively, which are effective for successive data sharing. 

2) Execution time and Handover delay: The length of the 

time needed to perform a complete process is known to be 

execution time. It is also known as computation time or 

running time. Moreover, it is proportional to the rule 

applications. Its unit is meter second and the time obtained to 

complete the process in different data counts is shown in 

Fig. 14. 

 

Fig. 13. Obtained PPR at different Data Counts. 

 

Fig. 14. Execution Time in different Data Counts. 

Due to attacks, the delivery of the material was delayed to 
the requestor from the setting time. However, the presented 
FFUDAS framework has less handover delay due to removal 
of attacks in the network. Furthermore, the obtained result of 
execution time and handover delay is shown in Table III. 

TABLE III. RESULT OF EXECUTION TIME AND HANDOVER DELAY 

Sl.no Data count Execution time (ms) Handover delay (ms) 

1 20 0.053 0.2 

2 40 0.065 0.25 

3 60 0.069 0.39 

4 80 0.077 0.4 

5 100 0.083 0.5 

6 130 0.092 0.8 

Moreover, handover delay is the time, which taken for 
redirecting the ongoing location, when the node changes its 
point from one location to another. The obtained handover 
delay is shown in Fig. 15 and its unit is meter second (ms). 

3) Confidential rate and energy consumption: In contrast, 

when the drone is close to the requested user, the drone 

usually slows down and it increases the transmission power 

for the confidential data rate. The confidential data rate is high 

at 20 data counts and less at 130 data counts. Moreover, the 

test results of confidential rate and energy consumption at 

different data counts is shown in Table IV. 

 

Fig. 15. Handover Delay at different Data Counts. 
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TABLE IV. RESULT OF ENERGY CONSUMPTION AND CONFIDENTIAL RATE 

Sl.no 
Data 

count 

Confidential data 

rate (Mbps) 

Energy consumption (Joule) 

 104 

1 20 130 2.10 

2 40 125 2.12 

3 60 120 2.16 

4 80 110 2.18 

5 100 100 2.22 

6 130 95 2.25 

Furthermore, the accumulated test result of confidential 
data rate and the energy consumption is shown in Fig. 16 and 
17 respectively. The result indicated that the presented model 
has less energy consumption in all the nodes and the 
confidential rate were decreased gradually due to the 
elimination of attack nodes. 

In UAVs, the important part is energy consumption; the 
drone with less energy consumption only reaches the target 
location without any delay. The energy of drones receives 
through wireless charging, which is utilized to process the 
user’s tasks in the drone coverage area. The unit of energy 
consumption is joule. 

Energy consumption is evaluated for determining how 
much energy is being consumed by the FFUDAS framework. 
The result demonstrated that the presented framework 
consumes less energy over a large distance. Normally, due to 
changes in weather conditions, the drone consumes higher 
energy. 

 

Fig. 16. Confidential Data Rate. 

 

Fig. 17. Energy Consumption. 

C. Comparative Analysis 

The performance of any application can be valued by 
validating the chief metrics like throughput, execution time, 
and handover delay. To identify the effectiveness of the 
presented research work, the presented model was compared 
with other existing models like DDPOS [21], BSD2C-IoD 
[22], BACS-IoD [28], and SDN-MIH [29]. The comparison 
result is shown in Table V. 

The comparison result indicated that the presented model 
has higher throughput than other models. The presented 
FFUDAS model has attained the throughput of 0.96 Mbps, 
DDPOS has attained the throughput as 0.000275 Mbps, and 
SDN-MIH-UAV has attained 0.167 Mbps as throughput. The 
comparison of throughput and handover delay is shown in 
Fig. 18. 

From the comparison result, the attained handover delay of 
the proposed FFUDAS model was 0.423ms, DDPOS was 
0.425ms, and SDN-MIH-UAV was 3.02ms. The result 
indicated that the presented model has less handover delay than 
other existing works. Moreover, the comparison of execution 
time with other existing models is shown in Fig. 19. 

Moreover, the yielded execution time of the presented 
FFUDAS model was 0.073ms, DDPOS was 5.57ms, BSD2C-
IoD was 0.97 and BACS-IoD was 1.33ms. The comparison 
result demonstrated that the presented model has less execution 
time than other models. 

TABLE V. COMPARISON OF METRICS WITH EXISTING WORKS 

Sl.no Techniques 
Throughput 

(Mbps) 

Execution 

time (ms) 

Handover 

delay (ms) 

1 DDPOS [21] 0.000275 5.57 0.425 

2 BSD2C-IoD [22] - 0.97 - 

3 BACS-IoD [28] - 1.33 - 

4 
SDN-MIH-UAV 
[29] 

0.167 - 3.02 

5 
Proposed 
(FFUDAS) 

0.96 0.073 0.423 

 

Fig. 18. Comparison of Throughput and Handover Delay. 
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Fig. 19. Comparison of Execution Time. 

D. Discussion 

The outcome of the designed model has gained the finest 
results in all key metrics, which shows the effectiveness of the 
model. Also, the present research method’s plan will help to 
enlarge the smart city applications. Moreover, the presented 
model has less execution time of 0.073ms. So, considering that 
the proposed FFUDAS technique has gained the best 
outstanding results within a short duration. The proposed 
FFUDAS overall performances mean is shown in Table VI. 

TABLE VI. OVERALL PERFORMANCE OF FFUDAS 

Performance of FFUDAS 

Parameters Obtained score 

DDR 0.98 

PPR 0.95 

Execution time (ms) 0.073 

Handover delay (ms) 0.423 

Confidential data rate (MbPS) 113 

Energy consumption x 104 (Joule)  2.17 

Hence, the presented model is applicable to supply 
medicines through drones and adoptable for monitoring and 
removing attacks. The novel FFUDAS takes average 0.98 as 
DDR that is high; the techniques with high data delivery rate 
are applicable for smart city applications. 

VI. CONCLUSION 

To ensure secure communication and less delay between 
UAVs in a smart city, the process of authentication must be 
established properly between the requestors in each zone. In 
some cases, the security of drones is a complex problem due to 
attacks. Moreover, the presented research has developed an 
FFUDAS model to remove and identify the attacks. The fitness 
of fruit fly is upgraded in the location identification layer to 
gain the finest results. Finally, the robustness of the presented 
model was evaluated by measuring the metrics like data 
delivery and packet perception rate, confidential data rate, 
execution time, energy consumption and handover delay. In all 

metrics, the presented FFUDAS model has yielded better 
results by attaining 0.96 Mbps throughput, 0.073 ms execution 
time and 0.423 ms hand over delay. By comparing with other 
models, the presented model has attained the finest outcome. 
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Abstract—FOREX (Foreign Exchanges) is a 24H open market 

with an enormous daily volume. Most of the used Trading 

strategies, used individually, are not providing accurate signals. 

In this paper, we are proposing an automated trading strategy 

that fits random market behaviors. It is based on neural 

networks applying triple exponential weighted moving average 

(EMA) as a trend indicator, Bollinger bands as a volatility 

indicator, and stochastic RSI as a momentum reversal indicator 

to prevent false indications in a short time frame. This approach 

is based on trend, volatility, and momentum reversal patterns 

combined with a market adaptive and a distributed multi-layer 

perceptron (MLP). It is called channeled multi-layer perceptron 

(CMLP) that is a neural network using channels and routines 

trained by previous profit/loss earned by triple EMA crossover, 

Bollinger Bands, and Stochastic RSI signals. Instead of using 

classic computations and Back-propagation for adjusting MLP 

parameters, we established a channeled multi-layer perceptron 

inspired by a multi-modal learning approach where each group 

of modalities (Channel) has its    That stands for a dynamic 

channel coefficient to produce a multi-processed feed-forward 

neural network that prevents uncertain trading signals 

depending on trend-volatility-momentum random patterns. 

CMLP has been compared to Multi-Modal GARCH-ARIMA and 

has proven its efficiency in unstable markets. 

Keywords—FOREX; neural networks; EMA; Bollinger band; 

stochastic RSI; momentum reversal; MLP; back-propagation; feed-

forward 

I. INTRODUCTION 

Financial markets are where securities trades occur, 
including the forex market, stock market, bond market, and 
derivatives market. Financial markets are the primary source 
of liquidity for businesses. Our paper focused on the most 
common and liquid financial market, which is the foreign 
exchange market. F.X., Forex, or Foreign Exchange trades one 
currency for another, for example, GB Pound vs. U.S. Dollar, 
known as GBP/USD instrument[1]–[3]. Forex has no physical 
location; it’s an electronic market, technically an extensive 
network of financial institutions (banks and brokers) and 
individual traders that operate through brokers or banks. There 
is a significant amount of data generated by market prices 
movements. From the big data view, it represents a rich source 
of features for predictions[3]. Algorithmic trading implements 
manually used strategies to predict when prices go down and 
prices go up, then place buy or sell trades with significant 
consideration of taking profit and stopping loss parameters for 

the best portfolio management. Machine learning is the best 
way to build a robust algorithmic trading platform by 
retrieving historical market data, selecting efficient features 
then training machines for future market movement 
prediction[1], [4]–[6]. To predict market prices, traders use 
several technics to have an accurate expectation on future 
trending. The most used technics are based on detecting 
trading signals from trends [5], [7]–[9], Volatility, or 
Momentum behavior[10]–[14]. For trend, the well-known 
technic is moving average; it has three famous alternatives; 
the first is Simple Moving Average[1], [15], [16], it uses the 
last N values average. An enhanced version of moving 
average is exponential weighted moving average[17], [18]; 
instead of assigning the same weight to all values, EMA gives 
more weight to last values. This technique has evolved, and 
traders now use a triple EMA with different selective periods 
to predict market prices accurately. Especially when there is a 
crossover between the 3 EMA lines, it’s interpreted as a signal 
to place a trade that is not consistently profitable, and it’s 
called a false signal. False or True profitable signals follow a 
different pattern that distinguishes their behavior. For 
volatility, the well-known method is the Bollinger Band which 
uses the Simple Moving Average as anchor line and the 
standard deviation as an indicator of aggressive markets 
movement[12], [19], [20]. Then finally momentum that has a 
famous method, the Stochastic Relative Strength Index that 
shows the market position reversal[21]–[23]. 

To discover the winning patterns based on cited indicators, 
we need to parse historical market data and train a neural 
network as the chosen algorithm of the machine learning 
branch. There are a lot of neural network types. The 
convolutional neural network, which belongs to the deep 
learning class, is used for visual imagery[24]–[26], and the 
recurrent neural network, which performs in natural language 
processing[18], [27]–[29]. In our case, we are dealing with a 
dataset of time series data (Financial market prices) processing 
and produce a binary decision: Place a profitable trade or 
Place none profitable trade[30], [31]. We choose a MultiLayer 
perceptron as a feed-forward neural network by using a back-
propagation algorithm[24], [32]. On our approach, the features 
are calculated previously from historical data. We combined 3 
EMAs and their growth rates as trend features, Bollinger 
Bands as volatility features, and Stochastic RSI as momentum 
features to enhance the accuracy of predicted decisions from 
current patterns and follow an adaptive model based on 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Amina%20El%20Omri.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Noureddine%20Abghour.QT.&newsearch=true
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different criteria (Trend- Momentum - Volatility). Let’s go 
back to the existing state of the art. Several methods offer 
almost the same deep learning architecture but ignore the 
leading indicators of the instability of a specific market. 
Among these methods, we will cite the way that predicts price 
changes using LSTM [33]. Then a compound method consists 
of producing features based on GARCH to frame the data that 
describe volatility and their link to price variation and then 
inject them as input to an LSTM like N.N. to predict the 
subsequent variations. We will also cite a mixed method to 
prepare trend and seasonality data using the ARIMA approach 
and then inject data on an LSTM to predict the next trend. 
And finally, couple the last two methods quoted on a Multi-
modal architecture, where the first modal is the LSTM-
GARCH, and the 2nd modal is the LSTM-ARIMA. That will 
allow us to create the perfect hybrid model to benchmark our 
Channeled Multilayer Perceptron approach. 

II. RELATED WORK 

A. Basic Trading Strategies 

Day trading is an activity that involves entering winnings 
of less than ten pips per transaction on windows with 1, 5, and 
15 minutes; this technique is called scalping. The simple 
moving average is the most popular among the statistical 
methods used to predict future prices, and it’s an essential 
technique to describe a specific market trend [1], [15]. The 
first method we will study is the Simple Moving Average 
(SMA) which is the average of the previous N last prices, as 
shown on the following statement: 

    
∑        

 
   

 
 

Then we have an Exponential moving average (EMA) that 
works the same as a simple moving average, except it places 
greater weight on the more recent closing prices[13], [15], 
[17]. 
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The difference between the simple and exponential 
moving average is that the EMA is smoother than the SMA; it 
is safer to use the EMA as a trend indicator. However, there is 
a more accurate technique to predict the trend of a specific 
financial instrument. It is called EMA crossover. It can be 
used with 2 or 3 different periods and detect their curve 
crossing. In the case of 2 respective curves with two periods, 
if the shortest EMA period crosses the more extended EMA 
period from bottom to top, it is considered an uptrend signal. 
If it passes from top to bottom, it is regarded as a downtrend. 
In the case of 3 periods, if the shortest EMA period crosses the 
long EMA period from bottom to top and both are above the 
longer EMA period; this is considered a more accurate up-
trend signal. And if it goes from top to bottom and both are 
below the longer EMA period, this is considered a more 
accurate down-trend trend signal. 

We also have a Moving Average Divergence and 
Convergence (MACD) trading strategy that uses 3 AMS with 
fixed windows of 26 EMA periods, 12 EMA periods, and 9 
EMA periods overlapping [21] [22]. It reads positive and 
negative movements based on a zero line. The buy signal is 
triggered when the MACD passes over the zero line from the 
bottom, considered an uptrend, and sells where it crosses the 
signal line below, considered a downtrend. The take profit is 
triggered when the MACD falls below the signal line if a 
purchase order is placed. And if a sell order is placed, the 
profit-taking signal is triggered when the MACD rises above 
the signal line. The momentum of time series assumes that a 
market that behaves poorly with losses or profits over specific 
periods will continue at the same rate. It is based on the 
average log of N periods and its measure of performance 
above or below a red line on which the position is defined as 
positive or negative. 

For the measurement of volatility, the chosen method is 
the Bollinger band which uses the simple moving average as 
an anchor line and the standard deviation as an indicator of 
aggressive market movement. It has been developed and 
protected by the copyright of John Bollinger, a trading expert, 
to provide meaningful insights into the specific volatility of 
the market [12], [19]–[21]. Thus, the first step in the 
calculation of the Bollinger band is to obtain the typical prices 
of the chosen period, then the standard deviation over the 
same period, and finally to calculate them with the simple 
moving average of the upper and lower bands, as follows: 

           (      (   (     ) 

           (      (   (     ) 

With: 

 BBUpper: Upper Bollinger Band 

 BBLower: Lower Bollinger Band 

 SMA: Simple Moving average 

 TP (typical price): (High+Low+Close) ÷3 

 N: Number of days in smoothing period (typically 20) 

 m: Number of standard deviations (typically 2) 

 σ[T.P.,n]Standard Deviation over last n periods of T.P. 

Fig. 1 shows the produced Bollinger lower and upper 
bands using 20 as a number of smoothing days and two as 
standard deviation: 

 

Fig. 1. Plot of Bollinger Band using as 20 Smoothing Periods and 2-Period 

Standard Deviation. 
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And finally, The Stochastic RSI (Stochastic Relative 
Strength Index) is an application of a stochastic oscillator on a 
set of RSI[22], [23]. It varies between 0 and 1 or 0 and 100 
percent to indicate an overbought or oversold of a specific 
market, in other words, a momentum position reversal. It is 
calculated on N-period by using two steps as follows: 

   
    

 [
   

  
                                    

                                            

] 

Then: 

          
       (      

   (          (      
  

Fig. 2 shows the produced 80-Overbought and 20-
Oversold lines of a 14-period stochastic RSI: 

B. An Overview 

1) Existing approach for prediction: There are several 

machine learning techniques, ranked according to their 

objectives, such as fault detection for unusual data points 

using One-class SVM [16], [33], [34], which can be a good 

solution if there are more than 100 features, with aggressive 

boundaries. We can also use the detection of anomalies by 

PCA in case we need fast training [13], [35], [36], or 

Clustering to discover the structure using the algorithm K-

means if we want to label data that belong to a specific 

category or group [14]. But this cannot be used in our study 

because any market behavior is not necessarily an anomaly; 

the appropriate indicator must consider any aberrant data. 

Otherwise, for the prediction of continuous values, the best 

approach is linear regression if we follow a linear model [4], 

[14], [37], otherwise, for a two-class or multiclass binomial 

prediction, the classic approach is logistic regression, but we 

prefer to use a neural network. 

 

Fig. 2. Plot of 14-Period Stochastic-RSI on Short-Time Frame. 

For the classification to two classes and multiclass [38], 
[39], we can mention the decision tree, which has the ability 
of interpretation and categorization by following a binary or 
multiclass configuration [40], [41]. It can even use random 
forests and gradient-boosted tree algorithms as sets of trees to 
optimize classification and regression processes [42], [43]. 
There is also the Support Vector Machine or Networks (SVM) 
[16], [34], [44], which is a combination of supervised learning 
models and trained learning algorithms. It depends on 
partitions of spaces of high or infinite dimensions defined by 
parallel lines called hyperplanes, or maybe a set of 
hyperplanes with an operating margin quantified by distance 
to learning data points; the smaller the margin, the greater the 
generalization error of the classifier. Other methods, such as 
the One-vs-Rest classifier and naive Bayes, do not correspond 
to our case study. 

2) Convolution neural network: In complex images, for 

example, face recognition, pictures have pixel dependencies 

where CNN is more accurate in prediction [24], [26]. 

Therefore, the prominent role of the convolutional network is 

reducing the complexity of images input features without 

losing accuracy. As shown in Fig. 3, a convolutional neural 

network is composed of, Convolution Layer, Pooling Layer, 

Flatten Layer, Fully connected layer, and SoftMax Layer [24], 

[25], [26], [30]: 

3) Recurrent neural network: RNN is a feed-forward 

neural network that remembers the past. It takes what is 

learned from previous training iterations in its memory and 

uses it for the next predictions. RNN accepts one or more 

input vectors then produces one or more output vectors. It’s 

not limited to associated weights but also hidden vectors 

which are considered as its memory. For each X input with an 

associated weight    there is a hidden node H with an 

associated weight    and an output Y with associated weight 

Y. A recursive process is applied on hidden states, accurately 

on H weights and remembering H and    values. The exact 

process is used on deep RNNs, weights are recursively 

updated in each iteration, and then more iterations are running, 

we go deep in learning, the reason we call it deep RNNs[18], 

[27]–[29]. 

4) Basic multilayer perceptron: MLP applies activation 

function where the primary is introducing the non-linearity to 

neural network outputs. Adding bias to this function provides 

additional trainable weight to a fixed value (Constant) that 

shifts output curves depending on the inputs group[30]. These 

are three known activation functions defined by the following 

separated expressions: 

 

Fig. 3. Full Representation of Convolutional Neural Network. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

508 | P a g e  

www.ijacsa.thesai.org 

   ∑    

 

   

   

The Sigmoid function that computes the real value to 
range it between 0 and 1 as follows: 

 (    
 

      
 

The tanH function that computes the real value to range it 
between -1 and 1 as follows: 

    (     (      

The ReLU, which means Rectified Linear Unit, computes 
real-values to replace negative values by 0 as follows: 

 (       (     

Feed-forward NN is the simplest form of ANNs [6], [23], 
[28]. It’s composed of multiple neurons or nodes organized as 
layers with connections or edges between them containing 
weights of each node. After the first iteration comes the back-
propagation algorithm to adjust the random weights associated 
with N.N. training ignition. By knowing the targeted value and 
the outputted value of the activation function, we get the 
difference between them as an error value to use back-
propagation to calculate the gradients and adjust weights as 
optimal as possible by using a derivative function [6], [18], 
[26], [32], until error is reduced as shown on the following 
Fig. 4: 

 

Fig. 4. A Preview of the Back-Propagation Process. 

C. Available also-Trading Approaches 

Several proposed approaches combine machine learning 
and forex market prices prediction, especially neural 
networks, to predict a trend of a specific instrument (e.g., 
GBP/USD). Most of them choose multi-layer perceptron, 
which seems to have the necessary ability and accuracy to 
recognize an effective trending pattern. Zhai, Hsu, and 
Halgamuge (2007) [8] choose a combination of market-related 
news and technical indicators delivered as features to a 
Support Vector Machine (SVM) based prediction model. 
Leslie Tiong Ching Ow [4] found a technic of trend prediction 
based on considering linear regression line (LRL) of the prices 
of timeline and trend line, in other words, the distance 
between the two lines, as a pattern of a possible up-trend or 
down-trend. Then use these patterns to train a Multilayer 
Perceptron for predicting future market trend movement. Gene 
I. Sher [32] based his method on chart pattern analysis as the 

2D picture by submitting picture data as features to a feed-
forward neural network and training it to recognize the 
winning geometric patterns. Svitlana Galeshchuk [34] used 
macroeconomic factors such as (GDP growth, unemployment, 
wages), current and capital account(current account balance, 
openness as ratio of total import and export to GDP), public 
and private foreign debt, capital flows, and the ratio of 
international reserves to 3 months import, global variables 
(interest rates and price ratios), as input features to a deep 
neural network. This method is focused mainly on a novel 
feature based on currency clusters, but it’s also useful for 
emerging currencies markets. This approach is based on 
Autoregressive Integrated Moving Average (ARIMA) models 
and Exponential Smoothing (ETS) models as times series 
models for its analysis and Stacked Long Short-term Memory 
for features processing and future stock prices prediction. 
Iman. Zabbah [35] enhanced an automated strategy based on 
EMA crossover, with 2 EMA lines of 2 different periods in a 
short time frame. This strategy is also based on Multilayer 
perceptron with linear scaling between the minimum and 
maximum values, as input features, to avoid false signal that 
triggers losing orders and distinguish winning EMA 
crossovers. 

Nathan D’Lima [36] also chooses the same approach as 
Svitlana Galeshchuk [33] by basing their analysis on the 
hypothesis that time-series behavior is influenced by 
economic, political, and psychological factors. And he 
proposed a solution that combines a Multi-layer perceptron 
(MLP) with back-propagation and Adaptive Neuro-Fuzzy 
inference System (ANFIS). First, the MLP takes as inputs the 
previous day closing prices, simple moving average (SMA), 
exponential moving average (EMA), and Rate of Change 
(ROC) as momentum oscillators. And the ANFIS takes the 
previous day’s closing prices and SMA. Then Mean Square 
Error (MSE) and Mean Absolute Error (MAE) for 
performance metrics. 

On the other hand, Zhixi Li and Vincent Tam [10] found 
research on momentum and reversal effects unconvincing. 
This is because they cannot be applied as a trading strategy on 
a real-world investment portfolio, and the reason was the lack 
of predictive ability. So, they make a deep comparison 
between Decision Tree (D.T.), Support Vector Machine 
(SVM), Multilayer Perceptron Neural Network (MLP), and 
Long Short-Term Memory Neural Network. For them, SVM 
can be a source of profitable trading strategies. 

D. Neural Network-based Approaches 

In the same radius, we can mention Svetlana Borovkova 
and Ioannis Tsiamas proposed a group of Neural Networks of 
Long-Short-Term Memory (LSTM) for intraday trading based 
on technical pre-scan analysis [37]. This approach is quite 
good, but it does not consider the functional parameters: 
Momentum reversal cases, massive trend following, and 
volatility of the chosen market, which is the basis of our 
motivation. This technique works by weighting individual 
models in proportion to their past performance, permitting 
them to deal with possible non-stationarities by using a new 
approach. The sector then measures model performance under 
the operational characteristics of the receiver. Finally, they 
evaluate the predictive power of their model on several high-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

509 | P a g e  

www.ijacsa.thesai.org 

value U.S. stock prices-cap and compare it to Lasso and 
Ridge. The proposed model was better than either the 
reference model or the equally weighted reference model sets. 
But this will not stop us from comparing the approach to the 
LSTM-based methods. 

Seyed Taghi Akhavan Niaki and Saeid Hoseinzade study 
show the prediction of the daily direction of (S & P 500) index 
using an ANN. The main purpose is to select the most 
influential (features) characteristics of the proposed ANN that 
affect the day-to-day direction of S& P 500 (response). 
Experiments were conducted to find correct parts among 27 
potential variables, projected as input nodes of the trained 
ANN. Using this methodology, the results of this study, using 
the most accurate features, can predict the daily S&P 500, 
which is much better than the existing logic model. In 
addition, the experimental results from the use of studied 
ANN on trial trading could significantly increase trading 
benefits by using a buy-and-hold strategy [38]. This has the 
same empiric context as our approach but does not fit our 
model for one reason: market behavior. This technique can be 
effective on trend following or momentum reversal but is not 
adaptable to volatile markets; the S&P 500 is a long-term 
trading index. 

In their paper, Bang Xiang Yong, Mohd Rozaini Abdul 
Rahim, and Ahmad Shahidan Abdullah have proposed a 
trading system using a deep neural network (DNN) to predict 
the Singapore Stock Exchange Index (SESI) prices.  Using the 
FTSE Straits Time Index (STI) in the coming days, test it 
through market simulations on historical daily prices [39]. The 
DNN has 40 nodes as the input layer, the last ten days, 
opening, closing, minimum and maximum price, and consists 
of 3 hidden layers with ten neurons per layer. It is trained by 
using stochastic gradient descent with backward propagation 
performed by multicore processing. They evaluated this 
approach using RME and MAPE and found that the profit 
factor was up 70%. It is not recommended to compare this 
method with ours because the latter is somewhat long-term, 
whereas our approach is intraday and mainly looks at the 
volatility phenomena. But we are going to be inspired by this 
method because it is based on deep learning. 

Shuanglong Liu chooses the combination (CNN-LSTM) 
convolutional neural network and long-term memory, Chao 
Zhang, Jinwen Ma, to produce a model and analyze 
quantitative selection in stock markets [40]. First, the CNN 
method is used to establish the quantitative strategy of stock 
selection and then the quantitative approach of 
synchronization to improve profits using the LSTM. Their 
experiments show that the CNN neural network model can be 
successfully applied in developing a quantitative strategy and 
producing better yields than the benchmark. This approach is 
quite far from our study and cannot be compared with our 
practice due to its use of quantitative selection, but still one of 
the approaches that strands among state-of-art. 

In their study, Wing Ki Liu and Mike K. P. incorporated 
the GARCH method on a neural network recurrent to model 
the price index’s volatility on the S&P 500 financial market 
[41]. They produced a hybrid LSTM-GARCH model because 
it can consider the potential non-linearity of volatility at any 

time (t) and then predict the future volatility of the target 
index. This model is very similar to one of the channels of our 
CMLP, which led us to integrate it as a modal on an N.N. 
architecture for comparison. 

On another radius, precisely on the study of the trend, G. 
Peter Zhang has set up a hybrid model ARIMA-LSTM, which 
will train an RNN based on three main features, the trend   , 
the seasonal component    and the noise   . This model 
represented the 2nd modal on the N.N. architecture of 
comparison [42]. 

E. Similar N.N. Architecture: MultiModal Learning based 

Our case study is near Multi-Modal Deep Learning-based 
studies, which involve data from different input models by 
combining distinct modalities or groups of information with 
evident quantitative influence over the prediction output. 

Our world considers several modalities, and a modality is a 
dataset about a lived experience in a specific context in real 
life. Most research focuses on sensory modalities representing 
the classic case, mainly based on natural language, visual, and 
vocal signals. It’s the best approach to help artificial 
intelligence understand the world around us and interpret 
multi-modal messages from each modality. The classic case, 
which uses Multi-modal learning, has five main challenges: 

 Representation: Summarization of multi-modal data 
(Heterogeneity) 

 Translation: Mapping and Relationships between 
modalities (Open-Ended or Subjective) 

 Alignment: Mapping and Relationships between sub-
elements 

 Fusion: Joining two or more modalities 

 Co-learning: Knowledge transfer between modalities 

There are two categories of multi-modal representations: 
joint and coordinated [43]. The collaborative approach 
consolidates unimodal signals into one unique model, shown 
in Fig. 5, and following this equation: 

      (           

Whereas coordinated handle unimodal signals separately, 
as shown in Fig. 6 and the following equation: 

 (      (    

 

Fig. 5. Multi-Modal Joint Representation. 
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Fig. 6. Multi-Modal Coordinated Representation. 

The generalized autoregressive conditional 
heteroskedasticity (GARCH) approach is used in financial 
markets volatility estimation. This technic is combined with 
intrinsic mode functions derived from empirical mode 
decomposition as a hybrid neural network [44]. They 
proposed an intelligent system that has the same properties as 
a multi-modal learning approach. 

F. CSP, Share Memory by Communicating and Channeling 

Communication is an exchange of specific data or explicit 
messages between specific N processes (explicit messages are 
used in distributed systems against shared memory systems). 
Messages are sent in two different ways, the asynchronous 
way that allows synchronization between emitter and receiver. 
The emitter process must wait for its ACK (acknowledgment) 
message to be received [45], [46]. And asynchronous way 
where the emitter does not wait for ACK and hand over to 
next process through shared variables which each process had 
public access to (used by standard memory systems) or by 
RPC (Remote Procedure Call). Synchronization links one 
process to another process and performs the exchange of 
control information between processes. In other words, if a 
process needs data produced by another process and this 
specific data is not available, the process must wait until it’s 
available. The big challenge in process interleaving is their 
concurrency on data is that we must use an excellent technic 
to keep our system runnable. An interleaving of two 
sequences, s, and t, is a constructed U sequence from the 
events of s and t so that the events of s preserve their order in 
U and those of t. Hence, the birth of CSP is a method of 
communication and synchronization by using shared memory 
in multiprocessing. Instead of communicating by sharing 
memory (the traditional threading model used by famous 
languages like C and C++), based on sharing their data 
structures in memory, then locking used resources for a 
thread-safe mode-based communication between threads and 
mainly the processes. We will focus on the model-based 
approach used by Golang, which is sharing memory by 
communication. This concept is based on CSP [46] for its 
implementation using goroutines and channels as 
programming primitives. Goroutines are based on dynamic 
stack size, the reason why we called them “Green thread,” the 
size of each dedicated segment on processes stack grows as 
needed depending on the data used by current tasks. Instead of 
the classic approach that uses a fixed stack size. This new 
technic allows us to create an infinite number of concurrent 
tasks. Goroutines start quickly instead of threads start-up and 

come with integrated primitives that allow them to 
communicate safely: Channels. There is Multi-Core Parallel 
Programming in Go demonstration [45], [47], [48] based on 
parallel integration for P.I. calculation and shows its 
performance by using a different number of parallel cores. We 
will build our trading architecture in charge of data retrieving, 
features extraction, and decision adaptation using a Goroutine-
based implementation that fits our Channeling approach. 

III. METHOD 

Our approach is based on channeled multi-layer 
perceptron, in other words, building a feed-forward neural 
network that has a channel for each features group as follows: 

A. Trend Features Group for T-Channel 

Based on 3 EMAs (Exponential Moving Averages) on 
what we call an anchor time frame, in our case, a 1 Hour as 
long-term time frame. The main reason behind this is that 
there is less volatility on an H1 time frame and gives a safe 
deduction on market trend if it’s in an uptrend or a downtrend. 
For trend determination, we use 3 EMA of different periods. 
Of course, we can use another period in our case (8, 13, 21), 
but those stay optimal for our approach. We also use the 
crossover to define the current hour trend, and the best method 
for this is 3 EMA crossover as cited in related works. After 
producing the 3 AMS data, we must select the qualified 
characteristics to be submitted to the trend channel. In this 
case, the growth rate of each EMA and the status ({1} for 
above - {-1} for below - {0} on the same line) between the 
first EMA (8 as a period) and the second (13 periods) the 
status between the second and third (21 periods), as shown in 
Table I: 

TABLE I. SAMPLE OF TREND FEATURES GROUP FOR T-CHANNEL 

Ro

w 
time 

ema_1_g

r 

ema_2_g

r 

ema_3_g

r 

ema_1_

2 

ema_2_

3 

0 05:00 -1.23445 -0.7715 -0.54004 0 0 

1 06:00 0.92575 0.46288 0.30858 -1 -1 

2 07:00 0.69427 0.46286 0.30857 0 -1 

3 08:00 3.16177 2.08242 1.31126 1 1 

4 09:00 2.39004 1.6965 1.15686 1 1 

B. Volatility Features Group for V-Channel 

Based on the Bollinger Bands discovered by computing a 
2-standard deviation of 20 periods SMA (Simple Moving 
Average) on an active trading frame, a 1 minute as a short 
time frame, where the volatility is considerably high. The 
standard deviation gives us a safe view of specific financial 
instrument volatility if it’s stable or ultra-active. Technically, 
the standard deviation produces two bands, an upper and a 
lower band. If the upper band and lower band are far from the 
SMA, this means two things, the chosen financial instrument 
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is too volatile, and any crossing between the closing price and 
the upper or lower must be taken as trend reversal. After 
computing the 20-Period SMA and 2-Standard-Deviation, we 
choose the qualified features for the volatility channel. The 
distance between closing price and up or down band, and the 
distance between SMA and the up or down band, as shown on 
Table II: 

TABLE II. SAMPLE OF VOLATILITY FEATURES GROUP FOR V-CHANNEL 

Row time price_up_bb price_low_bb sma_up_bb 

19 12:26 0.00129 0.00315 0.00222 

20 12:27 0.001 0.00268 0.00184 

21 12:28 0.00086 0.00226 0.00156 

22 12:29 0.00065 0.00187 0.00126 

23 12:30 0.00084 0.00124 0.00104 

C. Momentum Features Group for M-Channel 

Based on Stochastic RSI (Relative Strength Index) as cited 
in related works, a stochastic oscillator is applied on a set of 
RSI. The main goal behind using Stoch RSI is to detect the 
position reversal of a specific financial instrument by 
observing the crosses between RSI lines and oversold or 
overbought lines. We applied this on an active trading frame, 
in our case, a 1 minute as a short time frame. After computing 
the Stock RSI with {14, 14, 3, 3} as parameters, which are 
defined for our case. The distinguishing features for M-
channel are the distance between RSI line 1 and oversold line, 
the distance between RSI line 1 and overbought line, the 
distance between RSI line 2 and oversold line and finally 
between RSI line 2 and overbought line, as shown on 
Table III: 

TABLE III. SAMPLE OF MOMENTUM FEATURES GROUP FOR M-CHANNEL 

Row time L14 H14 K_80 K_20 D_80 D_20 

15 15:06 1.30374 1.30476 17.0 77.0 8.33 68.33 

16 15:07 1.30378 1.30476 2.0 62.0 7.33 67.33 

17 15:08 1.30378 1.30476 -3.0 57.0 5.33 65.33 

18 15:09 1.30388 1.30476 5.0 65.0 1.33 61.33 

19 15:10 1.30388 1.30476 12.0 72.0 4.67 64.67 

D. Channeled MLP for TVM (Trend – Volatility – 

Momentum) Features Groups 

As shown in Fig. 7, the main goal behind channeling a 
Multilayer Perceptron is to add a functional weight to each 
feature group and then parallelize their execution to enhance 
the speed of training and execution. In our case, we have three 
groups of features as follows: 

 

Fig. 7. Channeled Multi-Layer Perceptron Architecture Applied on Three 

Specific Channels. 

 Trend group (Channel 1): composed of 5 features 
ema_1_gr, ema_2_gr, and ema_3_gr, which are the 
growing rate of EMAs then ema_1_2 and ema_2_3 
which are respectively the EMA 1 / EMA 2 and EMA 
2 / EMA 3 crossing status. We assign K1 to this 
channel as the initial weight. 

 Volatility group (Channel 2): composed of 4 features 
price_up_bb, price_low_bb, sma_up_bb, and 
sma_low_bb, which are respectively the distance 
between price and upper band, the distance between 
price and lower band, the distance between SMA and 
upper band, and the distance between SMA and lower 
band. We assign K2 to this channel as the initial 
weight. 

 Momentum group (Channel 3): composed of 4 features 
K_80, K_20 which are RSI line 1 and oversold line, the 
distance between RSI line 1 and overbought line, then 
D_80 and D_20, which are the distance between RSI 
line 2 and oversold line and finally between RSI line 2 
and overbought line. We assign K3 to this channel as 
the initial weight. 

The expected outputs are O1, O2, and Q3, respectively 
Buy signal, Sell signal and Wait for Signal. These outputs 
result from expected historical profits in the past. If the max 
profit is greater than 1, we consider it as a buy signal which 
has {1} as an expected feature. If the min profit is less than -1, 
we consider it as a sell signal which has {2} as the expected 
value. In the case where profit is between -1 and 1, the 
expected value is the wait signal which has {3} as the 
expected value. 

E. Channeled MLP Execution (1 Iteration of Training) 

Fig. 8 shows the execution of a Multi-layer perceptron 
using our approach, channeling a feed-forward neural network 
to parallelize each node's computation from the input layer to 
the output layer. It is considered that we have two channels 
which are composed of (               features, and are 
linked to each node of the hidden layer with 
(               weights. There are 2 (Depending on the 
number of channels) concurrent routines in charge of 
summation for each hidden layer node by respecting each 
channel weight. When summation of each channel is 
completed, a signal is triggered to start submission of sums to 
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activation function to produce (In the first iteration of the 
MLP training) Y +   with Y as output and   as an error. In our 
case, the used activation function is Sigmoid, and the first 
iteration is computed by using a random parameter for each 
node. 

 

Fig. 8. Channeled MLP Executed by Channels Dedicated Routines. 

F. Channelled MLP Back Propagation (Sigmoid Derivative 

Function) 

In Fig. 9, we will see how back-propagation of produced 
error is done using our approach, which is based on 
channeling the propagation of error and applying it on the 
delta of each node. For each output node, there is a set of 
routines dedicated to each node of the hidden layer to compute 
the delta by using the derivative of the sigmoid action 
function, as shown in the Routine    for    delta calculation. 
Then for each hidden layer node, there is a set of routines 
which is respectively dedicated to each node of the input layer 
to compute the delta by using the derivative of the sigmoid 
action function, as shown in the Routine    and    for 
respectively    and    Delta calculation. The process can be 
reproduced if there is more than one layer in the hidden layer. 
For concurrency synchronization, the computation of the 
previous layer must wait for the current layer computations to 
be completed. 

 

Fig. 9. Channeled Back-Propagation using Layer Set of Routines. 

G. Channeled MLP Weights Adjustment (using Learning 

Rate) 

Fig. 10 shows how weights adjustment is made for each 
node using our approach, based on channeling this process for 
each iteration. For each output node, there is a set of routines 
dedicated to nodes of the hidden layer to compute the learning 

rate, the delta, and the value of each node. We can see this in 
the Routine    for    new weight calculation. Then for each 
input node, there is a set of routines that are dedicated to each 
node of the input layer to compute the learning rate, the delta, 
and the value of each node, it’s represented by routine    and 
   which are respectively in charge of    

 and    
 New 

weight calculation. The process can be reproduced if there is 
more than one layer in the hidden layer. However, for 
concurrency synchronization, the computation of the previous 
layer must wait for the current layer computations to be 
completed. 

 

Fig. 10. Channeled Weights Adjustment. 

H. Targeted Comparison Model: LSTM, GARCH, and 

ARIMA 

To compare our model, as shown in Fig. 11, we will use a 
multi-modal neural network based on two different modals: 

 The first modal is an LSTM ANN that will have input 
data from the GARCH approach, representing the 
study of volatility considering the historical returns of 
the preceding periods. 

 The second modal is also an LSTM that will inject data 
from the ARIMA study that represents the trend of the 
target market. 

 

Fig. 11. GARCH-ARIMA MultiModal based on LSTM. 

About the GARCH modal, this study follows a hybrid 
model: LSTM model and GARCH framework. The model 
first defines that the return    follows a standardized t 
distribution with conditional variance   .. The conditional 
variance    is then modeled by LSTM. The objective function 
for the estimation of the parameter is the negative 
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loglikelihood. The GARCH model is conventionally used for 
profit modeling because it takes into account the dynamics 
nature of the conditional variance of performance. The 
GARCH(1,1) model can be expressed as: 

     √                      (     

                   
  

                                

The stationary condition of the GARCH model (1,1) is: 

         

In 2 first formula, the profit at time t,   , follows a normal 
distribution with a zero mean and an   variance, given the 
information up to time t-1. The variance at time t is the linear 
combination of conditional and square returns at time t1. The 
architecture of    is illustrated in Fig. 12. In the model, we 
will use the respective values of the previous m periods (    , 
...,     )  to predict the conditional variance of current    
Returns. 

 

Fig. 12. GARCH based LSTM for Volatility. 

Next comes the modal ARIMA/LSTM, a hybrid model 
where the study focuses mainly on the trend. This will be 
based on the variations of the triplet (  ,   ,   ) to predict   , 
this is a fairly simple model to consider the trend of the target 
market, specifically on forex, where the behavior does not 
always follow a uniform trend. The idea is to transform the 
original    Time-series into a smooth function by isolating it 
from its seasonal sound. To do this, we proceed to the first 
step of the Box and Jenkins method, which is        
       Decomposition. Three functions are obtained: trend 
  , seasonal component and    Noise.    and    are kept to 
reproduce seasonality and put the forecast values into the 
confidence intervals using   . From now on,    is smooth 
because it is free of fluctuation. Therefore, we can approach it 
through a network of neurons to know its dynamics and thus 
predict its future. Moreover, as it is a time series, the 
observations are sequential, so we use RNN of LSTM. 

IV. EXPERIMENT 

A. OANDA Broker – GBP/USD Instrument – REST API 

For experimentation, we used OANDA as a broker due to 
available features for programmers. The most important 
feature for us is his REST API which provides access to 
historical data, price streaming, and orders management. The 
financial instrument used in this experiment is GBS/USD 
(Great Britain Pound against United States Dollar). The used 
OANDA API calls in our case are: 

body=$(cat << EOF 

{ 

"order": { 

"units": {0}, 

"instrument": {1}, 

"timeInForce": {2}, 

"type": {3}, 

"positionFill": "DEFAULT" 

} 

} EOF 

) 

curl \ 

-X POST \ 

-H "Content-Type: application/json" \ 

-H "Authorization: Bearer <AUTHENTICATION 
TOKEN>" \ 

-d "$body" \ 

https://api-
fxtrade.oanda.com/v3/accounts/<ACCOUNT>/orders 

 

Where: 

 {0}: Number of units to buy (Positive number) or sell 
(Negative number) 

 {1}: Used financial instrument in our case GBP/USD 

 {2}: In our case, we will use FOK (Fill Or Kill) 

 {3}: The initial position which is set to default 

B. Historical Data Retrieving then Features and Expected 

Values Production 

This stage is dedicated to TVM (Trend-Volatility-
Momentum) winning and losing patterns production. As a 
requests wrapper, we used a Golang based program, which is 
in charge of retrieving historical prices and computing them 
into usable features and expected values. This program takes 
the prepared features as a flat set of indicators for the first test, 
which is a normal MLP training, then taken as three groups 
(TVM) of features in the second test, which is the 
implementation of our approach, the channeled MLP training. 

In the first stage, we must produce the T-CHANNEL 
(Trend Channel). In Table IV, we can see the growth rate and 
the status of each of the 3 EMA periods. Then profit max and 
min generated by each model. If the maximum profit is greater 
than {1.0}, we consider it as a buy signal that has {1} as an 
expected feature. Otherwise, if the minimum profit is less than 
-1, we consider it as a sales signal that has {2} as expected 
value: 

https://api-fxtrade.oanda.com/v3/accounts/%3cACCOUNT%3e/orders
https://api-fxtrade.oanda.com/v3/accounts/%3cACCOUNT%3e/orders


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

514 | P a g e  

www.ijacsa.thesai.org 

TABLE IV. MAX AND MIN PROFIT THEN SIGNAL GENERATED FROM T-
CHANNEL FEATURES 

ema_1

_gr 

ema_2

_gr 

ema_3

_gr 

ema_1

_2 

ema_2

_3 

max_

pr 

Min_

pr 

Sign

al 

-

1.2344
5 

-0.7715 

-

0.5400
4 

-1 -1 1 -2 2 

0.9257

5 

0.4628

8 

0.3085

8 
-1 -1 0,3 -5 2 

0.6942

7 

0.4628

6 

0.3085

7 
1 -1 0,1 -1 2 

3.1617

7 

2.0824

2 

1.3112

6 
1  1 2 -0,1 1 

2.3900

4 
1.6965 

1.1568

6 
1  1 4 -0,1 1 

In the second stage, we must produce the V-CHANNEL 
(Volatility Channel). In Table V, we see the calculated 
distance between prices or SMA up and low bands (Bollinger 
bands), then the max profit and the min profit generated in the 
case of trading on each pattern, if the max profit is greater 
than 1, we consider it as buy signal which has [1] as expected 
feature, if the min profit is less than -1, we consider it as sell 
signal which has [2] as the expected value. In the case where 
profit is between -1 and 1, the expected value is the wait 
signal which has [3] as the expected value. 

In the third stage, we must produce the M-CHANNEL 
(Momentum Channel). In Table VI, we can see the calculated 
distance between K-Stochastic-RSI and D-Stochastic-RSI 
lines, and respectively 80% and 20% lines. Next, the max 
profit and min profit generated in the case of trading on each 
model. If the max profit is greater than 1, we consider it as a 
buy signal that has [1] as expected characteristic, if the min 
profit is less than - 1, we consider it as a sell signal that has [2] 
as expected value. Finally, if the profit is between -1 and 1, 
the expected value is the waiting signal that has [3] as 
expected value. 

TABLE V. MAX AND MIN PROFIT THEN SIGNAL GENERATED FROM V-
CHANNEL FEATURES 

price_up

_bb 

price_low

_bb 

sma_up

_bb 

sma_low

_bb 

max_

pr 

min_

pr 

Sign

al 

0.00129 0.00315 0.00222 0.00222 0,1 -0,1 3 

0.001 0.00268 0.00184 0.00184 1 -0,4 1 

0.00086 0.00226 0.00156 0.00156 0,1 -0,7 3 

0.00065 0.00187 0.00126 0.00126 0,2 -0,3 3 

0.00084 0.00124 0.00104 0.00104 0,7 -1 2 

TABLE VI. MAX AND MIN PROFIT THEN SIGNAL GENERATED FROM M-
CHANNEL FEATURES 

K_80 K_20 D_80 D_20 max_pr Min_pr Signal 

17.0 77.0 8.33 68.33 0,2 -3 2 

2.0 62.0 7.33 67.33 0,1 -2 2 

3.0 57.0 5.33 65.33 0,9 -0,5 3 

5.0 65.0 1.33 61.33 0,7 -0,2 3 

12.0 72.0 4.67 64.67 0,3 -0,01 3 

1) Normal Multi-layer perceptron training 

We used the current parameters for training our MLP: 

 Global parameters (Using K-Fold training): 

a) Learning Rate: 0.01 

b) Accuracy percentage: 0.67 

c) Shuffle: True 

d) Epochs: 100/200/500 

e) Folds: 2/3/5 

 For trend features: 

a) Granularity: H1 (1 hour) 

b) Number of candle patterns: 500 

c) Max/Min profit: 1 / -1 

 For volatility features: 

a) Granularity: M1 (1 minute) 

b) Number of candle patterns: 500 

c) Max/Min profit: 1 / -1 

 For momentum features: 

a) Granularity: M1 (1 minute) 

b) Number of candle patterns: 500 

c) Max/Min profit: 1 / -1 

Table VII shows the list of features in the input layer: 

TABLE VII. THE COMPLETE LIST OF FEATURES SUBMITTED TO NORMAL 

MLP 

Feature name 
Associated 

name 

Node 

notation 

Short Period EMA (EMA 1) growing rate ema_1_gr X0 

Medium Period EMA (EMA 2) growing 

rate 
ema_2_gr X1 

Long Period EMA (EMA 3) growing rate ema_3_gr X2 

Common status between EMA 1 / EMA 2 ema_1_2 X3 

Common status between EMA 2 / EMA 3 ema_2_3 X4 

Distance between price and upper 
Bollinger band 

price_up_bb X5 

Distance between price and lower 

Bollinger band 
price_low_bb X6 

Distance between SMA and upper 

Bollinger band 
sma_up_bb X7 

Distance between SMA and lower 
Bollinger band 

sma_low_bb X8 

Distance between K-Stochastic-RSI line 
and 80% 

K_80 X9 

Distance between D-Stochastic-RSI line 

and 80% 
D_80 X10 

Distance between K-Stochastic-RSI line 
and 20% 

K_20 X11 

Distance between D-Stochastic-RSI line 
and 20% 

D_20 X12 
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Table VIII shows the list of expected values (Classes) in 
the output layer: 

TABLE VIII. EXPECTED VALUES ON THE OUTPUT LAYER 

Expected 

output 

Name of 

Expected output 
Description 

1 Buy signal 
Triggered buy signal on expected max 
profit obtained 

2 Sell signal 
Triggered sell signal on expected max 

profit obtained 

3 Wait for signal 
Triggered wait signal on expected max 

profit not obtained 

2) Channeled Multi-layer perceptron training: 

We used the same parameters in normal MLP training, but 
we added another parameter which is the associated weight for 
each channel: 

 For trend features: K1 as channel associated weight 

 For volatility features: K2 as channel associated weight 

 For momentum features: K3 as channel associated 
weight 

The channeled features are distributed in Table IX, as 
follows: 

TABLE IX. LIST OF THE FEATURES SUBMITTED TO CHANNELED MLP 

Feature name 
Associate

d name 

Node 

notation 

Cha

nnel 

Initial 

weight 

Short Period EMA (EMA 1) 
growing rate 

ema_1_gr C1X0 C1 K1 

Medium Period EMA (EMA 

2) growing rate 
ema_2_gr C1X1 C1 K1 

Long Period EMA (EMA 3) 

growing rate 
ema_3_gr C1X2 C1 K1 

Common status between 

EMA 1 / EMA 2 
ema_1_2 C1X3 C1 K1 

Common status between 
EMA 2 / EMA 3 

ema_2_3 C1X4 C1 K1 

Distance between price and 
upper Bollinger band 

price_up_
bb 

C2X1 C2 K2 

Distance between price and 

lower Bollinger band 

price_low

_bb 
C2X2 C2 K2 

Distance between SMA and 

upper Bollinger band 

sma_up_b

b 
C2X3 C2 K2 

Distance between SMA and 

lower Bollinger band 

sma_low_

bb 
C2X4 C2 K2 

Distance between K-

Stochastic-RSI line and 80% 
K_80 C3X0 C3 K3 

Distance between D-

Stochastic-RSI line and 80% 
D_80 C3X1 C3 K3 

Distance between K-

Stochastic-RSI line and 20% 
K_20 C3X2 C3 K3 

Distance between D-

Stochastic-RSI line and 20% 
D_20 C3X3 C3 K3 

3) Multi-Modal learning based on GARCH and ARIMA: 

As shown in Section 2, we decided to build a multimodal N.N. 

system based on generalized autoregressive conditional 

heteroscedasticity (GARCH) and integrated autoregressive 

moving average (ARIMA). This hybrid approach is already 

used in volatility prediction using the ARMA(R,M) and 

GARCH(p,q) models[48]. The first group or modality is the 

variance group representing volatility that belongs to GARCH, 

based on Gaussian pseudo-random numbers. This modality is 

composed of an average model, a volatility process and a 

distribution. The second modality that represents the trend 

group that represents the ARIMA model. 

The most important part is the study on volatility. For the 
first GARCH-oriented LSTM intended to receive volatility-
related data 

 The features chosen as input are the elements having a 

studied correlation and which constitute the vector 

   {           } 

where o, g, l, and c are in the same order open, high, low, 
and the close price at the time (t), then the parameter   

  that 
will allow each LSTM node to model the   ,  based on 
conditional variance using the objective loglikelihood 
function. 

 The exits of the LSTM are the following: 

             

Where: 

   is the profit at t, and 

     is the price at t 

4) Classical hybrid approach: Then combine Bollinger 

Band with Stochastic RSI and use it as a trading strategy on 

GBP/USD couple. Intraday traders widely use this technic to 

make an exhaustive comparison to our strategy and see the 

benefits of using a Channeled MLP as a validation layer on a 

switching pattern scenario to be adaptive to any kind of 

markets behavior. 

V. RESULTS 

The back-testing execution is done on a machine with 
Ubuntu 18.04 as an operating system and Docker containers 
for worker nodes to provide a simulated aspect of distributed 
computing. All of this is running on a physical machine with 
an Intel i5 2.2 GHz 4 CORE processor and 8 G.B. of RAM. 

For our test case, we have retrieved GBP/USD data of 2-
time frames, 1-hour and 1-minute prices, then calculated their 
3 EMA crossovers, Bollinger Bands, Stochastic RSI, GARCH, 
and ARIMA as shown in the method section, to produce the 
five needed datasets. Then came the normalization process to 
ensure the quality and performance of training. We then 
randomly split data into two datasets, 70% for training against 
30% for test. 
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In Fig. 13, we see the scores reached by implementing 
normal Multilayer Perceptron, the multi-modal GARCH-
ARIMA, and channeled MLP. It shows the scores for 2, 3, and 
5 folds for 100, 200, and 500 epochs as training iterations. 
Due to dedicated channel weights, the Channeled Multilayer 
Perceptron has better scores than normal MLP and MM 
GARCH ARIMA. 

 

Fig. 13. Back-Testing Scores reached Comparison between Normal MLP, 

MM GARCH-ARIMA and our Channeled MLP. 

In Fig. 14, we see the training time taken by implementing 
normal Multilayer Perceptron and channeled MLP. It shows 
the scores for 2, 3, and 5 folds for 100, 200, and 500 epochs as 
training iterations. Due to parallelized and concurrent node 
calculations, the Channeled Multilayer Perceptron has been 
trained faster than normal MLP and MM GARCH ARIMA. 

 

Fig. 14. Training Time Comparison between Normal MLP, MM GARCH-

ARIMA and our Channeled MLP. 

In Fig. 15, we see the execution time taken by 
implementing normal Multilayer Perceptron and channeled 
MLP. It shows the scores for 2, 3, and 5 folds for 100, 200, 
and 500 epochs as training iterations. The Channeled 
Multilayer Perceptron computes the given pattern and 
provides the associated output faster than normal MLP and 
MM GARCH ARIMA due to parallelized and concurrent node 
calculations. 

In Table X, we observe the trades opened by normal 
Multilayer Perceptron, channeled MLP, and BB/SRSI, in the 
same day to see the efficiency of Channeled MLP decisions. 
The Channeled Multilayer Perceptron has opened six trades 
where 5 of them were positive with 9.7 cumulative earnings 
and a profit factor that reached 83%. The normal MLP has 
opened six trades where 3 of them had positive profits up to 
2.15 as net profit. Then the MM GARCH-ARIMA opened six 
trades where 1 of them was positive with fatal negative profit 
(-14.3). The main problem was the lack of features that stands 
for momentum reversal in the market which does a lot of 
brutal reversal in its trend. And finally, BOLLINGER BAND / 
Stochastic RSI with six open trades where 1 of them was 
positive having 0.7 profit. Thus, we can say that channeled 
MLP made good decisions in opening market switching by 
trend, volatility, and momentum reversal in GBP/USD market. 

We chose the MultiModal GARCH-ARIMA LSTM model 
to create a more appropriate and similar comparison context to 
our approach and thus target several existing methods cited in 
the state of the art, some of which are not directly comparable 
since the majority operate in different markets and apply to 
long-term investment types. In contrast, our approach targets 
those that affect short-term investment. Furthermore, our 
CMLP approach considers three indicators and assigns 
dynamic weights that vary according to the market behavior, 
which allows it to adapt to so-called aggressive markets. 
Using the other approaches in more volatile markets, the 
system triggers trades on necessary signals, hence its strength 
about the other market, which appears on the results obtained. 

 

Fig. 15. Execution Time Comparison between Normal MLP, MM GARCH-

ARIMA and our Channeled MLP. 
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TABLE X. COMPARISON OF PROFITS EARNED BETWEEN NORMAL MLP, MM GARCH-ARIMA AND OUR CHANNELED MLP 

NN TYPE Type Market Units Profit (USD) 
Half Spread 

Cost 
Date 

N
O

R
M

A
L

 M
L

P
 

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 -1.45 -1.6 15/06/2021  

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 2.3 -1.6 15/06/2021  

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 2.8 -1.8 15/06/2021  

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 -2.4 -1.6 15/06/2021  

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 -2.3 -1.6 15/06/2021  

Buy Market GBP/USD 20 0 -1.6 15/06/2021  

Close Trade GBP/USD 20 3.2 -1.7 15/06/2021  

 
            

C
H

A
N

N
E

L
E

D
 M

L
P

 

Buy Market GBP/USD 20 0 -1.7 15/06/2021  

Close Trade GBP/USD 20 2.6 -1.7 15/06/2021  

Buy Market GBP/USD 20 0 -1.7 15/06/2021 

Close Trade GBP/USD 20 -4.6 -1.7 15/06/2021 

Sell Market GBP/USD 20 0 -1.9 15/06/2021 

Close Trade GBP/USD 20 2.5 -2 15/06/2021 

Sell Market GBP/USD 20 0 -2 15/06/2021 

Close Trade GBP/USD 20 2.4 -1.9 15/06/2021 

Buy Market GBP/USD 20 0 -1.4 15/06/2021 

Close Trade GBP/USD 20 5.6 -1.4 15/06/2021 

Buy Market GBP/USD 20 0 -1.4 15/06/2021 

Close Trade GBP/USD 20 1.2 -1.8 15/06/2021 

 
            

M
u

lt
iM

o
d

a
l 

G
A

R
C

H
-A

R
IM

A
 

Buy Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 -2.4 -1.6 15/06/2021 

Buy Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 -4.6 -1.6 15/06/2021 

Buy Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 4 -1.5 15/06/2021 

Buy Market GBP/USD 20 0 -1.5 15/06/2021 

Close Trade GBP/USD 20 -5 -1.5 15/06/2021 

Sell Market GBP/USD 20 0 -1.5 15/06/2021 

Close Trade GBP/USD 20 -3.1 -1.6 15/06/2021 

Sell Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 -3.2 -1.6 15/06/2021 

 
            

B
o
L

L
IN

G
E

R
 B

A
N

D
 /

 S
to

C
h

a
st

ic
 R

S
I 

Sell Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 10 -1.7 15/06/2021 

Sell Market GBP/USD 20 0 -1.8 15/06/2021 

Close Trade GBP/USD 20 1.8 -1.6 15/06/2021 

Sell Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 -2 -1.7 15/06/2021 

Sell Market GBP/USD 20 0 -1.7 15/06/2021 

Close Trade GBP/USD 20 -2.3 -1.8 15/06/2021 

Buy Market GBP/USD 20 0 -1.8 15/06/2021 

Close Trade GBP/USD 20 -3 -1.6 15/06/2021 

Buy Market GBP/USD 20 0 -1.6 15/06/2021 

Close Trade GBP/USD 20 -3.8 -1.8 15/06/2021 
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VI. DISCUSSION 

Most of the methods cited on the state of the art are 
methods used for algo-trading based on a single indicator and 
are not based on neural networks, while we target multiple and 
different type indicators to allow for varying market 
knowledge. But even we thought it useful to quote them. The 
only strategy that can make target method topic for our 
comparison is the neural multi-modal network architecture, 
only because this technique can take features of several types 
and group them by observation nature. In our study we shed 
more light on the approaches that use the multi modal base on 
2 LSTM, the first is the LSTM-GARCH which takes into 
account features oriented towards volatility. And the second is 
the LSTM-ARIMA which takes into account the market trend, 
and their weights are static so do not allow to act on markets 
that are volatile and – or trending. Our approach takes into 
account another parameter which is the reversal momentum 
(Stochastic RSI) as oscillator. And puts more weight on the 
group that characterizes the market has a given period (e.g.: 
Gives more weight to Group V - volatility if the market is 
volatile or-and more weight to Group T - trend if the market 
has a strong trend). The back-testing of our trading strategy 
(Method) is based on training an NN to recognize a false 
signal and a real signal or a neutral signal of waiting for 
opportunity.  The scores obtained and displayed in Fig. 11 
mean that our CMLP approach is more accurate than the MM 
LSTM GARCH-ARIMA. The results of our experiments are 
more focused on trades having positive incomes which 
represent the main criteria of efficiency. For training / testing 
we used a proportion of 70% - 30% to back test our approach. 
We made a focus on sentiment analysis on work. In this paper 
we bring more light on the statistical aspect for prediction. We 
have already brought attention on cryptocurrencies that are 
influenced by communities in Twitter. 

VII. CONCLUSION 

The forex market is the more volatile market among 
financial markets. Trading on it at high frequency is so 
complex and needs a well-designed algorithm, the reason why 
we use machine learning, especially the Multi-layer 
perceptron, which is the best approach for time series. The 
faced challenges are training speed and execution, more than 
that, the accuracy of taken decision on open or not open a 
trade, and if the decision is opening a trade, should the MLP 
choose to buy, sell or wait. Channeling features helps us a lot 
with this. However, our approach is still technically crud and 
needs more ameliorations for some minor details, to be mature 
and well prepared for aggressive markets, to avoid bad 
decisions that can make us lose more trades than expected. As 
future works we are planned to make a focus on sentiment 
analysis as category of features selection in our current work. 
We have already brought attention on cryptocurrencies that 
are influenced by communities in Twitter; this area is also a 
subject of volatility research. 
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Abstract—Novel prediction systems are required in almost all 

internet-connected platforms to safeguard the user information 

to get hacked by intermediate peoples. Finding the real impacted 

factors associated with the Cyber-attack probes are being 

considered for research. The proposed methodology is derived 

from various literature studies that motivated to find the unique 

prediction model that shows improved accuracy and 

performance. The proposed model is represented as R2CNN that 

acts as the cascaded combination of Gradient boosted regression 

detector with recurrent convolution neural network for pattern 

prediction. The given input data is the collection of various 

applications engaged with the wireless sensor nodes in a smart 

city. Each user connected with a certain number of applications 

that access the authorization of the device owner. The dataset 

comprises device information, the number of connectivity, device 

type, simulation time, connectivity duration, etc. The proposed 

R2CNN extracts the features of the dataset and forms a feature 

mapping that related to the parameter being focused on. The 

features are tested for correlation with the trained dataset and 

evaluate the early prediction of Cyber-attacks in the massive 

connected IoT devices. 

Keywords—Cyber security in smart devices; cyber security; 

cyber-attacks; internet of things; IoT devices; machine learning; 

wireless sensor networks 

I. INTRODUCTION 

In the current fast growing world, the demand on cyber 
security to users and IOT devices becomes mandatory due to 
the equivalent increase of cyber-attacks. The awesome growth 
of internet and networking models enables the users to get 
access the internet hassle free with flexible applications. 
Numerous cyber-attacks are predicted by the software and 
intrusion detection systems installed in the IOT devices and 
user accessible devices. Some of the frequently occurring 
cyber-attacks are denial-of-service(DoS) issue, software 
malwares, hacking due to unauthorized access, man in middle 
problem etc. the data industry get affected a lot due to the loss 
of secretive information that should be maintained [1]. 

Cyber security system is comprises of layers of protection 
starting from the physical layer to the application layer. 
Normally application layer resemble the end user connected 
with the certain network. Physical layer security plays a vital 
role in holding the data and making the secure communication 
with the data link layer. Nowadays in most of the systems, a 
powerful intrusion detection model is developed and installed. 

These detectors filter out the malwares to some extent. 
Working on achieving accurate intrusion detection systems are 
also focused by research team. The author in [1] discussed 
recently with intrusion detection system using tree method that 
is named as intruDTree that keeps the decision tree as base 
model. The implemented intruDtree creates various test cases 
and expressions to check the real impact of the action takes 
place in to the IOT device. [2]Evaluated a signature based 
approach in the development of intrusion detection system and 
intrusion prevention system. The malicious software damages 
the protection systems, in the form of worms that uses the 
same protocol to carry over the network. Machine learning 
based signature model is evaluated to adopt the changing 
frameworks and authenticate the new user every time. The 
level of authentication happens in each stages of network 
connectivity [3]. 

 

Fig. 1. Model of Cyber Security in IoT Devices. 

Fig. 1 shows the architecture of cyber security framework. 
The model is explained in three phases. The first one is the 
data gathering phase in which the information in the form of 
images, videos, accessibility, unique codes, vehicle data and 
emergency information are collected. The second phase is the 
gateway or communication medium where the mobile 
gateway, data processing modules, android devices or wireless 
modems are connected. The cloud based accessibility also 
comes under the same category. The third phase is the 
application model in which the data is applied to the 
utilization of operations and control [4]. IoT based Cyber 
security monitoring for Internet dependent drones that gathers 
the tracking data and input patterns. Based on the available 
data, using Naïve Bayes model the system is able to identify 
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the cyber threats [4], further by addressing the existing issue 
of assumptions on information received need to be improving 
by utilization of better algorithms. Cyber security attacks get 
injected into the system once and consequences made by the 
attack exist for a long period. Cyber security system is needed 
in every single process associated with the organization [5]. 

The presented paper addresses the problem of resilient 
detection of threat and more processing time in the network. It 
also considers the major issue of system replay issues. The 
overtake of cyber threat dominates the system operation. The 
presented paper discusses the detailed Literature background 
in Section II. Followed by Section III, discuss the tool 
selection and impacts of specific tool to deep analysis of the 
proposed idea. Section IV. Discuss the design methodology of 
the proposed model, followed by Section V. Results and 
discussions are made. 

II. LITERATURE SURVEY 

K. Thakur et al., [6] discussed various cyber security 
threats in the form of data utilized, work enforcement, and 
protocols used to protect the user information. Emails and 
virus scanning assistance providing significant results are 
discussed. He investigated the peer review of papers with 
similar ideologies and found out the need for password 
protection frameworks in cyber security systems. The paper 
provides the knowledge on basic techniques to safeguard the 
IOT devices. 

H. Bennasar et al., [7] evaluated a journal addressing 
various network security algorithms utilized for the cloud 
security threats. They discussed on cloud network model and 
its infrastructure that can be optimized. The cloud services 
such as SaaS, PaaS, IaaS being discussed and various threats 
such as data loss, Account hacking, malwares in the network 
and device malfunction etc. 

R. Das et al., [8] discussed a journal stating various 
machine learning algorithms that incorporated with the 
development of cyber security models. A detailed survey has 
been framed and the comparative performance on each 
algorithm in terms of accuracy and error rate is evaluated. 
OneR algorithm, Naïve Bayes, random forest algorithms are 
discussed together to find the better performing model. 
Artificial neural network models and clustering algorithms are 
reviewed. 

I. Duic et al., [9] highlighted the international cyber 
security standards in their research work stating the 
cyberspace implications in the global scenario. The paper 
explained much about the security risk and challenges to be 
expected in fast growing internet world. They elaborated the 
implementation as two phases. In the first phase they 
discussed about the summarized list of attacks that target the 
IOT devices. The second phase of discussion is about the 
intrusions present in the network. Throughout the paper 
information related to malwares, denial of service, 
unauthorized access and many key impacted factors are 
discussed. 

D. Ratasich et al., [10] evaluated a research work that 
discusses the state of art approach of various existing cyber 

security methodology on fault detection process, self-healing 
methodology and anomaly detection systems that is behind the 
resilience of cyber security devices. The amount of robustness 
is considered as one of the main attribute of sustaining the 
resilient issue sin cyber security systems. 

M. Saharkhizan et al., [11] evaluated a deep recurrent 
neural network model for detecting the cyber-attacks in 
internet controlled devices using traffic data of network. Deep 
LSTM model is associated with the ensemble detectors, to get 
the effective outcome on malware detection and achieved a 
rate of 99% of accuracy. The developed model is also tested 
with the Modbus data of network traffic. The correlated 
patterns helpful for us to determine the factors related with the 
cyber-attacks. 

A. Sivanathan et al., [12] developed a challenging network 
classification model that is pre-trained by historical data 
streams of IoT traffics. They developed a one stop customized 
behavioral model for detecting the network performance. 
Automatic noise filtering is done before evaluating the traffic 
path. IOT devices connected with the certain traffic are 
intended to provide the demonstration on their individual 
performance. 

Na Liu et al., [13] evaluated new perceptions on cyber-
attacks over connected vehicles and autonomous vehicles. The 
research aimed to provide information on lack of knowledge 
on analyzing the cyber-attacks in user authentications, 
licensing part of CAV (connected and autonomous vehicles). 
Safety, awareness, responsibility education and trust factors 
are considered. 

Isabel Arend et al., [14] they reported a detailed analysis 
on malwares and its attacks, to the cybercrimes feasibilities 
happening because of the lack of user security. The study 
reveals active risk and passive risk on cyber security 
behaviors. They concurrently evaluate the difference between 
the two risks present in the cyber security systems. The 
research underwent various challenges towards the discussions 
on theoretical and practical implications. 

A. Related Work 

Wang et al., [15] Apart from firewall security, 
conventional security systems are required for Supervisory 
control and Data acquisition (SCADA) is discussed in which 
deep learning approach is evaluated. It detects the malicious 
attacks in the SCADA environment and investigates the 
protection criteria of cyber-attacks detection process. 
Alkahtani et al., [16] Botnet attacks are one of the serious 
problems in cyber systems, which threated the motion-less IoT 
devices. Empirical research was made on the malicious pattern 
detection using Convolution neural network (CNN) combined 
with Long-Short term memory Neural network (LSTM). It has 
the improved ability to detect the BOTNET attacks, with 
accuracy of 90.88%. F. Hossain et al., [17] a reliable cyber-
attack detection model with ensemble classification model is 
evaluated. Gradient boost algorithm and random forest 
algorithm is converged for effective detection [18]. The static 
test and evaluation of cyber threat detection using LASSO 
classifier achieved the accuracy of 99% maximum [19]. 
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III. SYSTEM DESIGN 

The major addressable issue of Cyber security attacks in 
publicly available networks is the resilient response of the 
system for the injected issues, and those remains in the system 
for prolonged duration and permanently damages the 
organization credentials. The overall processing delay on 
attack detection and system replay issues are addressed here. 

The novel cyber-attacks detection protocol is developed 
using the hybrid combination of cascaded R2CNN in which 
the regression analysis is cascaded in decision making with 
the recurrent convolution neural network model. The system 
design is implemented using MATLAB IDE by utilizing the 
regression tools and deep neural network toolbox. The system 
prediction model is developed in a recurrent fashion to test the 
weightage and apply the bias result again with the inputs that 
adapt the values. 

IV. DESIGN METHODOLOGY 

A. Design Summary 

Fig. 2 shows the architecture of R2CNN cascaded model. 
The preprocessing part of the system uses adaptive principle 
component analysis and Singular value decomposition model 
combined to process the raw data. The LYSIS dataset consists 
of eight columns of received data. The dataset holds the 
parameters of connected device in the IOT modems. The 
feature mapped variables are applied to gradient boosted 
regression model in which the unsupervised analysis is made. 
The closely related parameters are plotted in regression plots 
as shown in Fig. 4(a) (b) and (c). The prediction result is based 
on two decisions. The decision one is created using the 
regression method. 

Followed by regression cascaded fashion of recurrent 
Convolution neural network (R2CNN) is implemented. The 
dataset patterns after the feature mappings form a feature 
vectors. These vectors are resized to constant matrix 
dimension and fetched to RCNN model. R2CNN model 
consists of Input layer of size [100x1], max pooling layer, 
convolution layer (1x10: Stride) and fully connected layer 
(384x5 layers). The data is pattern compared at each stages of 
recurrent neural network. 

 

Fig. 2. Architecture Diagram of Cascaded R2CNN Prediction Model. 

The loop of recurrence is varied for improving the 
performance. Every stage of analysis the weighted bias of the 
comparative result is updated. The profound R2CNN network 
is executed to distinguish the example coordinate between the 
data base and the test contribution of the IOT information. 
These examination results are additionally put away as large 
information stockpiling focuses for future analysis. The 
proposed framework utilizes four unique calculations and its 
similar outcomes. 

The exactness of the forecast framework is determined 
utilizing the disarray network delivered toward the finish of 
R2CNN simulation. In case of threat pattern that does not 
correlate with any of the database learned patterns, then it is 
considered as the new threat and it is intended for learning 
purpose. Further new entries of cyber-attack patterns are also 
considered here. The disarray framework creates the 
boundaries, for example, Truepositive rate (TP), True negative 
rate (TN), false positive rate (FP) and False negative rate 
(FN). The exactness is determined utilizing the equation given 
in equation(1). 

Accuracy = [TN+TP/(TN+TP+FN+FP)]          (1) 

V. RESULT AND DISCUSSION 

Fig. 3 shows the accuracy graph of deep R2CNN model 
that depicts the improved accuracy with respect to the increase 
in iteration of the analysis. The pre-trained data compared 
with the test input pattern from the device. In case of 
maximum correlation with the malware data in the database, 
the prediction system provides the label as output showing 
malware detection as message box showing the impacted 
factor such as prolonged duration, malicious application found 
or unauthorized notifications found, etc. as shown in Fig. 5. 

 

Fig. 3. Training Accuracy of Cascaded R2CNN. 

Fig. 4 shows the regression analysis graph of direct 
method applied to the input data, 4(b) shows the regression 
analysis plot using Matlab inbuilt function, and 4(c) shows the 
regression analysis plot using gradient descent boosted 
regression method as proposed. The result of the regression 
model shows the maximum relative values towards the 
diagonal line. The regression result is considered as the 
decision 1 for final prediction. The detailed algorithm steps 
are shown. 
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Algorithm: Cascaded R2CNN 

1 Get input data 

2 Extract Features X=features(data) 

3  Compute Gradient Descent Regression( X); 

4 Fetch to RCNN modeland store Result = weightage 

5 Check bias (Result)& apply to Y 

6 Repeat loop 

7 Compare X and Y for max(Match score) 

8 Call parameters(max(match_data)) 

9 Display parameters p1,p2,p3 

10  Repeat all steps. 

    
(a)           (b) 

 
(c) 

Fig. 4. (a) Regression Graph using Direct Method (b) Regression using 

Inbuilt Matlab Function (c) Regression using Gradient Descent Boosted 

Method. 

Table I shows the Comparison results of Existing works 
and Proposed Cascaded R2CNN architecture. The author in 
[11] developed Cyber Threat detection in Traffic data using 
LSTM algorithm and achieved the accuracy of 99%. In [16], 
developed a LSTM with CNN configuration and achieved the 
accuracy of 90.88%. In [17], the author discusses the Massive 
cyber Protection system with Gradient Boost algorithms and 
Random forest models. Accuracy of 99% is achieved by the 
author. These studies helpful in deriving the proposed 
Cascaded architecture that combine the regression results as 
well as Convolution operation. 

TABLE I. COMPARISON OF EXISTING WORK AND PROPOSED CR2CNN 

S No References Concept  Algorithm Accuracy 

1 

M. 

Saharkhizan 

et al., [11] 

Cyber Threats 

detection in traffic 

data 

LSTM 99% 

2 
Alkahtani et 
al., [16] 

Cyber threat 
detectionin SCADA 

LSTM-
CNN 

90.88% 

3 
F. Hossain et 

al., [17] 

Massive cyber 

system protection 
GBR-RF 99% 

4 
Proposed 

Work 

Cyber threat 
detection in Smart 

city Dataset- LYSIS 

CR2CNN 99.2% 

 

Fig. 5. Alert Notification. 

Fig. 5 shows the Cyber-attack status after testing the input. 
The output also shows the parameter that impacted for 
malware. Example the above alert message displays the 
unknown APK found as parametric result that leads to cyber-
attacks. The proposed algorithm focused on detecting the type 
of cyber-attack in short span of time. The resilience issue 
addressed is reduced here; comparatively the proposed system 
achieved the delay of 10.77 seconds. 

Fig. 6 shows the mean square error of the three methods of 
regression analysis. From the above figure it is clear that 
gradient descent boosted model provides less error rate. 

 

Fig. 6. Mean Square Error of Proposed Method. 

 

Fig. 7. Comparative Accuracy of Existing and Proposed Cyber-attack 

Detection Models. 

Fig. 7 shows the comparison results of accuracy with 
various existing implementations. Considering the static 
dataset of LYSIS smart city, the presented system derives 

99% 

90.88% 

99% 99% 

86%

88%

90%

92%

94%

96%

98%

100%

LSTM LSTM-CNN GBR-RF CR2CNN

M.

Saharkhizan et
al., [11]

Alkahtani et

al., [16]

F. Hossain et

al., [17]

Proposed

Work

Accuracy in % 
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maximum focus on reducing the processing delay for earliest 
prediction. The Cascaded R2CNN stands in the benefit of less 
computation steps. The stacked operation ensures the results 
with high confidence. Accuracy is high for the static approach 
anyway the present research need to be extended with 
dynamic approach on few real time threats in massive cyber 
physical systems. The proposed model tests the reliable 
communication in small enterprise level. Dynamic approach 
obviously extended for global discussion. 

VI. CONCLUSION 

Cyber-attack tracking and prevention is mandatory in 
almost every internet connected platforms. As an initiative the 
proposed system is focused on deriving a novel methodology 
to detect the most impacted leads for cyber-attacks in IoT 
networks. The proposed system consists of Novel algorithm 
named Cascaded R2CNN. Provided with LYSIS dataset, the 
developed model detects the Cyber threatening patterns. The 
addressed issue of early prediction is given priority here. The 
system achieved the early prediction of Cyber-attack patterns 
within 10.77 seconds. The proposed prediction model 
achieves 99.2% accuracy towards the given input dataset. 
Further the system modeled here is reliable for static testing of 
IoT networks in enterprise level. The proposed research work 
needs to be extended to achieve dynamic results by 
considering multiple environments and different patterns of 
Cyber-Threatening patterns. 
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Abstract—The recent outbreak of COVID-19 pandemic 

realized the importance of patient monitoring environments, 

Mobile Healthcare Applications (MHA) plays very crucial role in 

the successful implementation of patient monitoring 

environments. Existing MHA’s in the realm of patient 

monitoring environments are prone to repackaging attacks; do 

not ensure security, application security and communication 

security. This paper proposes a secure and robust architecture 

for mobile healthcare applications in patient monitoring 

environments ensuring end to end security ensuring all the 

security properties by overcoming repackaging attacks which are 

very vital for success of mobile healthcare applications. We 

implemented our proposed protocol in Android Studio, Kotlin is 

designed to interoperate fully with Java. ECDH Key exchange 

algorithm is used for key exchange between MHA in patient’s 

smart phone and MHA in the hospital TPM. We created an EC 

key pairs (NIST P-256 aka secp256r1) at patient’s MHA and 

MHA of hospital TPM by using ECDH and we created a shared 

AES secret key. AES with GCM mode used for encryption and 

decryption of patient data. 

Keywords—Mobile healthcare applications (MHA); UICC 

(universal integrated circuit card); Kotlin language; android 

studio; ECDSA (elliptic curve digital signature algorithm); GCM 

mode; end to end security 

I. INTRODUCTION 

The speedy development of information and 
communication technology (ICT) infrastructures are playing 
very important role in offering innumerous opportunities for 
efficient and affordable mobile health solutions. Mobile health 
solutions help in delivering healthcare anywhere and at any 
time overcoming geographical barriers, these services are a 
boon for the patients living in remote areas where health care 
facilities are not accessible. Mobile Healthcare Applications 
(MHAs) plays vital role in the successful implementation of 
mobile health solutions. Many Mobile Healthcare 
Applications (MHAs) are available in the market helping 
hospitals, doctors and patients. MHAs are available to assist 
hospitals, doctors in managing and in monitoring patients and 
in making clinical decisions.  Smartphones and MHAs provide 
the following benefits to all the stakeholders especially 
patients, doctors and hospital staff as they ensure accuracy and 
efficiency. The author in [1] systematically assessed the 
consequences of cyber threats on health care. The security of 
user privacy information is very important for system 
deployment and operation [2]. The authentication process of 

Telecare Medical Information Systems (TMIS) occurs in a 
public channel, which is prone to attacks. Attackers can 
disrupt the authentication process through eavesdropping, 
interception, and forgery method, and launch malicious 
attacks such as forgery attacks, replay attacks, and side-
channel attacks. These attacks can lead to malicious access 
and loss of data. Future MHAs are expected to include larger 
databases helping in making clinical decisions. COVID-19 
pandemic realized the importance of patient monitoring 
environments, Mobile Healthcare Applications (MHA) plays 
very crucial role in the successful implementation of patient 
monitoring environments. During COVID-19 pandemic health 
information system became the primary target of 
cybersecurity attacks [3].  The health care industry should be 
prepared to overcome cyberattacks. The system can be 
protected from attacks by designing a secure identity 
authentication scheme and intrusion detection technology [4]. 
Among the main concerns in health monitoring frameworks 
are: reliability in making clinical decisions and security and 
privacy of data. Existing MHA’s in the realm of patient 
monitoring environments do not ensure application security 
and communication security. Existing mobile healthcare 
monitoring solutions does not ensure Application security and 
communication security, Patient’s privacy, not compliant with 
HIPAA standard and prone to repackaging attacks. This 
article's organization is as follows: In Section II discusses 
related work in the realm of secure mobile healthcare. 
Section III proposes a Secure Mobile Healthcare framework. 
Section IV presents an experimental setup and results, and 
Section V compares our proposed work with the related 
works. Section VI provides discussion of the proposed 
framework, and Section VII concludes the paper. 

II. RELATED WORK 

[5] monitors blood pressure, with a unique look and feel 
for monitoring heart health, which communicates with 
Bluetooth, so it is easy to share and store patient’s records.  
The Omron HeartAdvisor mobile app [6] allows to transfers 
blood pressure readings smartphone based healthcare 
application. But both the solutions have the following 
limitations 

a) End to End security is not ensured. 

b) Patient’s privacy is not ensured. 

c) Not compliant with HIPAA standard. 
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d) Does not ensure application security 

e) Does not ensure Communication security 

f) These solutions are vulnerable to repackaging attacks 

The author in [7] proposes an authentication scheme in 
Telecare Medical Information System (TMIS) based on 
Physical Unclonable Function (PUF) and Elliptic Curve 
Cryptography (ECC) technology. But this solution has no 
clarity: 

a) How the ECC technology can encrypt the messages in 

the real time. 

b) How the healthcare application overcomes reverse 

engineering attacks? 

The author in [8] proposes healthcare systems with mutual 
authentication protocol thereby ensuring location privacy with 
low computation and storage costs, but this work also does not 
ensure application security and communication security. The 
author in [9] proposes a Cloud-IoT based healthcare system 
that uses a lightweight user authentication scheme, but this 
work do not ensure end to end security and prone to 
repackaging attacks. According to market watch, the 
Application Security Market will cross US$ 11 billion by 
2024 globally [10]. According to marketsandmarkets IoT 
medical devices are will reach USD 63.43 billion by 2023 
globally [11]. IoT medical devices are being used by many 
patients all around the globe as they make the life of patients 
easy and is evident from the predictions from 
marketsandmarkets [12], but these devices should be made 
secure right from the manufacturing phase of these devices 
which is the responsibility of the manufacturer. IoT medical 
devices use healthcare applications and applications need to be 
portable and secure, the security of these applications is the 
responsibility of the hospitals and the government. Healthcare 
data is kept in the hospital database and it is the responsibility 
of the hospitals and the government to keep the data secure 
thereby ensuring HIPAA regulations. In order to be HIPAA 
complaint network security should be ensured, i.e. protecting 
data at rest and during transit. This is the core motivation for 
this work. PhysioDroid [13] is an advanced system for remote 
monitoring of patient’s health. The PhysioDroid system has 
the following: 

1) A monitoring device transmits the collected readings. 

2) A smartphone, data collector application for medical 

diagnosis and for health alerts. 

3) Stores data from multiple sources. 

The author in [14] discusses transport issues in the mobile 
Healthcare applications, proposes a platform for testing and 
finally proposes solutions to overcome these attacks. The 
author in [15] discusses server side security concerns and 
vulnerabilities in the mHealth apps and compares with the 
applications in other realms. The author in [16] proposes a 
data encryption solution for mobile health apps (DE4MHA). 
Following are the limitations of the existing research works in 
the realm of Mobile Healthcare Applications (MHA): 

a) Application security and communication security is 

not ensured 

b) Data in the hospital is not secure. 

c) Patient’s privacy is not ensured. 

d) Not compliant with HIPAA standard. 

e) Does not ensure application security 

f) Does not ensure Communication security 

g) Existing MHA’s are vulnerable to repackaging attacks 

The author in [17] proposes a new self-defending code 
(SDC) approach which encrypts parts of the app code at 
compile time and dynamically decrypts the ciphertext code at 
run-time but this work does not ensure the security of keys. 

Following are the contributions made by our research 
work: 

a) We have proposed a secure architecture from the 

UICC (Universal Integrated Circuit Card) of the patient’s smart 

phone and hospital server and a secure protocol is proposed in 

the realm of Patient Management and Monitoring. 

b) In our proposed healthcare framework MHAs 

overcomes repackaging attacks code obfuscation, code 

attestation and by enabling self-signing restrictions. 

c) We have proposed a secure healthcare protocol 

ensuring all the security properties. 

d) Compared our proposed healthcare system with the 

existing real time Mobile Healthcare Application solutions and 

existing research works in mobile healthcare and found to be 

better than these solutions and 

e) We successfully implemented our proposed protocol 

in Android Studio and found to be better than the existing 

solutions. 

f) Proposed healthcare framework overcomes known 

attacks. 

III. PROPOSED HEALTHCARE FRAMEWORK 

In order to overcome the existing MHA and research 
works in the realm of Mobile Healthcare we propose a secure 
interaction between the MHA in the UICC of the patient’s 
smartphone and the TPM of the hospital. Patient (P), Doctor 
(D), Hospital (H), Sensor (S), MHA in sensor, UICC in 
Smartphone and MHA in the UICC are the entities involved in 
the proposed framework. Existing MHAs are installed in the 
smart phone which can be compromised by malware, so we 
propose our secure framework in the SE of the patient’s 
smartphone referred as UICC. Sensor (S) contains a SE, SE 
contains MHA collecting health information. This Sensor (S) 
MHA shares a symmetric key with the MHA in UICC of the 
patient’s smartphone as shown in [12] and MHA of patient’s 
smartphone shares a symmetric key with the MHA of TPM at 
hospital.  UICC and MHAs in the UICC of the patient’s 
smartphone are personalized by the TPM at hospital as shown 
in [18] Over-The-Air (OTA). TPM of the hospital is 
personalized by the hospital. Fig. 1 shows the interaction 
between the Patient’s MHA (which is in the UICC of 
smartphone) and MHA of Hospital (which is in the Hospital 
TPM). There are nine layers at the both sides i.e. MHA, 
HTTPS (HTTPS Request and HTTPS Response), TLS, TCP, 
IP, BIP, SCP 102 223, SCP 102 221 and ISO 7816-3/4. MHA 
of patient’s smartphone encrypts the messages with a 
symmetric key shared between MHAs of patient’s smartphone 
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and TPM at hospital. HTTPS encrypts all the messages 
exchanged between patient’s smartphone and TPM at hospital. 
Communication security is ensured using TLS a secure tunnel 
is established between patients. 

UICC of smartphone and Hospital TPM, TCP ensures end 
to end reliability, IP is a protocol used at the network layer 
and BIP is a mechanism at the interface between the UICC 
and the smartphone providing access to the data bearers 
supported by the smartphone. ISO and the IEC jointly 
manages ISO/IEC 7816 standard. By using our proposed 
secure architecture end to end security and reliability is 
ensured in the information exchange between the patient and 
the hospital. Table I shows the notations used in the paper. 
Fig. 2 shows the steps involved in patient monitoring protocol. 

Step 1: Sensor (S) collects patient’s readings and sends it 
to the UICC of the patient’s smartphone at regular intervals 
via Bluetooth Low Energy (BLE); in order to overcome BLE 
vulnerabilities, MHA in Sensor (S) encrypts the data sent to 
the MHA in the UICC of the smartphone (patient (P)). 
Patient’s readings are encrypted with the shared symmetric 
key between the MHA of the Sensor (S) and MHA in UICC 
(P). Our proposed framework overcomes BLE vulnerabilities 
as our MHA’s code is obfuscated by the MHA manufacturer 
and attested by the Certifying Authority (CA) and imposes 
self-signing restrictions, in addition to these data transmitted 
from the sensor (S) is encrypted using the symmetric key 
shared between sensor’s MHA and the MHA of the patient 
(P). Data encryption prevents MITM and eavesdropping 
attacks. A secure link is established between the sensor’s 
MHA and MHA in the UICC of the patient ensuring 
application security (symmetric key) and communication 
security (using SSL/TLS). 

                                 

Step 2: UICC (P) forwards the received message to the 
hospital’s Trusted Platform Module (TPM) after decrypting 
the received message. 

                                  

Step 3: If the readings are abnormal then ―H‖ shares 
patient’s location to the ambulance 

                                 

Hospital (H)

BIP

TCP

MHA

TLS

IP

SCP 102 223

SCP 102 221

ISO 7816-3/4

HTTPHTTPS RES

HTTPS REQ

TLS TUNNEL

BIP

TCP

MHA

TLS

IP

SCP 102 223

SCP 102 221

ISO 7816-3/4

HTTP

Patient s Phone 

with UICC

Patient 

 

Fig. 1. Interaction between the Patient and Hospital. 

TABLE I. NOTATIONS 

Notation Full Form/Meaning Notation Full Form/Meaning Notation Full Form/Meaning 

MHA Mobile Healthcare Application  OTA Over The Air      Identity of Patient 

HTTPS REQ 
Hypertext Transfer Protocol Secure 
Request 

AES Advanced Encryption Standard, PD Patient Data 

HTTPS RES 
Hypertext Transfer Protocol Secure 

Response 
ECDH Elliptic-curve Diffie–Hellman P Patient 

TLS Transport Layer Security ECDSA 
 Elliptic Curve Digital Signature 

Algorithm 
    Identity of Hospital 

IP  Internet Protocol SE Secure Element ACK Acknowledgment 

BIP Bearer Independent Protocol UICC Universal Integrated Circuit Card      
Symmetric Key shared 
between Patient and Hospital  

SCP 102 223  Smart Card Platform 102 223  GCM Galois/Counter Mode       
Symmetric Key shared 

between Hospital & Doctor 

SCP 102 221 Smart Card Platform 102 221 NIST 
National Institute of Standards and 
Technology  

     
Symmetric Key Shared 
between Patient & Sensor 

ISO 7816-3/4 
International Organization for 
Standardization (ISO)  

EC Key 

Pair 
Elliptic Curve Key Pair    

Timestamp generated by 
Patient 

H Hospital HIPAA 
Health Insurance Portability and 
Accountability Act 

   
Timestamp generated by 
Hospital 

P Sensor IoT Internet of Things    
Timestamp generated by 

Sensor 

D Doctor IV Initialization Vector     Nonce generated by Patient 

   Nonce generated by Sensor    Nonce generated by Hospital      Location of the Patient  
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Hospital TPM

MHA in the 

Hospital TPM

STEP 3

Doctor (D) with 

Smartphone

S
T

E
P

 2

Patient with 

Smart Phone

MHA in the 

UICC of  

Smartphone 

STEP 1

 

MHA in the 

SE of Sensor 

(S)  

Fig. 2. Proposed Healthcare Protocol. 

IV. EXPERIMENTAL SETUP AND RESULTS 

We implemented our proposed protocol in Android Studio 
using Kotlin language; it was designed to interoperate fully 
with Java. ECDH Key exchange algorithm is used for key 
exchange between MHA in patient’s smart phone and MHA in 
the hospital TPM. ECDSA, digest algorithm used is SHA-256 
and AES symmetric encryption algorithm are used to ensure 
all the security properties. We created an EC key pairs (NIST 
P-256 aka secp256r1) at patient’s MHA and MHA of hospital 
TPM by using ECDH and we created a shared AES secret key. 
AES with GCM mode used for encryption and decryption of 
patient data, Fig. 3 and 4. 

 

Fig. 3. Encrypted Patient’s Data Transferred to Hospital. 

 

 

Fig. 4. Confirmation of Patient Data at Hospital. 

V. COMPARISON WITH RELATED WORK 

We have proposed a secure architecture from the UICC of 
the patient’s smart phone and hospital server and a secure 
protocol is proposed in the realm of Patient Management and 
Monitoring. Proposed healthcare framework MHAs 
overcomes repackaging attacks code obfuscation, code 
attestation and by enabling self-signing restrictions. In 
addition to these proposed secure healthcare protocol ensuring 
all the security properties. Finally, we have carried out our 
experiments in Android Studio and found to be better than the 
existing solutions by overcoming all the known attacks. This 
section highlights the comparative analysis of the proposed 
system with the eight existing real time MHA solutions and 
existing research works. Table II compares our proposed 
framework with the existing research works in this realm with 
the following features and found to be better than the existing 
research works. 

a) Confidentiality: Confidentiality is ensured using a 

symmetric key at the application level which is shared between 

the entities. 

b) Authentication: MHAs are authenticated using their 

respective certificates and moreover symmetric keys are shared 

among the entities involved in the framework.  

c) Overcomes Tampering of Messages: Messages are 

encrypted using the shared symmetric key and data is hashed 

thereby ensuring the integrity of the exchanged messages. 

d) Compliant to HIPAA Standard: Messages are 

encrypted using the shared symmetric key and communication 

security is also ensured using SSL/TLS protocol  

e) Application Security: MHAs in both the sensor and 

UICC (of the patient) are protected by password. In addition to 

this MHAs are protected from repackaging attacks by 

implementing code obfuscation, code attestation and by 

enabling self-signing restrictions. 
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TABLE II. COMPARATIVE ANALYSIS WITH RELATED WORK 

Research Works   

Features 
[5] [6] [13] [14] [15] [16]  Our Proposed 

Confidentiality   No No No Yes Yes Yes Yes 

Authentication     Yes Yes Yes Yes 

Overcomes Tampering of messages No No No Yes Yes Yes  Yes 

Compliant to HIPAA standard No No No No No No Yes 

Ensures Application  Security No No No No No No Yes 

Ensures Communication Security No No No Yes Yes No Yes 

Overcomes Heartbleed Vulnerability No No No Yes Yes No Yes 

Overcomes BLE vulnerabilities No No No No No No Yes 

Overcomes Replay Attacks No No No No No  Yes  Yes 

Overcomes  Man-In-The-Middle Attacks No No No No No No Yes 

Overcomes Impersonation Attacks No No No No No No Yes 

Overcomes reverse engineering attacks No No No No No No Yes 

f) Communication Security: TLS protocol at the 

communication layer ensures communication security. 

g) Overcomes heartbleed vulnerability: Our proposed 

system uses newer versions of TLS certificates signed by the 

Certifying Authority (CA). Patients’ private keys are secure 

which is vital to overcome this vulnerability. So our proposed 

system overcomes Heartbleed vulnerability. 

h) Overcomes BLE Vulnerabilities: Sensor (S) and the 

UICC of the smartphone communicates at regular intervals 

through Bluetooth Low Energy (BLE).  Our proposed 

framework overcomes BLE vulnerabilities as our MHA’s code 

is obfuscated by the MHA manufacturer and attested by the 

Certifying Authority (CA) and imposes self-signing restrictions. 

So our proposed system overcomes BLE vulnerabilities.  

i) Overcomes Replay Attacks: Encrypted messages 

containing timestamps and nonce helps in s overcoming replay 

attacks 

j) Overcomes Man-in-The Middle Attacks: Encrypted 

messages containing timestamps and nonce helps in s 

overcoming MITM attacks. 

k) Overcomes Impersonation Attacks: Our proposed 

system overcomes an impersonation attack as the attacker will 

be unsuccessful in generating session keys. 

l) Overcomes Reverse Engineering Attacks: MHAs are 

protected from repackaging attacks by implementing code 

obfuscation, code attestation and by enabling self-signing 

restrictions on MHAs. 

VI. DISCUSSION 

Health care industry is the main target of attackers as the 
existing healthcare solutions are very vulnerable. MHAs are 
updated through unreliable sources, so the security of these 
solutions is compromised putting patent’s data in risk. So 
MHAs should be personalized and updated by the hospital 
after authenticating each other. Following are the 
recommendations for secure patient monitoring environments: 

a) Healthcare solutions should ensure all the security 

properties. 

b) Healthcare solutions should be compliant to HIPAA 

standard. 

c) MHAs should withstand reverse engineering attacks 

d) MHAs should encrypt the patient’s data/information 

e) Healthcare solutions should overcome all the known 

attacks. 

f) Healthcare solutions should overcome BLE and heart-

bleed vulnerabilities. 

VII. CONCLUSION 

Health care industry became the primary target of attackers 
during COVID-19 pandemic, so health care industry should 
overcome all the cybersecurity attacks. This paper proposes a 
secure and robust architecture for mobile healthcare 
framework in patient monitoring environment which is 
compliant to HIPAA standard, ensures all the security 
properties. Mobile Healthcare Applications (MHA) in our 
proposed healthcare framework overcomes reverse-
engineering attacks. We implemented our proposed protocol 
in Android Studio, Kotlin using Kotlin language. ECDH Key 
exchange algorithm is used for key exchange between MHA 
in patient’s smart phone and MHA in the hospital TPM. 
ECDSA, digest algorithm used is SHA-256 and AES 
symmetric encryption algorithm are used to ensure all the 
security properties.  We created an EC key pairs (NIST P-256 
aka secp256r1) at patient’s MHA and MHA of hospital TPM 
by using ECDH and we created a shared AES secret key. AES 
with GCM mode used for encryption and decryption of patient 
data. Our proposed mobile healthcare framework overcomes 
all the known attacks. 
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Abstract—Bipolar disorder is one of the most challenging 

illnesses where medical science is still struggling to achieve its 

landmark therapies. After reviewing existing prediction-based 

approaches towards investigating bipolar disorder, it is noted 

that existing approaches are more or less symptomatic and 

relates depression as sadness. It implies various theories that 

don't consider many precise indicators of confirming bipolar 

disorder. Therefore, this manuscript presents a novel framework 

capable of treating the dataset of depression and fine-tune it 

appropriately to subject it further to a machine learning-based 

predictive scheme. The proposed system subjects its dataset for a 

series of data cleaning operations followed by data preprocessing 

using a standard scale of rating bipolar level. Further usage of 

feature engineering and correlation analysis renders more 

contextual inference towards its statistical score. The proposed 

system also introduces a Recurrent Decision Tree that further 

contributes towards the predictive outcome of bipolar disorder. 

The outcome obtained showcases that the proposed scheme 

performs better than the conventional decision tree. 

Keywords—Bipolar disorder; depression; recurrent neural 

network; decision tree; prediction; sadness 

I. INTRODUCTION 

The proposed paper is about performing prediction towards 
confirming if the subject is suffering from bipolar disorder on 
the basis of analysis of their mood-based statistics. Mood 
disorders are disturbing mental disorders that place an 
enormous burden on individuals, health care systems, and 
economies. The two most common mood swing disorders are 
depression and bipolar disorder (BD) [1-2]. Every year 
approximately 15% of the global population experiences 
depression, and 4% experiences bipolar disorder during their 
lifetime. An individual suffering from depression has marked 
symptoms of sadness, feelings of emptiness, anxiety, sleep 
disturbances, and a general lack of motivation and interest in 
activities [3]. Additional symptoms may include feelings of 
guilt or worthlessness, decreased energy, difficulty 
concentrating, suicide, and psychotic behavior. The severity of 
depression depends on multiple factors such as type of 
symptoms, duration, and its impact on the individual's social 
and occupational life. An additional serious mental illness, 
bipolar disorder, is also associated with depression [4]. An 
important difference between unipolar depression and bipolar 
disorder is that episodes of mania characterize the latter. This is 
characterized by inflated self-esteem, impulsive behavior, 
increased activity, decreased sleep, and goal-directed behavior 

[5]. Both conditions are inherited and are linked to genetic 
susceptibility to environmental elements, causing disruptions to 
internal biological and emotional states. BD symptoms are also 
associated with physical health problems, side effects, and 
social factors, and alcohol and drug abuse, which may also 
contribute to BD symptoms in all individuals [6]. Therefore, it 
is evident that increasing stress and unhealthy routine in our 
modern lifestyle result in BD, mood disorders, depression, and 
abnormalities. The proposed study focuses on predicting the 
status of BD in the next frame. However, it is quite very 
challenging to diagnose BD types in their early stages due to 
recurrent depressive episodes. With the advent of modern 
technologies such as artificial intelligence, machine learning, 
and other data-driven approaches, many research studies have 
explored the issue of BD and its countermeasure [7-8]. 
However, the analysis of the data streams generated from 
psychopathology poses a huge challenge due to its complex 
nature of episodic and temporal characteristics [9]. The studies 
have shown that data quality has a significant impact on 
learning or predictive models. This data type requires effective 
data modeling from the feature engineering viewpoint that 
exploits distinctive features [10]. Another problem is the 
selection of suitable data-driven approaches and learning 
models. Since there are various machine learning (ML) 
models, each has its own advantages and disadvantages. The 
selection of a suitable model depends on the dataset 
characteristics, problem context, model parameters, and 
configuration. The existing approaches have not considered 
this factor and adopted a stock ML function lacking additional 
features and modification. 

Therefore, the proposed study address this problem using a 
unique mechanism of machine learning. The objectives defined 
for this purpose are as follows: i) to introduces an effective 
data modeling for feature analysis on bipolar disorder, ii) to 
present a novel neural network model for predicting the 
accurate state of bipolar disorder in patients, iii) to determine a 
suitable feature descriptors based on subjective observations 
and the clinical rating scales, and iv) to use the feature obtained 
for bipolar disorder prediction with respect to episodic and 
temporal, and v) to deploy a recurrent neural decision tree 
network for processing both episodic and temporal data. The 
remaining section of this paper is organized as follows: 
Section II presents the review of literature carried out in the 
context of bipolar disorder detection and prediction; Section III 
highlights the research gap identified based on the literature 
review; Section IV introduces the proposed system and 
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methodology adopted; Section V discusses the implementation 
procedure; Section VI presents analysis of the proposed model 
while Section VII presents result discussion and performance 
analysis. Finally, overall work is concluded in Section VIII. 

II. RELATED WORK 

This section provides a brief analysis and review of existing 
research work in the context of bipolar disorder (BD) 
prediction in patients. The study also highlights the significant 
research gaps based on the review analysis. 

Millions of people worldwide suffer from BD, which raises 
serious life-threatening concerns. Many data-driven approaches 
were introduced in the context of early diagnosis to provide 
timely treatment. The work carried out by Ceccarelli, and 
Mahmoud [11] has suggested a multimodal scheme to identify 
mental disorders from multimedia feeds. This scheme employs 
a recurrent neural network (RNN) developed based on a fusion 
technique that considers temporal information in the training 
phase. The study outcome claims to offer better predictive 
outcomes than the existing approaches, emphasizing precise 
modeling of temporal features. In the work of Morla et al. [12], 
optical coherence tomography (OCT) data is analyzed with 
different machine learning approaches (ANN) to benefit the 
diagnosis of BD in the early stage. The BD patients are 
identified based on the predive outcome of retinal thinning and 
thickness of the particular area. However, the study needs an 
extensive analysis to prove and validate the effectiveness of the 
presented scheme. 

Apart from using OCT data, electroencephalogram (EEG) 
also provides crucial features to enhance the clinical diagnosis 
of bipolar disorder. In the study of Sotos et al. [13], the authors 
have collected EEG data, an extreme applied gradient boosting 
(XGB) technique to identify BD patients. The authors have 
also implemented other machine learning classifiers such as k-
nearest neighbors (KNN), decision tree (DT), Naïve Bayes 
(NB), and support vector machine (SVM) for the comparative 
assessment. The study claims that XGB outperforms other 
machine learning classifiers regarding the accuracy, recall, and 
precision. However, the presented model is not scalable; it does 
not perform well on sparse data samples and is often prone to 
outliers. Chen et al. [14] also tried to explore the effectiveness 
of artificial intelligence with the neuroimaging modalities. The 
authors have used magnetic resonance images (MRI) to 
differentiate schizophrenia patients in this study. A 
discriminative analysis considers coarse-to-fine feature 
selection to extract the differences between different samples. 
In this model, SVM is implemented as a predictive model. Sun 
et al. [15] have utilized Single Nucleotide Polymorphism to 
obtain features associated with genetic markers. Further, these 
markers are combined with Convolutional Neural Network 
(CNN) for recognizing BP patients. The outcome shows that 
the model has achieved only a 79% percentage recognition rate 
and claimed to offer excellent performance. 

The deep learning approach is also used in Li et al. [16] for 
automated diagnosis of BD, psychotic symptoms, and healthy 
controls. The authors have considered MRI data and 
constructed CNN to classify the gray matter density images. 
The outcome shows that this study has achieved an accuracy of 

99% and provides the clinical basis for disease diagnosis and 
treatment. Though the model can extract features 
automatically, it requires precise modeling and selection of the 
layers. Also, the presented model suffers from huge 
computational complexity and is prone to overfitting and 
exploiting gradient. Similarly, a more complex learning model 
can be seen in Huang et al. [17], which is based on the joint 
approach of CNN and RNN to identify short-term mood 
disorders. In this work, speech responses were fed to CNN, 
which provides an emotion profile. Further, RNN is applied to 
emotion profiles to determine the temporal relationship in 
emotion profiles to detect mood swings. The work carried out 
Hu et al. [18] adopted audio samples, and the RNN model 
captured temporal patterns from the sequence data samples. 
The authors have also used the triplet loss function to model 
discriminative characteristics of the BD severity. The 
performance analysis is carried out based on the audio/visual 
emotion challenge dataset. The outcome suggests the 
effectiveness of the proposed model. The work carried out by 
Matsubara et al. [19] focuses on the issue of overfitting and 
extracting a non-relevant feature for the detection of mood 
swing disorder. The authors have introduced the deep neural 
generative system in conjunction with Bayes' rules to 
determine the subsequent probability of the patient state from 
the given imaging data. 

The work of Cigdem et al. [20] has investigated the impacts 
of covariates on the classification of BD using structural MRI. 
Voxel-based morphometry is utilized to assess the 
morphological differences between BD patients and healthy 
controls. Fitrati et al. [21] used a backpropagation mechanism 
to detect the BD using a screening questionnaire. The 
application of the association rule is considered in the study of 
Castro et al. [22] to determine the relationship between 
premenstrual dysphoric disorder and BD. The presented 
technique is evaluated on a dataset of a cohort of 1099 women. 
A hypothetical study is conducted in Buttenbender et al. [23]. 
The authors have considered data generated from mobile 
devices to identify neuropsychiatric disorders' behavior and 
support decisions. The entire procedure is carried out in three 
steps. First, neuropsychiatric disorders are distinguished using 
dispersion dataset, contextual information based 
epidemiological profile extraction, and finally, the model is 
validated against time complexity and scalability. Nunes et al. 
[24] have suggested a hybrid model that integrates modern and 
consistent tools using the multicriteria methodology to 
facilitate the early diagnosis of various psychological disorders, 
including BD. This study offers a good decision support 
system, but it is limited in scalability. The work towards the 
classification of BD type-1 and BD type-2 using data modeling 
technique is carried out by Lee et al. [25]. The authors have 
built a complementary diagnostic classifier and Gene Ontology 
(GO) to support the decision-making and functional analysis. 
Villasanti et al. [26] have presented mathematical modeling 
based on the differential equation to analyze mood dynamics. 
The work of Huang et al. [27] focuses on detecting uni-polar 
and BD based on the pattern obtained from elicited speech. A 
latent affective structure model and the spectral clustering 
technique for the data modeling are developed. For early 
diagnosis and prospective examinations, Demir et al. [28] 
attempted to determine the distinct features of brain white 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

533 | P a g e  

www.ijacsa.thesai.org 

matter in BD. The work of Yashaswini et al. [29] introduces a 
mechanism of modelling of transition dynamic of mixed mood 
for controlling the behavioral stimulation of a subject. The 
study contributes to attain fine information related to dynamics 
of mood transition. 

III. RESEARCH PROBLEM 

The shortcomings of existing schemes in detecting and 
distinguishing human bipolar disorder have prompted 
researchers to attempt data-driven and predictive systems 
modeling. Based on a literature review, it has been explored 
that there are still substantial issues in existing approaches that 
need to be improved with a unique implementation strategy 
despite many research efforts. This section highlights the 
critical issues and research gaps identified to benefit the core 
research area. 

 Lack of effective exploratory analysis: It has been 
identified that much of the existing research works 
suffers in determining meaningful information from 
complex time series data. The implications of their 
implementation and execution are uncertain and 
limited to explore how ML can be leveraged for patient 
care. 

 Lack of effective benchmarking: The existing data-
driven approach still encounters acceptance issues in 
the healthcare industry, as there is no clear consensus 
on whether such methods are reliable. 

 Lack of optimization: Adoption of CNNs is more 
common in the literature due to their ability to detect 
critical features automatically without human 
supervision. However, it is computationally expensive 
and lacks the ability for the input data to be spatially 
invariant. 

 Prone to outlier issue: The predictive model used to 
estimate statistical attributes from a temporal data 
sample is highly sensitive to outliers because the 
learning model corrects errors in the antecedents. 

 Limited to specific design context: The modeling and 
implementation of existing data-driven schemes are 
limited to specific design contexts and may not provide 
similar performance when different contexts are 
introduced. The predictive ability of the existing 
learning models is restricted to the analysis of certain 
features. None of the research work is exhaustive in 
this manner; the clinical usefulness of the particular 
features used to derive these models must be 
considered. 

Concurrently, it has been realized that most existing studies 
are still in the proof-of-concept stage, with small sample sizes 
and a lack of sufficient validation of prediction algorithms. 
Furthermore, the quantity and quality of the dataset limit the 
performance of the algorithm. It has been observed that current 
machine learning models are subjected to overfit issue, limited 
to theoretical validation, and suffers in readiness for clinical 
decision and implementation for effective patient care. 
Therefore, there is a need to develop an efficient scheme that 

can predict the true state of bipolar disorder, thereby 
facilitating the clinical decision-making process for treating 
patients without consuming too many computational resources 
and less prone to overfitting problems. The next section 
discusses the solution which is meant to address the research 
problem identified. 

IV. RESEARCH METHODOLOGY 

The existing approaches to bipolar disorder are often prone 
to misdiagnosis, leading to difficulties in treating patients. The 
prime reason for choosing the proposed system is that an 
effective diagnosis of bipolar disorder has yet no scientific 
benchmarked model with higher success rate. Available 
solutions do exist but they are associated with limitation. Out 
of various problems in existing system, the proposed system 
chooses to address the research problems highlighted in 
Section III. The prime aim of the proposed study is to evolve 
up with a novel computational approach of detecting the state 
of bipolar disorder based on the feature obtained from motor 
activity. The significant contribution of this paper is the 
development of the novel neural network model, which is 
inspired by the architecture of the decision tree. Unlike existing 
approaches, the study aims to provide a better decision-making 
system in diagnosing mood swings disorder with emotional 
highs and lows with low time complexity and reduced 
possibility of overfitting. The schematic architecture of the 
proposed system is depicted in Fig. 1. 

The modeling of the entire system adopts a phase-wise 
implementation procedure. Firstly, exploratory analysis is 
carried out to understand the characteristics of the dataset and 
the requirements related to suitable preprocessing. Based on 
the analysis, the dataset is temporal data as it consists of both 
time-series and special attributes. It has also been observed that 
the dataset contains details of 55 individuals, and among them, 
23 are diagnosed with bipolar disorder. Further, preprocessing 
operation is carried out to execute treatment of missing data. In 
this process, median imputation is employed to handle the 
missing data. Afterward, descriptive statistics and curve fitting 
method-based correlation analysis are carried out from the 
viewpoint of the feature engineering task. In this phase, an 
analysis is performed regarding a MADRS score (i.e., 
clinician-rated scale) indicating the depression level. Based on 
the feature analysis, a new feature descriptor is created named 
delta-MADRS to analyze the severity of bipolar disorder in the 
patient. On the other hand, the obtained features are vectorized 
using a one-hot encoding technique to make the dataset fit to 
the proposed learning model to predict the actual state of 
bipolar disorder [30]. The proposed learning design adopts 
recurrent characteristics and a decision tree structure to better 
generalize the pattern from training samples that consist of 
both time-series and discrete observations. 

The above Fig. 2 highlights the methodology of the 
implementation which is carried out in python environment. It 
is to be noted that the adopted dataset is not an image but it 
consist of various information in the form of text and numbers. 
After giving the patient meta-data information as an input in 
python script, the program access the time-series data which 
further consist of condition folder and control folder. Condition 
folder consists of time series data of the people where a doctor 
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has diagnosed with bipolar disorder while control folder 
consists of time series data of the people who are in control 
group. Control group is those people where doctor has 
confirmed that they don’t have bipolar disorder. This is further 
followed up by extracting MARD scores which is further 
subjected to correlation analysis for all the columns of data in 
MARDS score table. Categorical values are evaluated and 
machine learning approach is applied. This success rate is 
assessed by the multiple parameters of accuracy analysis 
explained in result section of this paper. 
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Fig. 1. Schematic Architecture of Proposed System. 
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Fig. 2. Methodology for Implementation. 

V. SYSTEM IMPLEMENTATION 

The prime target of the proposed system design is to carry 
out a prediction for the subsequent state of bipolar disorder for 
the given dataset. This section discusses the algorithm 
implementation and its respective design execution. 

A. Algorithm for Prediction 

The core purpose of this algorithm is mainly to carry out a 
prediction of the subsequent state of bipolar disorder. The core 
basis of this algorithm is that unpredictable mood is quite 
challenging to be confirmed as a bipolar disorder. The majority 
of the existing schemes refer to depression as the indicator of 
bipolar disorder; however, it is unlikely to confirm this notion. 
The rationale is that depression could be a state of inactivity, 
too, and this cannot be concluded as a real state of bipolar 
disorder. Therefore, the proposed algorithm contributes 
towards offering a solution to this problem by offering an 
Actigraph-based monitoring system. This potentially assists in 
recording the different variants of motor activity of an 
individual. As the dataset used for the proposed system is 
available in time series, the prediction could be simplified by 
applying a unique machine learning approach. The steps of the 
proposed algorithm are as follows: 

Algorithm for Predicting State of Bipolar Disorder 

Input: n (elements of the dataset) 

Output: Pred (predicted outcome) 

Start 
1. For i=1:n 

2. If n==err 

3. nsval 

4. M=f1(n) 

5. Cval=f2(M) 

6. Pred=f3(Cval) 

7. End 

8. End 

End 

The prime dependency of the algorithm mentioned above is 
basically a numerical score obtained from MADRS, which is a 
standard score of rating depression of the subject at the time of 
observation. This score also assists in offering various 
statistical numerical values in the form of descriptive analysis. 
The dataset is preliminarily subjected to preprocessing, 
followed by the correlation analysis of numerical values. The 
algorithm implements feature engineering over the data 
followed by data correlation analysis. The algorithm then finds 
out the relevance of all the newly obtained data, followed by 
selecting the subject with reported bipolar disorder. All the 
time-series data is then loaded, followed by applying a 
machine learning approach to facilitate the prediction of 
bipolar disorder. The contribution of this algorithm are viz. 
i) with a reduced number of iterative operations, the algorithm 
assists in deploying machine learning operation, ii) the 
preprocessing carried out offers better elimination of all 
possible artifacts, iii) a unique feature engineering process is 
implemented towards obtaining a reliable numerical score of 
identifying an accurate state of prediction of bipolar disorder. 
The discussion of algorithmic steps is as follows: 
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B. Design of Algorithm Execution 

This section discusses the step-wise execution of the 
proposed algorithm that considers a dataset with n elements 
(Line-1). The proposed system considers the presence of errors 
err within the dataset (Line-2). The algorithm considers the 
substitution of the errors within the dataset with a substituted 
value sval (Line-3). The three clauses used for data cleaning 
purposes are: 

 For all the missing data among strings, it is filled with a 
definitive string. 

 For all the missing data among integers, be it discrete 
or continuous, the empty columns are filled with the 
median value. 

 All categorical data is converted to integers using the 
ONE HOT encoding technique. 

The significance of using a function f1(x) by considering all 
the elements n of the dataset, which finally leads to the 
construction of a new matrix M (Line-4). The basic idea is to 
observe the changes appearing within the MADRS score. The 
advantage of performing this operation is obtaining a standard 
statistical numerical score that can offer a trend of positive 
depression ratings. However, there is still a possibility of 
complexity in the inference obtained from this statistical score 
in order to understand their connectivity concerning relevance. 
Therefore, the proposed system carries out correlation analysis 
using an explicit function f2(x). Its significance is that it can 
carry out and assists in graphical-based analysis is further used 
to find the correlation (Line-5). It is to be noted that this 
correlation analysis is carried out to assess the relevancy of the 
MADRS scores with respect to all the categorical values. 

The final step of implementing the proposed study is 
basically applying a machine learning scheme, and a function 
f3(x) is developed for this purpose (Line-6). The significance of 
this function is that the proposed system follows the principle 
of decision tree architecture. The decision tree's applicability is 
high in the presence of a maximum number of discrete values 
compared to the continuous values, which is the pertaining 
case of the considered dataset. Therefore, the applicability of 
the decision tree is quite higher in the presence of computed 
correlated values Cval, The significance of this parameter is that 
it leads to the predicted outcome of Pred (Line-6). As the 
dataset consists of both time series and discrete values, a novel 
ANN known as Recurrent Neural decision tree is being 
proposed. 

 

Fig. 3. Architecture of Proposed RNDT. 

The architecture exhibited in Fig. 3 exhibits that every node 
in the decision tree is replaced with 3 neurons which will 
decide whether the activation should flow towards the right or 
left. It also shows the presence of input neurons N11, which is 
further split to N21 and N22. Further, the neuron node N21 is 
splitted to N31 and N32 while neuron node N22 is split to N33 and 
N34. Further, a different set of individual weights W11, W21, 
W22, ….is applied during every processing. This decides the 
category of the input. However, since this is a regression 
problem, the output is a continuous value instead of a single 
value. There is a presence of an aggregator module at the end 
that uses linear regression to get the continued value of 
predicted value P31(1), P31(2),….etc. The suitability of linear 
regression is quite high it can fine-tune the decision trees in 
case of regression. 

VI. ANALYSIS 

From the implementation of the proposed scheme discussed 
in prior section, it is seen that proposed system make use of a 
simplified identification techniques on the basis of standard 
scale using psychometric properties. The adopted scheme is 
found to offer better consistency in its internal operation to 
ensure the reliability of this scale with higher acceptance. From 
the performance of trust factor of contents, the proposed 
scheme ensures that they must be directly linked with core 
concept of depression. The proposed system make use of 
different statistical variants of MADRS which is deployed for 
the purpose of assessing the efficacy of antidepressant trials 
since long time. The complete analysis is based on the data 
which is subjected to this scale for evaluating the depressive 
symptomology which is quite significant indicator for the 
patient undergoing antidepressant therapies. It doesn’t consider 
any form of somatic symptoms but it essentially emphasizes 
over psychological symptoms associated with depression 
which is characterized by pessimistic thoughts, tension, and 
sadness. The next section discusses about the result being 
accomplished while the clinical inference of this usage of 
proposed system can be analyzed by adopting standards of this 
scale. The proposed system uses a scale that compromises of 
ten different items with lower and higher value of scale being 0 
and 6 respectively. With accomplishment of higher score, the 
patient can be declared to be in depressive mode in higher 
degree. If the cumulative value of the score reside in between 0 
and 6 than the patient is considered lack of depression 
symptoms, if the score is between 7 and 19 than it represents 
milder degree of depression, if the score is between 20 and 34 
than it indicates moderate depression, while the greater score of 
35 is considered to have severe depression. The critical case of 
depression is said to occur when this score is more than or 
equal to 60. 

Therefore, for an effective analysis with respect to 
granularity, it is essential to obtain the descriptive analysis of 
this score where score effectiveness can be assessed with 
respect to different variant of error observation (mean, root 
mean, and absolute). This inference is used as a back end logic 
to assess the proposed computational model in order to 
investigate the degree of bipolar disorder in a patient. The 
section discusses this with obtain numerical and graphical 
outcomes. 
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VII. RESULT ANALYSIS 

This section discusses the results obtained from 
implementing the algorithm elaborated in the prior section. As 
stated in the prior section, that algorithm tends to predict the 
state of action as the prime indicator of the depression level of 
the subject. The illustration of this section is discussed with 
respect to the environment that is considered for an assessment, 
highlighting the results being achieved and a discussion of the 
results. 

A. Assessment Environment 

The development of the proposed system is carried out in a 
Python environment considering a normal windows machine. 
The implementation is carried out on the depression dataset 
[31]. The dataset consists of a metadata file as well as two 
forms of data, i.e., conditional data and controlled data. The 
former one is a time-series data of the subject who is positively 
diagnosed with a bipolar disorder by the doctor, while the latter 
one is also a time-series data that are negatively confirmed to 
have a bipolar disorder. The next part of the assessment 
environment is about using MADRS. As bipolar disorder 
represents a high amount of mood swings, the difference in the 
MADRS at the beginning of the observation is much different 
from that during the beginning. The measure of difference also 
indicates the severity of bipolar disorder as well. Hence a new 
column called ΔMADRS is created, which is the difference 
between the MADRS1 and MADRS2. 

B. Results Obtained 

In order to carry out an effective analysis, the proposed 
system is compared with the conventional decision tree with 
respect to R2 score, Mean Squared Error (MSE), Root Mean 
Squared Error (RMSE), and Mean Absolute Error (MAE) as 
exhibited in Fig. 4 to Fig. 7, respectively. The outcome 
eventually showcased that the proposed Neural Decision Tree 
system offers better performance than the conventional 
decision tree. 

TABLE I. DESCRIPTIVE ANALYSIS TABULATION 

Item DAYS MADRS1 MADRS2 Δ MADRAS 

count 23 23 23 23 

mean 12.65217 22.73913 20 -2.73910435 

Std 2.773391 4.797892 4.729021 3.968253466 

Min 5 13 11 -13 

25% 12.5 18.5 16 -5 

50% 13 24 21 -3 

75% 14 26 24.5 0 

Max 18 29 28 4 

 

Fig. 4. Comparative Analysis of R2 Score. 

 

Fig. 5. Comparative Analysis of MSE. 

 

Fig. 6. Comparative Analysis of RMSE. 
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Fig. 7. Comparative Analysis of MAE. 

C. Result Discussion 

The analysis of the proposed system's outcome initiates 
from analyzing the MARD score. The numerical outcome 
exhibited in Table I clearly indicates that more than 75% of the 
diagnosed people with the MARDS score deteriorated during 
the observation. The outcome eventually indicates that the 
MADRS score reduces up after therapy compared to the prior 
MADRS score before therapy. The next set of outcomes is 
obtained from the correlation analysis for all the numerical 
values in Table I. The outcome indicates that the MARDS1 and 
2 are correlated to each other. The above graphs use the curve 
fitting method to indicate the correlation. Based on these, more 
conclusive remarks can be obtained over the dataset as follows: 

 Age: People with age-group of 45-49 as well as 35-39 
are more prone to depression. 

 Gender: Women are found to be more susceptible for 
bipolar disorder compared to man. 

 Type of Bipolar Disorder: Type-2 bipolar disorder is 
found to be more predominant in contrast to any other 
type. 

 Mood Swings: The analysis found that the patient often 
does not indicate sadness, making the diagnosis harder. 
The bipolar disorder only means frequent mood swings 
but not prolonged sadness. Due to these mood swings, 
it becomes difficult to predict the behaviors of the 
patient. This proves the scope of the study that since it 
is difficult to predict, a machine-learning algorithm has 
been used to help the therapist. 

 Type of Admission: Analysis shows that bipolar 
patients are seldom admitted to the hospital most of the 
time; they are outpatients who can be treated like 
normal patients for any other disorder. 

 Education: The lesser the person is educated, the more 
likely the person gets bipolar disorder. 

 Marriage: Bipolar disorder has nothing to do with 
marital status. 

VIII. CONCLUSION 

There have been various myths about a proper diagnosis of 
a patient with bipolar disorder. In various analyses, it is a myth 
to associate sadness or a specific state of mind to bipolar 
disorder. The limiting factor of this paper could be that it 
doesn’t consider any form of somatic symptoms as it uses 
MADRS scheme. It doesn’t affect the outcome as the proposed 
system contributes towards connecting activity-based state 
with depressive scale as a novel approach. However, the 
proposed system proves that adopting an activity-based state is 
the precise means to perform an analysis. The novelty 
introduced by the proposed study is as follows: 

 Unlike any existing studies on bipolar disorder, the 
proposed scheme doesn't directly consider the dataset 
as it is rather, it performs a set of operations to make it 
more suitable for analysis, 

 The proposed system makes use of Actigraph for 
considering the motor activity of a subject, thereby 
considering time-series based data suitable for 
predictive analysis, 

 The complete analysis is carried out considering all the 
meta-data present in the dataset with respect to days of 
observation, age, type of diagnosis, melanch, type of 
admission, marriage, employment, etc., 

 The proposed system introduces three sequential 
processes for data cleaning in order to find all the 
missing data as well as the transformation of the 
categorical data, 

 The model harnesses the standard scale of MADRS 
score for accounting for the fluctuation in the mood 
swing by exploring the difference in the individual 
progressive scores, vi) contextual accuracy in the data 
inference is obtained by applying contextual analysis, 

 Usage of a recurrent decision tree that hybridizes a 
recurrent neural network with a decision tree for 
making precise predictive outcomes for bipolar 
disorder. 

The quantified outcome of the proposed study are as 
follows: The proposed scheme offers approximately 50% of 
betterment in R2 score compared to conventional decision 
trees, approximately 80% reduced value of MSE, 62% reduced 
value of RMSE, and 41% reduction of MAE in comparison to 
conventional decision tree approach. Hence adoption of 
proposed neural decision tree significantly assists in modelling 
various collective activity-based data with each pattern 
arranged in form of decision tree with less dependency. This 
significantly assists in achieving faster as well as simpler 
computational efficiency while executing the model. 

The future work of the proposed study could be in direction 
of further optimizing the model with more constraint inclusion. 
This could be further achieved by non-linear constraint 
modelling where along with activity, various other non-linear 
non-activity based parameter could be opted. The future work 
would also be in direction towards inclusion of multi-objective 
function to cater up cost effective modelling demands. 
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Abstract—Automatic Question Generation (AQG) is a 

research trend that enables teachers to create assessments with 

greater efficiency in right set of questions from the study 

material. Today's educational institutions require a powerful tool 

to correctly assess learner’s mastery of concepts learned through 

study materials. Objective type questions are an excellent method 

of assessing a learner's topic understanding in learning process, 

based on Information and Communication Technology (ICT) 

and Intelligent Tutoring Systems (ITS).Creating a set of 

questions for assessment can take a significant amount of time 

for teachers, and obtaining questions from external sources such 

as assessment books or question banks may not be relevant to the 

content covered by students during their studies. This proposed 

system involves to generate the familiar objective type questions 

like True or False, ‘Wh’, Fill up with double blank space, match 

the following type question have generated using Natural 

Language Processing(NLP) techniquesfrom the given study 

material. Different rules are created to generate T/F and ‘Wh’ 

type questions. Dependence parser method has involved in ‘Wh’ 

questions. Proposed system is tested with Grade V Computer 

Science text book as an input. Experimental result shows that the 

proposed system is quite promising to generate the amount of 

objective type assessment questions. 

Keywords—Intelligent tutoring system; true or false; 

dependency parser; natural language processing; question 

generation 

I. INTRODUCTION 

In academics, an assessment is critical to determine the 
skill level of a learner. Question generation has emerged as a 
new area of study in the fields of traditional and in online 
education and natural language processing [1, 2, 3][4,5]. 
Research has been done to improve the effectiveness of 
automatic question generation in recent years. Acquiring the 
knowledge is the ultimate goal of an educational system, but 
assessment or evaluation is the final goal in learning [6,7,8]. 
Evaluation process needs questions to measures the learner's 
topic knowledge [9, 10,11]. 

Automatic Question Generation (AQG) is the process of 
automatically creating syntactically valid, semantically 
correct, and relevant questions from a variety of inputs in the 
form of text, a structured database, or even a knowledge base 
as given in [12,13]. AQG is a perfect fit for a variety of areas, 
including Massive Open Online Courses (MOOC), Chatbot 
systems for customer engagement and interaction and 
healthcare system are a few examples of automated help 

systems as given in [14]. Computerized practices can be 
produced better than standard specialists, while still 
maintaining quality. 

Natural Language Processing (NLP) is a subfield of 
Artificial Intelligence (AI) that studies how machines and 
humans communicate using natural language. The goal of 
NLP is to identify, comprehend, grasp, and interpret the 
recorded or text data in human languages, whether in English 
or in another language, in a manner that is beneficial. 
Subjective and Objective type questions are two primary 
methods in traditional and digital educational system [15]. 
Due to the benefit of rapid and real-time examination, 
objective type test items are gaining great significance in an 
Intelligent Tutoring System (ITS) and in dynamic classroom 
learning. Since there are many uses in conversational AI 
systems and education, interest in the topic has grown. 

Objective types questions are termed as Cloze Type (CT) 
Question which can be answered in short or in one word. They 
are very useful for learning specific ideas, and they are 
frequently employed in school level. However, these questions 
may be manually prepared, and this necessitates significant 
understanding on the topics being prepared. The individual or 
the teacher must examine each sentence of the section and 
determine whether or not each statement is capable of 
generating a question. A valid question can be derived from a 
given sentence only if it includes information that contributes 
to the learner's knowledge gain. Input is a text file and an 
output is a generated objective type True or False and ‗Wh‘ 
type questions using NLP techniques. It is necessary to select 
the proper response from a list of possibilities, or finish a 
statement with the use of an appropriate sentence fragment or 
word. Commonly utilized objective exam items include True 
or False, Multiple-Choice Questions, and Fill-in-the-blank 
questions [16]. 

In ―Wh‖ is investigating where someone will be 
responsible for generating item pools with items like "What," 
"When," "Where," "Who," and "Which." Researchers have 
been focused on automatic CQ creation for the past decade 
[17,18]. AQGcan support the teacher and the learner entity. 
Additional practise can be given as self-assessment, is 
provided by AQG to learner. Alternatively, AQG can also aid 
teachers in the laborious process of deciding on the type of 
questions they will pose to the learner. Also, AQG can assist 
online learners in creating questions from random text. The 
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concept of effective questioning is a strategy to help students 
pay attention to their learning goals. As well, to ensure its 
effectiveness in integrating Bloomslower level and high-level 
taxonomy the questions are required as mentioned in [19]. 

The proposed system focuses on developing different 
types of objective questions like Fill-Up with doubleblank 
questions, True or False questions, Match the following and 
short answer questions to assess a learner's learning gap. The 
majority of phrases in a text do not lend itself to the generation 
of high-quality queries. As a result, the informative sentence 
selection assignment has done to generate questions from 
those sentences. As the continuation of our previous work, the 
informative sentences are selected using Latent semantic 
Analysis given in [20]. Answer key is the top most word 
which yield the relation between the sentences and those 
answer keys are replaced by the blank space. 

In True or False type questions, the answer key has 
identified from the Part-of-speech tag. Tag can be the 
auxiliary verbs, cardinal number, adjective, negative words of 
the sentence Based on these tag value and predicting the next 
word involved in falsified sentence is generated as true of 
false questions using Natural Language Processing. The 
sentences will be falsified by changing the tag word. 

Fill-up with double blank question, the informative 
sentence and important word of the sentence is identified 
using Latent semantic analysis. The important word will be 
the answer key of the sentence. 

In terms of short answer questions, the dependency parser 
and Named Entity Recognizer (NER) are involved to frame 
the generate questions. NER will give the Person Name, Place, 
Organization, and Location from the sentence. The 
dependency parser gives the ―SUBJ, NMOD, DOBJ, DET, 
CASE, NSUBJ, CC‖ of the sentence. Both the NER and 
dependency parser combined together to generate the short 
answer questions. 

In match the following type questions, the abbreviated 
words are selected from the corpus and consider as input in 
the first column and the randomly the expansions are given at 
the right side in the second column as an output. 

Evaluation of the proposed system is done through grade 
V Computer science book of Central Board of Secondary 
Education. The paragraph from the book is given as input to 
the system. The pre-processing has been applied to clean the 
input. Later, the system generates the different type of 
question and the quality of the system is manually verified by 
the school teacher. The cardinality and validity are the two 
parameters to measure the performance of the proposed 
system. The generated questions were tested with the students 
of grade Vto ensure the understandability of the questions. In 
general, the experiment observed that 92% of validity has 
been achieved. 

II. RELATED WORK 

In recent years, development in an automatic question 
generation system seems to have become a hot research topic. 
There are a number of different systems and methodologies 
and some of which use distinct methods and practices to 

generate questions automatically. The tasks focus on specific 
methods that use sentences or phrases out of unstructured 
material to generate questions for students, which are used to 
assist in their knowledge assessment. 

In numerable question generation systems have been 
suggested previously like Fill up the blanks, ‗Wh‘ questions to 
assess the skill of a learner. The whole work has been divided 
into different phases like sentence identification, extracting the 
important keyword and question formation. In the existing 
methods, different methods were used to extract keywords the 
appropriate keyword in the sentence is replaced by the blank 
space to generate the Fill-up-based questions. In the proposed 
system, the informative sentence and keywords are extracted 
using Latent Semantic Analysis. and more than one keyword 
in the sentence is replaced by the blank space to generate the 
fill up type questions. 

Sheetal Rakangoret.al, [21] suggested the true or false 
question by adding the ―not‖, ―no‖ and ―never‖ in the 
affirmative sentences. The affirmative sentence is generally 
positive statement which gives sufficient information to the 
reader. Those sentences will not generally carry any negative 
words in the sentence. According to the author, the part-of-
speech for a sentence is identified and add ‗no‘, ‗never‘, ‗not‘ 
before the auxiliary verbs. This system converts the 
affirmative sentence into negative sentences. In the proposed 
system, numbers of rules are created to generate the questions 
using NLP techniques. 

In the short objective type questions, many researchers 
have focused to develop factual question based on 
AUTOQUEST as suggested in [22] that was the first method 
to generate automatic factual question. Syntactic principles 
were first used to generate questions, and then some type of 
statistical assessment of goodness was done in [23].  

The other works discuss in this chapter are concerned with 
finding questions in unstructured text sentences or sequences 
of sentences. Here, lets describe a few approaches to generate 
the objective type questions generation that are available in 
the literature. In Section 3, the proposed system true or false 
type questions were described, Fill up the double blank type 
question has described in Section 4, Match the following 
carried in Section 5, short question answer questions 
mentioned in Section 6, the experimental result shown in 
Section 7 and conclusion mentioned in Section 8. 

III. PROPOSED SYSTEM 

A. True or False 

Different type of objective type questions is in practice to 
assess the learner. True or False, Match the following, fill up 
the blanks with double blank, Wh-type or One word Question 
Answer are the variety of question types. True or False (T/F) 
is the quickest process of measuring the learner. T/F can be 
resolved by returning a binary value of "True" or "False." 
Once the learner grasps the subject clearly, the T/F questions 
are answered as part of the lowest level of the bloom 
taxonomy. Proposed system works on the basis of sentence 
tokenization, word tokenization and Part-of-Speech (POS) 
identification. The affirmative sentence has been involved in 
question generation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

541 | P a g e  

www.ijacsa.thesai.org 

B. Sentence Tokenization 

The given corpus consists of sequence of sentences which 
can be tokenized into individual sentence. Each sentence will 
be analysed separately to generate the objective questions. In 
the current system, to generate the True or False(T/F), the 
sentence tokenizer is used to extract individual sentences 
using Natural Language Processing(NLP) techniques. Input 
paragraph is tokenized into individual sentence. Individual 
sentences are analysed to find any affirmative sentences, 
holding any cardinal value, any negative sentences. 

C. Keyword Identification 

Once the passage contains statements about factual 
information then question can be raised in the form of True of 
False. In the proposed system, the given corpus is tokenized 
into sentences using the sentence tokenizer followed by the 
word tokenizer to tokenize into individual words. The part-of-
speech (POS) tag set is applied that has the ability to label the 
words as noun, adjective, adverb, and verb. Keywords are 
identified by the POS are also known as tokens. 

D. Rules for True or False Questions 

In the proposed system, the affirmative sentences are 
changed into negative sentence, identify the antonyms to 
adjective words, changing the cardinal value using random 
function, using GPT-2, replace the last word with options and 
in terms of the negative sentence remove the negative words 
to generate True or False questions for the given corpus. A 
rule has been created for mentioned types of ways to generate 
the T/F Questions. 

A positive or an affirmative form is employed to convey 
the validity or reality of a fundamental proposition of the 
sentence. There will be no negative phrases like ―not‖, 
―never‖, ―none‖ in a positive sentence which represents the 
truth of the sentence. This sentence is factually correct and 
gives some information to the learner. 

A negative sentence is a statement that something is false 
or incorrect. To cancel the sentence's credibility, a negative 
adverb must be added. Affirmative phrases show their falsity 
through the negative statement. Don't negate a negative 
sentence rather make it to positive sentence. 

Rule 1: Negate the affirmative statement 

Affirmative sentences are the sentences that have positive 
meaning. An auxiliary verb phrases assists another verb in its 
tense or in voice formation. Auxiliary verbs are also referred 
as assisting verbs. These are called as helping verbs to the 
words in the sentence. Auxiliary verbs are like ―am, are, is, 

was, were, can, could, may, have‖. Perform the steps to 
generate the falsified sentence. 

1) Check if the sentence in the corpus has any auxiliary 

verb, then add ―Not‖ before the auxiliary verb to negate the 

sentence. 

2) The affirmative sentence has become falsified sentence 

as True or False questions. 

3) Print the question. 

Let us consider the samples input sentence from the Grade 
V Computer Science Book as in Table I. 

Rule 2: Adjective word replacement 

Another possibility is to change the meaning of a sentence 
is by setting the antonyms to the label adjectives. The 
antonyms of the adjectives set from WordNet. WordNet is a 
lexical database built for natural language processing in 
English, specifically. English Lexical Database (ELD) is a 
dictionary which consists of different kind of similar meaning 
and opposite meanings to a single word. Synsets instances are 
groups of words that can be used to define the same concept. 
The Nouns, Verbs, Adjectives, and Adverbs are classified 
according to their cognitive and linguistic relationships of a 
word. The given steps follow to find the antonyms of the 
word. 

1) Apply POS to extract the adjective tag of a word from 

the sentence. 

2) Apply the lemmatization to determine its word's root. 

3) Apply the antonym function to find the opposite 

meaning of the root word to alter the meaning of a statement. 

4) Generate the falsified questions. 

The adjective of the word is replaced by the antonyms of 
that word looked up from the Wordnet as given in the 
Table II. 

Rule 3: To replace the cardinal number 

This rule is simple to alter the original meaning of a 
statement by altering its cardinal value. Find whether any the 
number is present in the sentence using the POS. Falsify the 
given statement by using the random function to change the 
cardinal value. The sample was given in the Table III. 

1) Check if the tag of word is ‗cardinal‘ then apply the 

random function to change the value of the cardinal. 

2) The new cardinal value makes the sentence into 

falsified. 

TABLE I. NEGATED AFFIRMATIVE SENTENCES 

Auxiliary 

Verb 
Input sentence Falsified Sentence 

was ENIAC was the first fully electronic digital computer ENIAC was not the first fully electronic digital computer 

was The ENIAC was developed by John Presper Eckert The ENIAC was developed by John Presper Eckert 

were First Generation computers were hugely expensive to build First Generation computers were not hugely expensive to build 

was EDSAC was the first electronic computer that used stored programs. EDSAC was not the first electronic computer that used stored programs. 

was EDSAC was the first electronic computer that used stored programs. EDSAC was the first electronic computer that used not stored programs. 

have Second Generation computer have used transistors Second Generation computer have not used transistors 
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TABLE II. ADJECTIVE WORD REPLACEMENT 

Adjectives Input sentence Falsified Sentence 

large First Generation very large in size First Generation very small in size 

expensive First Generation very expensive First Generation very cheap 

slow First Generation operating speed was quite slow  First Generation operating speed was quite fast  

slow First Generation operating speed was quite slow First Generation operating speed was quiteaccelerate. 

cheaper Third generation were cheaper than second generation  Third generation were expensive than second generation 

TABLE III. ALTERNATIVE OF CARDINAL NUMBER 

Cardinal Input sentence Falsified Sentence 

360 IBM 360 examples of third generation IBM 362 examples of third generation 

1948 EDVAC was completed in the year 1948 EDVAC was completed in the year 1957 

6000 EDSAC weighted approximately 6000 kilograms. EDSAC weighted approximately 6006 kilograms. 

1946 ENIAC was developed by John Mauchly in the year 1946. ENIAC was developed by John Mauchly in the year 1955. 

1401 IBM 1401 are example of second generation IBM 1403 are example of second generation 

Rule 4: To predict the last word 

To falsify the statement, another possibility is predicting 
the last word of the sentence. The last noun labelled word is 
extracted separately from the sentence. The extracted word is 
now then termed as keyword. Predicting the subsequent word 
is one the task in NLP activities.GPT-2 is an open-source 
Artificial Intelligence with 40GB of text is analysed to train 
the prediction algorithm. Generative Pre-trained Transformer-
2 (GPT-2) is the leveraged transformer in both unsupervised 
and supervised text representation. To falsify the sentence, 
perform the steps to predict the alternatives of the keyword. 
The implemented samples rules were given in Table IV. 

1) Split the actual sentence into two halves by using 

rsplit(). 

2) Rsplit() function to split the last word from the 

sentence. 

3) Import GPT-2 from next_word_prediction. 

4) Invoke predict_next() with an rest of the sentence as 

argument. 

a) It produces the possibilities of the left-out word 

b) Select any of those word to generate the falsify 

statement and print. 

Rule 5: Converting Negative Sentence into Positive Sentence 

A negative sentence is one that declares something to be 
false and it indicates that a specific statement or circumstance 
is incorrect. List of sample negative words are given in 
Table V. To generate the true or false question lets convert the 
negative sentence to positive sentence as affirmative by 
following the steps, 

1) Check if any of the negativity is present in the 

sentence, and then eradicate them to convert the sentence as 

affirmative. 

2) Affirmative sentence is generated. 

The sample of the removing the negative words were 
given in the Table VI. 

TABLE IV. PREDICTING THE LAST WORD BY GPT-2 

Last word  Input sentence Falsified Sentence 

time Microcomputer is a small computer that is used by one person at a time Microcomputer is a small computer that is used by one person at a desk. 

PC Desktop computers are also called as PC Desktop computers are also called as windows 

2000 ENIAC was developed by John Mauchly in the year 2000 ENIAC was developed by John Mauchly in the year 2000 

Slow First Generation operating speed was quite slow First Generation operating speed was quite good 

expensive First Generation very expensive First Generation very early 

TABLE V. NEGATIVE WORDS 

no not none Never nothing 

don‘t can‘t won‘t wasn‘t isn‘t 
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TABLE VI. REMOVAL OF NEGATIVE WORDS 

Negative words Input sentence Falsified Sentence 

not Mano is not a professional singer. Mano is a professional singer. 

never The coffee shop is never open The coffee shop is never open 

won‘t They won‘t be eating They won‘t be eating 

don‘t Mithul don‘t play keyboard Mithul play keyboard 

aren‘t They aren‘t coming to school in pandemic situations They are coming to school in pandemic situations 

E. Fill up the Double Blank based Question 

In the work given by author Smith [24], Karamaniset al 
[25] and Mitkov et al [26] pick appropriate keywords by 
determining frequency of terms and running regular 
expressions on nouns. Find the sentences with that keyword in 
them and their methods produce one-word gap-fill questions. 
In the continuation of our previous work [27], the important 
sentence and the keyword was identified through Latent 
Sematic Analysis (LSA), this method produce the hidden 
relation between the sentences and the words. To select the 
keywords, the proposed system fixes the threshold value 
between 1.5 and 2.0 and those above the value were identified 
as most important keyword involved in generating the Fill up 
based assessment questions. 

Sentences with two keywords involved in generating the 
double blank based questions, where the keywords are 
replaced by the blank space. In the existing system, single 
keyword is replaced by the blank space. Keyword may be 
Noun related words extracted using TF-IDF or by keyword 
extractor. In the proposed system, the LSA used to select the 
keyword it can be Noun, Verb which has hidden relation 
between the words and sentences. This double blank fill-based 
question gives promising result to determine the skill level of 
a learner. The samples were given in Table VII. 

F. Match the Following Questions 

In the proposed system, to generate the Match the 
Following type questions, abbreviation and their expansion, 
definition type words are taken as input from the given input 
file and maintained in the .csv file, where the abbreviation 
words are selected as the keyword. Each abbreviation has the 
expansion. The table is constructed with the row and column. 
The keywords are the abbreviated words and define type 
words, the keywords are the first column and the respective 
expansion of the keywords and the explanation of the define 
words are shuffled using shuffle method and prearranged at 
the second column. Now the keywords have wrong 
abbreviation in the nearby column. This set is finally made as 

match the following questions. As a result, the match the 
following type question are generated and maintained in the 
table. As part of the objective type question, the learner will 
take up the assessment to test the skill level. The sample of 
these questions are executed in jupyter notebook and given in 
Fig. 1. 

G. One Word Question and Answer 

―Wh‖ questions are the type of questions to answer about 
specific qualities, times, places and people. Like ‗Wh‘-type 
question, we generate one word question and answer to 
determine the learning skill level of a learner. Dependency 
Parsing is the process of analysing a sentence's grammatical 
structure and identifying related words, as well as the nature 
of the link between them using computer programmes. It 
enables us to construct a parsing tree based on the tags used to 
determine the relationship between the words in the sentence, 
rather than on any Grammar rule as with syntactic parsing, 
which provides a great deal of flexibility even when the order 
of the words changes. 

In the existing system, the Named Entity Recognizer 
(NER) has used to generate the Who, What, When, Where 
type questions. Always it‘s not recommended to generate 
―Wh‖ questions. In the existing methods, only one word has 
been extracted using POS, NER, and dependency parser to 
generate questions. In the proposed system, the spacy 
Matcher, Dependency Parser and NER combined together to 
generate the assessment questions. In some case, two words. 

1) Matcher: In spacy, rule-based matching enables you to 

define your own criteria for locating and extracting words and 

phrases from a text. To match the individual word or text the 

matcher is the best option and is easy to create. Here, let set 

the Matcher's vocabulary to the language of the spacy model 

in Natural Language Processing (NLP) and maintain a list of 

dictionaries for the pattern of the type which really required 

for the sentence. Each dictionary contains the match pattern 

for a token. 

 

Fig. 1. Match the Following Type Questions. 
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TABLE VII. FILL UP WITH DOUBLE BLANK –QUESTIONS 

S. No Fill up the double blank questions Keyword 

1 Expansion of _____ was termed as Electronic ______ Integrator and Computer 
ENIAC 

Numerical 

2 

3 

4 

Expansion of ENIAC was termed as _______ Numerical _______ and Computer 

Expansion of ENIAC was termed as Electronic _______ Integrator and _______ 

Expansion of ________ was termed as Electronics Numerical _______ and Computer 

Electronic 

Integrator 

Numerical 

Computer 

ENIAC 

Integrator 

5 It was the first _______ electronic _________ computer 
Fully 

Digital 

6 It was the first fully _________ digital ____________ 
Electronic 

Computer 

7 It was the first fully electronic ______________ 
Digital 

Computer 

8 

9 

10 

_____________ was an example of first-generation _________ 

The ___ could add two large numbers just in 200 ________, much higher speed than its predecessors 

The ENIAC could add two ______ number just in 200 microseconds, much higher speed than its predecessors 

ENIAC 

Computer 

ENIAC 

Microseconds 

Large 

Microseconds 

11 The ________ could add two large _____ just in 200 microseconds, much higher speed than its predecessors 
ENIAC 

Numbers 

12 The ENIAC could add two large _________ just in 200 _______ much higher speed than its predecessors 
Numbbers 

Microseconds 

13 The ________ was developed by John Presper Eckert and John W._____ in the year 1946 
ENIAC 

Mauchly 

User defined patterns are generated to extract the two 
consecutive ―noun‖ tag from the sentence to frame the 
questions. As well generate the pattern like, ―characteristics 
of‖, ―features of‖, ―benefits of‖, ―uses of‖, ―purpose of‖ to 
generate the subjective type questions based on blooms 
taxonomy. Then search whether the pattern appears in the 
document and once it matches the respective questions will be 
generated. 

2) Dependency parser: Dependency parser is the term 

used to determine the dependencies between the terms of a 

phrase in order to assess its grammar and syntax [28]. As a 

result, the sentence is broken into constituent parts. The 

process is predicated on the premise that each linguistic unit in 

a phrase is inextricably linked to the next. These connections 

are referred to as dependencies. The relationships between 

each linguistic unit, or word, in a phrase are represented by 

directed arcs in a structured dependency. A dependence tag 

indicates the relation between different words. 

In the proposed system, dependency parsing allows us to 
construct a parsing tree using tags to determine the 
relationship between words in a sentence rather than using any 
grammar rule as in syntactic parsing, which provides a lot of 
flexibility even when the order of words changes. These tags 
are used to identify the subject, verb, adverb, object in the 

sentence. The various rules have been generated to establish 
automatic objective type ‗wh‘ questions. 

The simple sentence has been parsed using dependency 
parser identification. The relation between the word exists in 
the sentence are identified through the tags like nsubj, vbd, jj, 
obj and amod as given in the dependency parser Fig. 2. Rules 
were created to generate short answer assessment questions. 

By applying NER to the input sentence, ―Rome won 
famous medal‖ where ―Rome‖ is identified as ―Location‖. and 
the possibly generated questions will be ―When did Rome 
won?‖, but the generated question is not a semantically exact. 
In existing system, many researchers have developed the 
assessment questions based on NER for the short answers, but 
always cannot expected of holding location, person, cardinal 
number in the corpus. Hence in the proposed system, NER, 
Dependency parser and spacy matcherput together to produce 
the assessment questions. The proposed system produces 
possible number of questions by following the generated rules. 

 

Fig. 2. Dependency Parser of Sample Sentence. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

545 | P a g e  

www.ijacsa.thesai.org 

3) Rules based on Dependency Parser: The tag like nsubj, 

vbd, jj, obj, amod and det are determined to frame the rules as 

mentioned below. 

Rule 1: 

On the basis of the subject, the question has been 
generated as given. Use the Part-of-Speech and dependency 
parser to identify the tag of each word in the sentence. When 
the subject tag is the ―person‖ then the keyword ―Who‖ is 
added with the identified root tag and direct object(dobj) of 
the sentence, ended with question mark. 

―Who‖ +root+ dobj 

"Who "+root+ prep+ det+ pobj 

Input sentence: Rome won famous medal 

Possibly generated questions are, 

Output Question: Who won medal? 

Rule 2: 

The question has been generated based on the Noun (NN) 
tag. The Noun and object tag of the sentence is determined by 
part-of-speech and dependency parser. Hence the keyword 
―What did‖ or ―What‖ has been added with the subject and 
root tag of the given sentence. 

"what did "+sub+root. 

―what‖ + sub+ root. 

As per the given input mentioned in Rule 1, possibly 
generated questions were, 

Output: what did Rome won? 

Rule 3: 

Open clausal complement (xcomp), a verb or an 
adjectiveis a predicative or clausal complement that does not 
have its own subject. It also involved in question generation 
using the keyword ―who‖ added with the auxiliary, root and 
xcomp tag of the components from the sentence. 

"Who "+aux+root+"ing to "+xcomp. 

The input sentence: ―The Sheriff try to eat the apples while 
the outlaws were fasting‖, as per the rule 3, the generated 
question is 

Output: Who were trying to eat? 

Rule 4: 

When any place or location has mentioned in the sentence 
then the keyword ―Where did‖ or ―Where‖ has added with the 
subject and root of the sentence to generate the questions. 

"Where did "+sub+root. 

―Where‖ + sub+ root. 

Rule 5: 

Check whether the word is the abbreviated. All the 
abbreviated words are in uppercase, if so then generate 
question to give the expansion of the abbreviations. 

―Write the expansion of‖ + abbreviated word 

Write the expansion of ENIAC? 

Rule 6: 

Apply the match pattern to extract the continuous two 
noun words, so as to generate the semantically correct 
assessment question. Usually, the single word of the sentence 
will be extracted either using NER/POS/Dependency Parser. 
Sometime the two sequential word gives the completeness. 
Example ―data structure‖, using NER/POS/Dependency parser 
the term ―data‖ and ―structure‖ tokenized separately. Hence 
the matcher is defined with NLP, 

pattern = [{"POS": "NOUN"}, {"POS": "NOUN"}], so 
that two continuous ―nouns‖ have been extracted to generate 
the questions. 

Rule 7: 

Create a template like ―uses of ―, ―examples of‖, ―features 
of‖, ―characteristics of‖, ―types of‖, ―methods of‖. Check if 
the input corpus consists of any of this template, when it holds 
then use the blooms verbal list to frame subjective type 
assessment questions. The sample input corpus is given below, 

Input: "Array is a kind of data structure store a fixed-size 
sequential collection of elements of the same type. Array has 
the characteristics of storing the contiguous element". 

The POS of the given is input determined, Array is termed 
as ―NN‖ as given in Fig. 3, the predefined word combined 
with NN to frame assessment questions. 

The dependency parsers is identified for the same input 
corpus as given in Fig. 4, and extract the subject of the 
sentence. Not all the noun(NN) will be fine to involve for 
questions, so the noun has to be the subject of the sentence 
and the semantically meaningful questions can be generated as 
per NER and dependency parser. 

Array is the determined as Noun (NN) tag and it is the 
subject (nsubj) of the input sentence. 

Affording to the input corpus, ―characteristics of‖ is 
present which can be combined with the noun tag to frame 
assessment questions. 
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Fig. 3. Part-of-Speech. 

 

Fig. 4. Dependency Parser. 

Blooms verbal list like, ―List‖, ―write‖,‖ State‖, ―Explain‖, 
―describe‖, ―Discuss‖, ―Illustrate‖, ―Elaborate‖, ―Mention‖. 

Rule: Blooms verbal + ―the‖ + ‖ predefined text‖ + NN. 

Output: 

1) Mention the characteristics of Array. 

2) State the characteristics of Array 

3) List the characteristics of Array 

The different set of rules was implemented to the sentence 
of the input corpus to generate the possible number of 
assessment questions. 

H. Experimental Result 

Proposed system has been executed for the sample corpus 
taken from Grade V computer science book with 50 different 
text corpuses. Each chapter consists of topics and sub-topics. 
The system generated a range of objective and subjective 
questions of various categories. The generated questions have 

been manually crisscrossed by domain experts, and the 
accuracy (A), Recall (R), and Validity (V) of the questions 
have been measured. 

Accuracy (A) is defined as the proportion of retrieved 
examples that are relevant. It is a metric that measures the 
number of correct positive predictions that are made during 
the execution. 

A= Qv/(Qv+ Qi) 

Recall (R) is a metric that quantifies the proportion of 
correctly predicted positive predictions out of all possible 
positive predictions. 

R=Qv/(Qv+ Qng) 

Validity is a metric that represent the number of valid and 
meaningful questions generated by the proposed system have 
been compared with the text book questions. Cardinality and 
validity of each question type is given in Table VIII. Table IX 
shows the accuracy and recall of the corpus. 

TABLE VIII. CARDINALITY AND VALIDITY OF PROPOSED SYSTEM 

Corpus Name 
Fill up the double blank space True or False Short Question Answer 

Cardinality Validity Cardinality Validity Cardinality Validity 

ENIAC 12 13 51 48 10 10 

EDSAC 13 15 48 45 12 13 

EDVAC 11 13 52 50 10 9 

UNIVAC 14 15 55 54 11 09 

Microcomputers 10 12 46 44 7 8 

Minicomputers 13 14 42 43 8 6 

Mainframes 16 17 45 41 9 8 

Supercomputer 15 17 47 45 10 9 

Optical Character Reader 12 13 43 42 9 7 

Optical mark Reader  13 14 45 43 8 7 

Cardinality 129 143 474 455 94 86 
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TABLE IX. ACCURACY AND RECALL OF PROPOSED SYSTEM 

Corpus Name 
Fill up the double blank space True or False Short Question Answer 

Accuracy Recall Accuracy Recall Accuracy Recall 

ENIAC 0.92 0.86 0.96 0.88 0.88 0.88 

EDSAC 0.87 0.93 0.94 0.94 0.93 0.82 

EDVAC 0.85 0.85 0.96 0.96 1.0 0.90 

UNIVAC 0.93 0.93 0.98 0.95 0.81 0.75 

Microcomputers 0.83 0.83 0.96 0.96 0.88 0.80 

Minicomputers 0.93 0.87 1.02 0.98 0.83 0.71 

Mainframes 0.94 0.94 0.91 0.93 0.86 0.81 

Supercomputer 0.88 0.94 0.96 0.96 0.80 0.80 

Optical Character Reader 0.92 0.92 0.98 0.95 1.0 0.85 

Optical mark Reader  0.93 0.87 0.96 0.93 1.0 0.92 

 9.01 8.94 9.63 9.44 9.06 8.24 

 

Fig. 5. Accuracy and Precision. 

Accuracy and recall of the proposed ssytem is given in 
Fig. 5. The accuracy of each type is nearly 0.9 % and recall is 
nearly 0.8%. The overall accuracy and recall are 0.92 % and 
0.88 %. The proposed system has been compared with 
existing system [29][30] and comparitvely produces good 
result. By the existing system[30], the overall precision and 
recall for the subjective type question were 0.85% and 0.8 %. 

IV. CONCLUSION 

The proposed system has been designed to verify the 
learner‘s knowledge. Its main purpose is to generate objective 
and subjective type questions from unstructured text. Better 
result has been achieved with accuracy level of 0.9 and recall 
as 0.8. Subject expert, recommended the system to assess the 
learner of grade V student in practice. In future the system can 
be elaborated with more rules to generate possible number of 
questions. In match the following question, the important 
word and their description can be considered to frame 
questions. 
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Abstract—Palms trees (Phoenix dactylifera L.), Al Nakheel in 

Arabic are known to have cultural and economic importance to 

Gulf and Arabic-speaking countries. However, using the 

traditional method of cultivation, improper use, and depletion of 

water is perceived as the major challenge as farmers used almost 

two and a half times the required amount without considering 

numerous factors. This paper attempts to develop an 

implementation model of a water management system for Date 

Palm Trees using Case Based-Reasoning. The said model 

involves an IoT-based module comprised of NodeMCU, soil 

moisture, temperature, and humidity sensors that automate the 

settings of the water amount for the whole year based on palm 

age, temperature, air humidity, and soil moisture. CBR 

calculates the amount of water supplied to palm trees (based on 

initial knowledgebase cited from previous empirical studies) and 

stores it in a cloud-based database. These data and hardware 

status can be accessed using a mobile application. When the 

temperature or soil moisture sensor fails, data trends are 

retrieved from the database and processed using Linear 

Regression Analysis. The test results have shown that the 

proposed model helped in a significant decrease in water 

consumption compared to the traditional method. 

Keywords—Date palm tree; case-based reasoning; IoT; mobile 

application; NodeMCU; water management system 

I. INTRODUCTION 

Palms trees (Phoenix dactylifera L.) also known as Al 
Nakheel in Arabic are considered as one of the most famous 
plantations in Gulf countries, such as Oman and Saudi Arabia, 
and some Arabic-speaking countries in Africa such as Egypt 
[1]. There is also a prevalence of the tree outside the Arab 
countries such as Spain, Australia, and the USA [2]. 

Besides oil and gas, date palm products are one of the 
income sources of Oman. Date palm is the primary agricultural 
crop in the country, and it constitutes 80% of all fruit crops 
produced and 50% of the total agricultural area in the sultanate. 
Oman is the eighth largest producer of dates in the world with 
an average annual production of 260,000 metric tons [3]. 

As part of Oman’s 2040 vision and national priorities, the 
government would like to diversify its sources of income and 
not rely alone on fossil fuels [4]. To contribute to this vision, 
the Ministry of Agriculture and Fisheries spearheaded the ―One 
Million Date Palm Trees Project‖ aiming to revitalize the 
agriculture sector to enable the country to achieve food security 
and to drive the economy [5]. 

However, in achieving this, the Ministry faces many 
challenges. According to Al Marshudi [6] as cited in Al Yahyai 
et al. [3] Date production in Oman is still traditional from 
irrigation to the methods of applying fertilizers. Due to a 
subtropical dry, hot desert climate with low annual rainfall and 
very high temperatures in summer, the insufficiency of quality 
and quantity of water is the major concern not only of Dates 
farmers but the rest of the agricultural sector [3]. Water 
management in farming is a major challenge according to the 
Middle East Desalination Research Centre (MEDRC) [7]. 

This paper attempts to develop an implementation model of 
a water management system for Date Palm Trees using Case 
Based-Reasoning. The said model involves an IoT-based 
module that automates the settings of the water amount for the 
whole year based on palm age, temperature, air humidity, and 
soil moisture. CBR calculates the amount of water supplied to 
palm trees and then stores it in a cloud-based database. When 
the temperature and soil moisture sensors fail, data trends are 
retrieved from the database and processed using Linear 
Regression Analysis. 

II. REVIEW OF RELATED LITERATURE 

There is a wide array of past and current studies on water 
management in various contexts and parameters. Recent papers 
published are categorized either into IoT-based with no 
artificial intelligence approaches involved or the combination 
of both (with emphasis on fuzzy logic). This paper also cited 
the latest studies on the application of case-based reasoning to 
irrigation systems. 

Qomaruddin et al [8] proposed a watering system for 
greenhouses involving air temperature, air humidity, and soil 
moisture as input parameters. For the user to access the system 
and control the supply of water remotely, the MQTT (Message 
Queue Telemetry Transport) protocol bridges the user's mobile 
phone and the Wemos D1 Uno microcontroller. The 
microcontroller processes inputs from the sensors and feeds the 
data to AdaFruit, a third-party IoT webpage that users access 
using their smartphones. Since there is neither algorithm nor 
complete automation involved, the user has to perform 
decisions based on the data displayed on the website and water 
the plants accordingly. A similar study utilizing the AdaFruit 
webpage for IoT aimed to predict plantation and crops' health 
and then notifies farmers through emails. The Arduino, 
connected to WIFI using third-party hardware, collects data 
from soil moisture, pH, flame, and humidity sensors. These 
data are then processed based on a rule-base using the FindS 
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algorithm to predict the plants' health. Based on the health 
status, the farmer decides the right amount of water supplied to 
plants [9]. Similarly, the apparent drawback of the study is the 
necessity for the farmer to regularly check emails and be 
physically present to water the plants. 

Sweety et al. [10] suggested the use of a rule base in control 
of the watering process in gardens. Their prototype involved a 
PIC microcontroller-based module interfacing temperature, 
humidity, and soil moisture sensors that enable the users to 
control the motor via Bluetooth. The motor pump turns on 
when the temperature level is between 35 and 40 degrees 
centigrade, humidity is more than 35%, and soil moisture is 
above 100MA. There is neither clear basis nor references cited 
on the threshold values used, and the user must be within the 
vicinity to perform the control of the system since Bluetooth 
has a limited distance covered. 

A group of researchers [11] from the Universitas Klabat in 
Indonesia found out that automating water supply to plants 
maintained the soil moisture at an average of 62%. Their 
prototype consists of soil moisture sensors, Wemos D1 
Microcontroller WiFi enabled, Relay, and solenoid valve. 
Watering starts when moisture is detected to be between 30-
35% and then stops afterward. The Blynk Apps, a third-party 
IoT platform, monitors the status of the microcontroller and 
feeds data to ThingSpeak, another IoT Platform for storage. 
Users must log in to these platforms to view data. The study 
suggested the development of a dedicated software application 
as part of future work as it relies heavily on third-party 
platforms. There are no clear bases to support the claim that 
62% moisture is the ideal level for sustaining plants' water 
needs. Also, the study admitted the absence of temperature and 
humidity sensors as a limitation. Likewise, another project [12] 
employed ThingSpeak functioning as a cloud server to record 
all the data and link the hardware prototype with the android 
application to irrigate plants, flowers, and crops. Using three 
microcontroller modules (Arduino UNO, NRF24L01, 
NodeMCU) communicating with ThingSpeak through WIFI, 
the user can monitor the performance of the system. The said 
microcontrollers turn on the pump when sensors detect 20% 
moisture until it reaches 71% level. The study was successful 
in achieving and maintaining the desired soil moisture level. 
However, no pieces of literature support the indicated 
maximum moisture level as the ideal threshold value. Wahid et 
al., [13] and Ahmmad et al., [14] proposed the same project 
using NodeMCU Lua and soil moisture, humidity, temperature, 
and light sensors. 

Ying and his colleagues [15] from the Universiti Tun 
Hussein Onn Malaysia developed a web-based water 
management system for oil palm nurseries written in PHP, 
enabling users to obtain reports on the right amount of water 
required by palm trees. The user inputs the parameter values 
for the rainfall and watering time, analyzed using Fuzzy Logic. 
The MySQL database stores the data for later retrieval. The 
project has no hardware implementation. Also, there was no 
indicated basis for the fuzzy rules. Similarly, a MatLab 
simulation of a greenhouse irrigation system involving 
Mamdani Fuzzy Logic and temperature, humidity, wind speed, 
and radiation influence as inputs helped to achieve efficient 
energy consumption, desired soil moisture level compared to 

an ON/OFF controllers, and a cost-efficient prototype [16]. On 
the other hand, university research collaboration in Kenya 
found out that the Sugeno inference system is better than the 
Mamdani in analyzing relative humidity, temperature, sunshine 
illumination, solar radiation, and wind speed to infer the 
desired amount of water. The MatLab simulation determines 
the duration of the revolution of the motor pump leading to 
more efficient water and energy consumption as compared to 
an ON/OFF system [17]. Similarly, Oubehar et al., [18] 
proposed a Matlab-based intelligent control for greenhouse 
using ANFIS technology. 

A recent study by Zhai et al. [19] proposed a case-based 
reasoning model accurately predicting the amount of water for 
Grape farming. The model involved various parameters such as 
solar radiation, temperature, humidity, wind speed, rainfall, 
precipitation, soil moisture, and grape growth stage. Moreover, 
the said model is ideal for hardware and software 
implementation. Another similar study by Krongtripop et al. 
[20] proved that CBR-based water control systems 
implemented in mixed gardens are better than the traditional 
time-based approach in terms of water conservation and the 
height of the trees. The prototype involved temperature and 
soil moisture as parameters to be fed into the Arduino Uno R3 
Microcontroller connected to WIFI using third-party hardware 
Xbee Wireless Module. Data are collected and stored on a 
computer server. A desktop application written in C# controls 
the system and queries the database for the CBR process. The 
perceived drawback of the study is the need for the server to be 
in the same proximity as the hardware module, hence requiring 
physical human intervention. 

There are few recent studies on water management using 
case-based reasoning, and mostly they are introducing the 
Mathematical model for adoption. Fuzzy Logic is a commonly 
used algorithm for predicting values based on some input 
parameters. However, despite its popularity, there are known 
drawbacks to this algorithm. A critical review of Behrooz et al. 
[21] enumerated the following disadvantages: (1) stability is 
not assured (2) designers must perform a series of trials and 
errors to achieve optimal output and (3) the presence of several 
tuning parameters. Moreover, in Fuzzy Logic, all parameters 
are treated with equal weights, and the process is confined to a 
particular use case, thus less dynamic as compared to other 
algorithms [22]. 

III. METHODOLOGY 

A. Requirement Analysis and Locale 

The Ministry of Agriculture, Fisheries, and Water Resource 
(MoAFWR) of the Sultanate of Oman is the agency having 
jurisdiction over the cultivation of Date palm trees. The 
proponents collaborated with an expert from the MoAFWR 
about the traits, water needs, and other parameters (which were 
not covered in this study) involved in growing the said palm 
trees. The Ministry also confirmed that no similar project had 
been proposed or currently used in the Sultanate. Also, the 
same expert performed the testing of the proposed prototype. 

B. Proposed Architecture 

The proposed architecture, as shown in Fig. 1, consists of 
seven major components. The NodeMCU that has an on-board 
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WIFI module collects information about humidity, 
temperature, and soil moisture levels, which are then processed 
by a web-based Case-Based Reasoning (CBR) system written 
in PHP. The Apache Web Server housed these PHP scripts that 
transact with the MySQL Database Server containing all the 
sensor reading and water levels supplied based on the CBR 
process. 

 

Fig. 1. Architecture of the Proposed Model. 

The mobile application (running within the Android 
operating system) developed using Android studio enables the 
user to monitor the hardware status (see Fig. 2), sensor 
readings, and water level trends (parsed in a JSON array form) 
from the MySQL database. Similarly, the user can monitor the 
status of the hardware components (e.g., the microcontroller 
and the sensors), which the Firebase online database stores in 
real-time. 

 

Fig. 2. Mobile Application Interface for Hardware Components Monitoring. 

 

Fig. 3. Mobile Application Interface for user Inputs. 

Within the same application, users can input Date palm tree 
details such as age and watering frequency. Fig. 3 shows the 
mobile application interface for user inputs. 

For testing purposes, the prototype used free web-based 
tools and database services. 

C. Major Hardware and Software Components 

1) The hardware schematic diagram: The hardware 

prototype has six (6) major components. Fig. 4 shows all the 

components numbered and whose descriptions are found in 

Table I. 

The prototype, as much as possible, is consists of generic 
components with specifications listed in Table I. 

All hardware components are interconnected using a 
breadboard with exceptions to some that require jumper wires. 
There are two power sources in the prototype, as indicated in 
Fig. 4. The USB Micro-B Cable powers up the microcontroller 
and the sensors. Since the voltage coming from the output pin 
of the microcontroller cannot directly supply the submersible 
water pump, the relay module routes the power from the 
external 12 volts power supply to the pump. 

 

Fig. 4. Major Hardware Components. 
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TABLE I. MAJOR HARDWARE COMPONENTS 

Hardware Name Description 

(1) NodeMCU 
Arduino compatible ESP8266 based 

microcontroller with on-board WiFi 

(2) DHT22/11 Humidity and 

Temperature Sensor 

Range: -40 °C to 125 °C, 

Humidity Range: 0% to 100% 

(3) Soil Moisture Sensor 
Returned Values: from 0 (completely dry) 

to 1023 (completely moist). 

(4) Submersible Pool Water 
Pump 

Rated voltage: 12V DC. 

Max rated current: 350mA. 

Max flow rate: 240L/H. 

(5) Relay Module Operating voltage: 5-12V 

(6) LED Display (Serial 
Monitor) 

LCD Display 20x4 I2C 

(7) Breadboard 

Full size solderless breadboard. It has 2 

split power buses, 10 columns, and 63 
rows. 

(8) Power Supply (12V) Water Pump power supply 

At the initial stage, the WIFI SSID and key are manually 
embedded into the code to enable the microcontroller to 
connect to remote databases in real-time. The NodeMCU 
collects information from the temperature/humidity and soil 
moisture sensors and sends it to the webserver for CBR 
processing (or Linear Regression calculation in case one of the 
sensors fails) and in the MySQL database for storing through 
the HTTP POST protocol. Fig. 5 shows the partial code. 

The web server returns CBR results to the NodeMCU, 
which then sends a signal to the output port that triggers the 
relay module to activate the submersible water pump. 

D. Input / Output Parameters, Threshold Values and 

Database Design 

The CBR calculation involves three inputs: temperature, 
humidity, and soil moisture. For brevity, Fig. 6 shows a partial 
NodeMCU code for reading from sensors, in this example is 
temperature. 

 

Fig. 5. NodeMCU Code for CBR / LR Processing and Storing Data to 

MySQL. 

 

Fig. 6. NodeMCU code for Temperature Reading. 

CBR takes the temperature values supplied by the sensor 
directly. However, for better presentation, the soil moisture 
value is normalized using (1) and converted to a percentage 
form. 

              ( )  
            

    
               (1) 

The CBR calculation returns the water amount in liters. In 
this situation, there is a need to convert liter to revolution time. 
The water pump, as indicated in Table I, supplies 240 liters of 
water in an hour. Thus, to obtain revolution time: 

                ( )    
                ( )

   
           (2)

The Center for Study of the Built Environment (CSBE) 
[23] in Jordan reported that young Date palm trees consume 20 
to 25 liters, and the mature ones consume around 40 liters of 
water, respectively. These amounts of water enable palm trees 
to yield more fruits (in addition to soil fertility) and become 
healthy. The frequency of supplying water to Date palm trees 
varies depending on the age of the tree. Table II shows the 
findings of Al Hyari [24]. 

The baseline or initial knowledge base for CBR, to be used 
for the Retrieval Process (Global and Local Similarities 
Calculations), were taken from the findings of Bhat et. al. [25] 
based on the Penman-Monteith Equation. Daily prescribed 
water consumption and calculated daily evapotranspiration are 
combined to obtain an adequate amount of water to palm trees 
and to avoid loss due to evaporation. Table III shows the newly 
calculated data with other relevant parameters and soil 
moisture is set to 0%. 

TABLE II. WATERING FREQUENCY CONDITIONS

Temperature Age Watering Frequency & Amount 

High >4 years 1 time/week, more water 

Low >4 years 1 time/week, less water 

High ≤4 years Every 3 days, more water 

Low ≤4 years Every 3 days, less water 
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TABLE III. SUGGESTED WATER QUANTITY

Temperature (°C) Humidity (%) ET Coeff (%) Water Amount (L) 

23.4 54 4 37.27 

23.6 60 3 37.25 

27.5 49 5 37.81 

37.8 20 9 39.26 

46.4 16 10 39.53 

48.3 11 14 40.95 

50.6 14 14 40.94 

44 16 11 40.07 

35.2 6.89 7 38.68 

32 48 5 37.79 

24.8 42 4 37.57 

E. Application of Case-Based Reasoning 

Case-Based Reasoning (CBR) is a machine learning 
algorithm [26] that manifests human expertise and can work 
effectively with criteria-based comparison [27] of the new 
cases and the existing solved problems stored in the knowledge 
base [28]. CBR, as shown in Fig. 7, has four major phases: 
Retrieve, Reuse, Revise, and Retain. These phases are done in 
an iterative fashion adding new solved problems to the 
knowledge base, thus making it more intelligent [29]. 

The retrieval phase is the center of CBR. Existing cases 
retrieved from the knowledge base are compared to the new 
problem using Local Similarity (LS) and Global Similarity 
(GS) calculations. LS comprised is used to break down the 
problems' attributes and compare them to existing ones in the 
database. These attributes can be Discrete (3) or Continuous 
(4) in nature and take different calculation approaches [30]. 

Discrete Values 

     (   )   {
          

 

         

            (3) 

where, 

a is the new feature, and 

b is the previous feature 

Continuous Values 

    (   )    
     

     
             (4) 

where, 

a is the new feature, 

b is the previous features, and range is the value of the 

difference between the upper and lower boundary of the set. 

Global Similarity GS (5), on the other hand, takes the 
build-up of all the local similarities and is used to make a 
generalized comparison of each problem. This paper expresses 
global similarities in percentages. 

   (   )  
 

∑  
   ∑   

 
        (   )           (5) 

where, 

A is the new case, 

B is the previous case, 

a is the new feature from the local similarity 

Once CBR found an ideal solution in the knowledge base, 
it proceeds to the Reuse stage to adopt it, or to revise, wherein 
users formulate the necessary solution to the new problem. 
This new problem and solution are added to the knowledge 
base during the Retain phase. Fig. 8 shows the CBR 
implementation in PHP. 

F. Linear Regression Analysis 

The study used Linear Regression Analysis as a backup 
mechanism in a situation wherein one of the sensors fails. 
Setting one of the input parameters to a null value, CBR 
exhibits faulty behavior affecting the integrity of the 
knowledge base. The results of the Correlation analysis show 
that temperature has a "strong positive" relationship (r=0.799) 
with the water amount. Reversely, humidity and soil moisture 
have negative strong (r=-0.878) and negative, very strong (r=-
0.951) correlations to water amount, respectively. With the 
recorded sensor reading and the amount of water supplied for 
the current month, Linear Regression Analysis predicts the 
right amount of water, using temperature as the predictor. 

 

Fig. 7. The Case-Based Reasoning Cycle. 

 

Fig. 8. CBR Implementation in PHP. 
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G. Database Design 

There are three (3) database tables used in this study: (1) 
for hardware status information, (2) palm tree information, and 
(3) CBR knowledgebase. Fig. 9 shows the Firebase table 
structure that stores the real-time status of the hardware 
components such as the soil moisture, temperature, and 
humidity sensors. The data is displayed in the mobile 
application for monitoring purposes. 

 

Fig. 9. Firebase Table for Hardware Status. 

Fig. 10 shows the table holding the information for the 
plant. The plant age plays important role in determining the 
frequency of watering. 

 

Fig. 10. MySQL Table for Palm Tree Details. 

Fig. 11 shows the knowledge-base table where the actual 
reading of the soil moisture, temperature, and humidity sensors 
was recorded. The CBR algorithm depends on these data. 

 

Fig. 11. MySQL Table for CBR Knowledgebase. 

IV. RESULTS AND DISCUSSION 

A. Test Case 

Table IV contains the test case dataset. In this test case, the 
FreeCBR tool expedites the process of the CBR calculation and 
presentation of results. For clarity, the mature palm tree group 
was used in the test case. 

For demonstration purposes, Test Case 1 is processed with 
FreeCBR. The CBR calculation in Fig. 12 shows that Test 
Case 1 has a 42.25% similarity with Case No. 11 stored in the 
knowledgebase. Therefore, the water amount for Test Case one 
will be (6): 

                                   %          (6) 

                     

Table V shows the complete CBR similarity results and the 
calculated amount of water. 

The succeeding figures show the CBR results (Fig. 13) and 
data trends (Fig. 14) in the mobile application. 

B. Test Results 

The conventional method of cultivating Date Palm trees 
follows the same way as the other Gulf and Arab countries. 
Farmers supply an average of 40 liters of water a day 
regardless of the soil moisture condition, as suggested by 
CSBE [23]. The joint research of the Environment Agency 
Abu Dhabi (EAD) and New Zealand [31] revealed that two and 
a half times the intended water amount is supplied to date palm 
trees using the traditional way. That is equivalent to 100 liters 
of water. 

TABLE IV. TEST CASE DATASET 

Test 

Case No. 
Temp(°C) Humidity (%) 

Soil Moisture 

(%) 

Water 

Amount (L) 

1 24 42 55 ? 

2 35 18 32 ? 

3 21 45 57 ? 

4 15 56 60 ? 

5 18 54 59 ? 

6 45 15 30 ? 

7 42 10 29 ? 

8 51 8 35 ? 

9 49 11 33 ? 

10 22 44 60 ? 

 

Fig. 12. CBR Results for Test Case 1. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

555 | P a g e  

www.ijacsa.thesai.org 

TABLE V. CBR-CALCULATED WATER QUANTITY 

Test Case 

No. 

CBR Knowledgebase 
Hit (%) 

Calculated 

Water Amount Case No. Water Amount 

1 11 37.57 42.25 15.87 

2 4 39.26 76.01 29.84 

3 12 15.87 93.74 14.88 

4 14 14.88 86.00 12.80 

5 15 12.8 95.43 12.22 

6 13 29.84 87.07 25.98 

7 17 25.98 96.15 24.98 

8 17 25.98 89.05 23.14 

9 19 23.14 95.78 22.16 

10 14 14.88 67.06 9.98 

 

Fig. 13. Mobile Application Interface for CBR Results. 

 

Fig. 14. Mobile Application Interface for Data Trends. 

TABLE VI. WATER USAGE COMPARISON 

Test Case No. 
Water Amount (Liters) 

CBR-Based Conventional Approach 

1 15.87 40 

2 29.84 40 

3 14.88 40 

4 12.80 40 

5 12.22 40 

6 25.98 40 

7 24.98 40 

8 23.14 40 

9 22.16 40 

10 9.98 40 

Total: 191.85 400 

With the assumption of 40 liters of water usage in a single 
watering instance, Table VI shows the amount of water saved 
using the proposed model. 

Using the CBR approach, water consumption significantly 
(t=-9.621, p<0.05) dropped down to 52% as compared to the 
traditional method. 

V. CONCLUSION 

Various literature indicates that date Palm trees have 
cultural and economic importance to Gulf and Arabic speaking 
countries. However, using the traditional method of cultivation, 
depletion of water is perceived as the major challenge. 

Various studies attempted to propose prototypes and 
implementation models, but none of them provided semi-full 
automation and with lesser human intervention. Most of them 
provide software simulation and theoretical calculations 
without actual implementation. Although Fuzzy Logic is 
commonly used for automation similar to the study, it posed 
many challenges in the implementation. Also, there is a lacking 
basis to support threshold values for the rule-based algorithm 
used by previous studies to calculate the amount of water. 

The proposed model had overcome the limitations found in 
previous studies by citing empirical studies identifying the 
various factors affecting effective date palm trees cultivation 
and using them as the initial knowledge base. The input 
parameters are processed using Case-Based Reasoning and 
Linear Regression for situations wherein one of the sensors 
fails to function. This backup feature is not present in the 
existing studies. The test results show a significant difference 
in water consumption, thereby helping to address the improper 
use of water resources. 

The results of the study are confined to three parameters: 
soil moisture, temperature, and humidity. Other parameters 
such as sunlight intensity, rainfall, wind speed, etc., can be 
included. Also, the case-based reasoning table should be 
modified to accommodate other crops, hence making the 
system more dynamic. 
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Abstract—In the Philippines, Tilapia fish farming sector is 

vital to the economy in providing substantial employment, 

income and meeting local demand for protein sources of the 

Filipinos. However, the possible benefits that can be derived from 

this industry are at stake because of the sudden occurrences of 

fish kill events. This can be attributed to a wide variety of natural 

and unnatural causes such as old age, starvation, body injury, 

stress, suffocation, water pollution, diseases, parasites, predation, 

toxic algae, severe weather, and other reasons. With the 

identified severe effects of fish kill events to the fish farmers, 

consumers and the fisheries industry, advanced measures and 

methods must be established to alleviate the adverse effects of 

this phenomenon. To solve the underlying problem on water 

quality monitoring system to improve freshwater aquaculture, 

various studies were already conducted. However, these studies 

merely focused on the reading and gathering of water 

parameters. In this paper, fuzzy logic was used to come up with a 

model that can analyze and generate result regarding the overall 

quality of the water being used in Tilapia aquaculture. The water 

parameters considered in this paper were temperature, dissolved 

oxygen, and pH level. The results of the water parameter 

readings using the conventional method were compared to the 

data that were gathered by AquaStat to test its accuracy and 

showed no significant difference. Also, the overall water quality 

obtained using the conventional method was compared to the 

overall water quality generated by AquaStat and obtained an 

accurate result. 

Keywords—Fuzzy logic; fuzzy sets; fish kill; freshwater 

aquaculture; Tilapia 

I. INTRODUCTION 

The Philippines is positioned as the 8th top fish producing 
country in the world. It has a total inland resource of 749,917 
ha as reported by the Bureau of Fisheries and Aquatic 
Resources employing a combined total of 1,614, 368 fishing 
operators nationwide. Moreover, aquaculture got the highest 
percentage of total fish production from 2018 – 2020 with 
52.8% share to overall total fish produced [1]. This sector 
produces tons of fish, crustaceans, mollusk, and aquatic plants 
which contribute to the national economy of the country having 
the largest share next to agricultural crops at current and 
constant prices[2]. 

Tilapia (Oreochromis niloticus) ranked second among the 
fish species that are being produced in aquaculture in the 
Philippines [3]. Moreover, it is identified as the most consumed 

aquaculture fish in the Philippines for its taste and affordability 
[4], [5]. 

However, there is an indicative fall of the potential benefits 
of the aquaculture industry in the Philippines because of the 
occurrences of fish kill incidents directly harming fishing 
operators. The fish kill is a sudden mass death of the fish in any 
given body of water[6]. Also, it is defined as any unusual and 
noticeable increase in mortality due to infectious or non-
infectious causes like oxygen depletion, pollutants, natural 
toxins and diseases in aquatic organisms [7]. It is characterized 
by large numbers of aquatic animals dying over a short time in 
any bodies of water where fish cultivation was being pursued 
[8]. 

Fish kills can be attributed to a wide variety of natural and 
unnatural causes such as old age, starvation, body injury, 
stress, suffocation, water pollution, diseases, parasites, 
predation, toxic algae, severe weather, human-induced 
activities, and other reasons. However, most fish kills result 
from natural events[9]. The authority attributed the Lake Sebu 
fish kill event in South Cotabato last January 2021 to the 
sudden change of weather in the area[10]. Also, extremely high 
temperature has been identified as a potential agent that could 
cause fish kill events. 

With the identified severe effects of fish kills to the fish 
farmers, consumers and the fisheries industry, advanced 
measures and methods must be established to alleviate the 
adverse effects of fish kill events. 

To solve the underlying problem on water quality 
monitoring, various studies were conducted. The studies 
presented in [11], [12], [13], [14], and [15] used water sensors 
and IoT technology to conduct real-time water quality 
monitoring. However, these studies focused only on the 
reading and gathering of water parameters. 

To solve this, various researchers presented studies that 
used fuzzy logic to automatically analyze the water quality 
without the human intervention. 

In the study of Caldo and Dedios [16], they categorized the 
inputs as physical, chemical, and micro biological in the fuzzy 
inference system to analyze the water quality in Taal Lake. 
Rana and Rani [17] conducted a MATLAB simulation of a 
fuzzy logic system to determine the percentage of fish health in 
freshwater using temperature, dissolved oxygen, and 
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conductivity. In the study of Ichsan, Kurniawan and Huda [18], 
they designed a fuzzy logic control based on graphical 
programming to monitor the water quality in shrimp pond by 
considering the salinity and turbidity. Hiyunissa, Alam and 
Salim [19] designed fuzzy logic control system to control 
microbubble aeration to maintain a desirable value of dissolved 
oxygen. They only considered the DO and the water 
temperature. Bokingkito and caparida [20] implemented an 
IoT-based real - time water quality assessment monitoring 
system for freshwater aquaculture they considered temperature, 
pH and turbidity. 

Despite the notable results of the studies presented above, 
their scopes were focused mainly on the assessment of the 
water used in freshwater aquaculture in general. However, 
diverse freshwater species have their own tolerance to various 
water parameters [21] and the desirable ranges of water 
parameters vary in every freshwater specie. 

Hence, this study developed a fuzzy logic-based water 
quality assessment, specifically focused on Tilapia aquaculture. 
This study considered pH, DO and temperature as inputs to the 
fuzzy inference system. 

II. THE SYSTEM MODEL 

A. Water Parameters 

With the significant profit gained from the aquaculture 
industry, measures must be taken into consideration to ensure 
aquaculture’s production growth to continuously contribute to 
the different pattern of supply and demand for fish and fish 
products. Poor water yields to poor product quality thus this 
becomes a potential risk to human safety. Also, production is 
reduced when the water contains contaminants that can impair 
development, growth, reproduction, or even cause mortality to 
the cultured species [22]. 

Massive fish kill events are mostly associated with a 
sudden change in water composition due to natural causes. Fish 
kills occur most frequently during the summer when water 
temperature is high and dissolved oxygen levels are low[23]. 
Although there is a wide variety of natural and unnatural 
causes of fish kill incidents, the following are just the identified 
water parameters that mostly caused sudden massive Tilapia 
fish kill incidents in the Philippines that need to be monitored 
in a regular basis. 

The first parameter is the water temperature. Water 
temperature can adversely affect the water condition. Both low 
and high heat can directly influence other important 
components that are beneficial in ensuring the health of the 
marine species [24]. 

Second is the pH level. The pH concentration of the water 
can affect the aquatic organisms’ health. In freshwaters, 
inadequate pH levels can hasten the release of metals from 
rocks and sediments. These eventually affect the metabolism of 
the fish and its ability to take up water through the gills. 
Furthermore, low pH can condense the amount of dissolved 
inorganic phosphorus and carbon dioxide available for 
phytoplankton during photosynthesis. In contrast, high pH 
levels can turn the toxic form of ammonia, become more 
predominant, and the phosphate can rapidly precipitate [22]. 

And the most important water parameter is the Dissolved 
Oxygen (DO). Fish needs dissolved oxygen to breathe and 
perform metabolic activities. Thus, an inadequate level of 
dissolved oxygen is often associated with fish kill events. 
Alternatively, precise levels can result in good growth leading 
to high production yield [22]. 

B. Desirable Ranges of Water Parameters 

The tolerance of diverse aquamarine species to several 
water parameters varies. 

Table I shows the water quality standards for Tilapia 
Freshwater Aquaculture in the Philippines [21]. It contains the 
three (3) identified parameters that are crucial in fish kill 
incidents together with their desirable ranges. 

TABLE I. WATER QUALITY STANDARDS FOR TILAPIA AQUACULTURE IN 

THE PHILIPPINES 

Water Parameters Desirable Range/s 

Temperature 25-32 C 

Dissolved Oxygen (DO) 3-5 mg/L 

pH Level 6.5-9 

C. Development of the Fuzzy Inference System 

There are numerous water parameters that can cause fish 
kill incidents, however, with the recommendation of an expert

1
 

in the field of freshwater aquaculture, this paper only focused 
on the three (3) identified water parameters that caused most of 
the sudden Tilapia fish kill occurrences. Also, the said expert 
helped in defining the linguistic values and universe of 
discourse for each input parameter. Matlab R2018b was used 
in designing the fuzzy inference system. 

In designing the fuzzy inference system of the three (3) 
inputs, the Membership Function (MF) type used was 
trapezoidal (1) because there are ranges from a single linguistic 
value that are equal regarding the degree of membership. 

 (         )     (   (
   

   
   

   

   
)   )          (1) 

where x is the input value while parameters b and c define 
the shoulders of the membership function, and a and d define 
its feet. 

In designing the fuzzy inference system of the output, the 
triangular membership function (2) was used. 

 (       )     (   (
   

   
 
   

   
)   )           (2) 

where x is the input value while parameters a and c define 
the feet of the membership function, and b defines its peak. 

The Mamdani Fuzzy Inference System model was used in 
this paper because of its ability to synthesize a set of linguistic 
control rules obtained from a human expert and because it has 
more intuitive and easier to understand rule bases suited to 
expert system applications [25]. 

                                                                        
1Dr. John Henry R. Centeno III, Fish Health Specialist, Fish Health 

Laboratory, Bureau of Fisheries and Aquatic Resources, San Mateo, Isabela, 
Philippines, johnhenrycenteno@gmail.com. 
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In creating the rules, the logical AND operator was used. 
The AND operator was used to combine the different 
antecedents because the value of each input has a significant 
impact on each other. 

And finally, the Center of Area (3) was used for the 
defuzzification process. 

    ∑  (  )     ∑  (  )             (3) 

where  (  )  is the membership value for point    in the 
universe of discourse. 

Table II shows the inputs, their linguistic values, 
Membership Function types and universe of discourse of each 
water parameter and the structure of the output of this fuzzy 
inference model. 

TABLE II. INPUTS, LINGUISTIC VALUES, MF TYPE AND UNIVERSE OF 

DISCOURSE 

Inputs 
Linguistic 

Values 
MF Type 

Universe of 

Discourse 

Temperature 

Low 

Normal 
High 

trapmf 

trapmf 
trapmf 

[12 12 19 28.5] 

[21.5 25 32 35.5] 
[28.538 42 42] 

Dissolved Oxygen 

(DO) 

Low 

Normal 

trapmf 

trapmf 

[0 0 1.5 3.5] 

[2.5 4.5 5 5] 

pH Level 

Acidic 

Neutral 

Basic 

trapmf 

trapmf 

trapmf 

[1 1 4 7.25] 

[5.25 6.5 9 10.25] 

[7.75 11 14 14] 

Output 
Linguistic 

Values 
MF Type 

Universe of 

Discourse 

Water Quality 
Poor 
Average 

Normal 

trimf 
trimf 

trimf 

[0 0 0.5] 
[0.3 0.5 0.7] 

[0.5 1 1] 

Fig. 1 shows the concept of the fuzzy inference model of 
this study. 

 

Fig. 1. Water Quality Fuzzy Inference System Model 

Fig. 2 to 4 shows the design for each water parameter as 
shown in their captions. 

 

Fig. 2. Temperature Membership Function. 

 

Fig. 3. pH Level Membership Function. 

 

Fig. 4. Dissolved Oxygen (DO) Membership Function. 

Fig. 5 illustrates the model for the overall water quality. 

 

Fig. 5. Water Quality Membership Function. 

With the assistance and guidance of the expert in Tilapia 
aquaculture, eighteen rules were generated for the model. 

D. Development of the AquaStat Device 

Arduino Uno was mainly used as the microcontroller of the 
device. The device is equipped with three (3) ATLAS sensors, 
namely: pH Sensor, dissolved oxygen (DO) sensor, and 
temperature sensor. Also, this device has a data logger and 
LCD to display the sensor readings and the overall water 
quality. 

Arduino IDE was used to write the code and the fuzzy logic 
implementation of this paper. 

Fig. 6 shows the actual AquaStat device. 

Fig. 7 shows the conceptual model of AquaStat with fuzzy 
inference system. 

 

Fig. 6. AquaStat Device. 
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Fig. 7. Conceptual Model of AquaStat. 

III. RESULTS AND DISCUSSION 

A. Accuracy in Gathering Water Parameter Values 

The testing of AquaStat was done in five (5) fish cages at 
the Fish Health Laboratory, Bureau of Fisheries and Aquatic 
Resources, San Mateo, Isabela, Philippines with the assistance 
of Dr. Henry Centeno, Fish Health Specialist. 

To determine the extent of the accuracy of AquaStat in 
terms of reading the water parameters, comparison was made 
against the obtained readings of LaMotte Fresh Water 
Aquaculture Test Kit which is currently being used in the said 
laboratory. 

Table III shows the obtained pH level of the water in five 
(5) fish cages. 

The obtained pH values from the sample fish cages showed 
differences having a mean of 0.14. However, since the 
LaMotte Fresh Water Aquaculture Test Kit is a manual device 
and only capable of reading pH values with limited and exact 
decimal values, such differences in decimal values are 
considered insignificant. 

Table IV shows the obtained dissolved oxygen level of the 
water in the five (5) fish cages. 

The obtained DO values from the sample fish cages 
showed differences having a mean of 0.13. However, since the 
LaMotte Fresh Water Aquaculture Test Kit is a manual device 
and only capable of reading DO values with limited and exact 
decimal values, such differences in decimal values are 
considered insignificant. 

TABLE III. PH READINGS USING AQUASTAT AND LAMOTTE FRESH 

WATER AQUACULTURE TEST KIT 

Cages AquaStat 
LaMotte Fresh Water 

Aquaculture Test Kit 
Difference 

Fish Cage 1 9.14 9 .14 

Fish Cage 2 8.21 8 .21 

Fish Cage 3 8.17 8 .17 

Fish Cage 4 7.67 7.5 .17 

Fish Cage 5 7.53 7.5 .03 

Mean Difference 0.14 

TABLE IV. DISSOLVED OXYGEN (DO) READINGS USING AQUASTAT AND 

LAMOTTE FRESH WATER AQUACULTURE TEST KIT 

Cages AquaStat 
LaMotte Fresh Water 

Aquaculture Test Kit 
Difference 

Fish Cage 1 3.43 3.3 .10 

Fish Cage 2 2.72 2.6 .12 

Fish Cage 3 3.83 3.7 .13 

Fish Cage 4 2.61 2.5 .11 

Fish Cage 5 2.87 2.7 .17 

Mean Difference 0.13 

Table V shows the obtained water temperature in the five 
(5) fish cages. 

TABLE V. WATER TEMPERATURE READINGS USING AQUASTAT AND 

LAMOTTE FRESH WATER AQUACULTURE TEST KIT 

Cages AquaStat 
LaMotte Fresh Water 

Aquaculture Test Kit 
Difference 

Fish Cage 1 29.33 29.30 .03 

Fish Cage 2 29.27 29.20 .07 

Fish Cage 3 28.87 28.80 .07 

Fish Cage 4 29.35 29.30 .05 

Fish Cage 5 28.91 29.80 .11 

Mean Difference 0.07 

The obtained water temperature values from the sample 
fish cages showed differences having a mean of 0.07. 
However, since the LaMotte Fresh Water Aquaculture Test Kit 
is a manual device and only capable of reading water 
temperature values with limited and exact decimal values, such 
differences are considered insignificant. 

B. Accuracy in Assessing the Overall Quality of the Water 

To further evaluate the accuracy of AquaStat in identifying 
the overall quality of the water, actual historical data of the 
water parameters during the regular monitoring activities of the 
concerned agency were used as inputs for each respective 
water parameter in the simulation process, Fig. 8. 

Data Logger 

Temperature Sensor 

Dissolved Oxygen 

Sensor 

pH Sensor 

LCD to display the values of 

the water parameters and the 

overall water quality 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

561 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 8. Simulation of the Program using Arduino IDE 

Table VI shows the results of identifying the overall water 
quality of the water using the historical data by the Fish Health 
Specialist and AquaStat. Using the given historical data, the 
researcher asked Dr. Centeno to evaluate and identify the 
overall water quality based on his own assessment. The 
researcher then used the given historical data and inputted them 
to AquaStat, and the following results were drawn. 

Table VI presents the overall analysis of the water quality 
by the Fish Health Specialist and AquaStat using the actual 
historical data. The historical data are consisted of values per 
water parameter. The results of the overall water quality 
evaluation generated by AquaStat using the collected actual 
historical data were found to be in consonance with the overall 
water quality given by the Fish Health Specialist. 

TABLE VI. OVERALL ANALYSIS OF THE WATER QUALITY BY THE FISH HEALTH SPECIALIST AND AQUASTAT USING THE ACTUAL HISTORICAL DATA 

Water Parameters Result of the Assessment by 

Fish Health Specialist 

Result of the Assessment using 

AquaStat Water Temperature ((in °C) Dissolved Oxygen (in mg/L) pH 

33.57 2.57 7.7 Poor Poor 

31.43 4.49 9.4 Average Average 

33.20 4.15 7.5 Normal Normal 

33.67 2.78 7.3 Poor Poor 

33.13 2.63 7.4 Poor Poor 

33.21 4.59 7.4 Normal Normal 

32.08 1.12 7.2 Poor Poor 

33.25 1.49 7.5 Poor Poor 

28.45 1.21 7.1 Poor Poor 

30.40 1.53 6.6 Poor Poor 

26.83 4.56 7.8 Normal Normal 

28.19 4.37 8.2 Normal Normal 

25.14 4.45 8.5 Normal Normal 

29.20 3.67 8.0 Normal Normal 

28.77 3.09 7.5 Normal Normal 

28.69 4.97 6.2 Normal Normal 

29.51 4.14 8.0 Normal Normal 

31.30 5.11 8.3 Normal Normal 

32.13 3.66 8.1 Normal Normal 

31.03 4.07 8.9 Normal Normal 

IV. CONCLUSION 

Fish kill events in Tilapia aquaculture in the Philippines are 
undeniably bringing negative impacts in the lives of the 
Filipino Tilapia fish farmers and the consumers. Undeniably, it 
is difficult to accurately predict as to when fish kill events will 
occur, however, having preemptive measures can lessen its 
devastating effect. 

Based on the results, readings of the important water 
parameters such as pH, dissolved oxygen and temperature 
using AquaStat showed promising accuracy compared to the 
device that is currently being used by the subject agency 
having mean difference of 0.14, 0.13 and 0.07, respectively. 

Also, AquaStat can accurately determine the overall quality 
of the water by using the human reasoning applied to it using 
Fuzzy Logic obtaining a 100% accuracy. 

Hence, the results and the concept of this study can be used 
in another study on specific freshwater specie. 
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Abstract—In the present scenario, due to regulations of data 

privacy, sharing of data with other organization for research or 

any medical purpose becomes a big hindrance for different 

healthcare organizations. To preserve the privacy of patients 

seems like a crucial challenge for Healthcare Centre. Numerous 

techniques are used to preserve the privacy such as perturbation, 

anonymization, cryptography, etc. Anonymization is well known 

practical solution of this problem. A number of anonymization 

methods have been proposed by researchers. In this paper, an 

improved approach is proposed which is based on k-anonymity 

and differential privacy approaches. The purpose of proposed 

approach is to prevent the dataset from re-identification risk 

more effectively from linking attacks using generalization and 

suppression techniques. 

Keywords—Data privacy; anonymization; differential privacy; 

re-identification risk analysis; privacy preserving data publishing 

I. INTRODUCTION 

 Due to the advancements in the areas of business 
intelligence, generally organizations for instance banks, 
healthcare, health insurance are converted into ―data-driven‖ 
organizations. These organizations used to apply new 
mechanisms to analyze a high volume of data. It is the 
responsibility of the data controller to ensure the user about 
their privacy and it should be done before publishing the data 
to a third party. There is no protection of privacy in the 
original dataset. PPDP (Privacy-Preserving Data Publishing) 
offered numerous tools and mechanisms to preserve privacy. 
[1][2][3][4]. Anonymization must be done on the datasets 
before publishing to various organizations because they may 
contain personal information. It is well known that personal 
information can be gathered from these types of records and 
there are many people who assess the re-identification risk. 
European Medicines Agency (EMA) recommends an 
anonymization approach for risk analysis based on qualitative 
technique and quantitative technique [5]. 

PPDP process consists of different phases i.e. collection of 
data; providing storage for collected data; perform 
anonymization; data publishing after modification and 
perform data mining process as shown in the conceptual 
scenario of PPDP described in Fig. 1. There are some persons 
such as record owner, data holder; data publisher; data 
recipient, and adversary are involved in this process. The 

record owner is the entity of record, data holder can be person 
or organization that holds the data; data publisher is 
responsible for the publishing of anonymous data; data 
recipient is any entity that has access to published data and 
adversary is the entity whose objective is to gather user‘s 
information. At the time of the data publishing process, 
sensitive records may be leaked out. To overcome this 
problem one possible solution is to modify the dataset. There 
are many methods for modification of datasets in PPDP [6]. 
Data anonymizaton is most commonly used to achieve privacy 
protection in data publishing. Several methods have been 
proposed to handle the security issues related to datasets. In 
particular, anonymisation and differential privacy are two 
techniques that have been used for implementation practically. 
The k-anonymity used to perturb datasets by generalization 
and suppression. K-anonymity algorithm is used to preserve 
user‘s identity through linking attacks [7]. Differential privacy 
is also used to prevent privacy by furnishing individuals‘ 
personal information ability. However, instead of using k-
anonymity‘s deterministic approach to in distinguishability, 
differential privacy invokes stochastic in-distinguishability by 
adding noise or perturbing values. Both k-anonymity and Ɛ-
differential privacy suffer from a number of drawbacks. In 
particular, the curse of dimensionality of adding extra quasi 
identifiers to the k-anonymity framework results in greater 
information loss [8]. On the other hand, differential privacy 
has long been criticized for the large information loss imposed 
on records. The proposed technique in this paper shows how 
to overcome these drawbacks by combining k-anonymity and 
Ɛ-differential privacy, while simultaneously benefitting from 
their advantages. This paper presents the k-anonymity and 
differential privacy technique. Both techniques have their own 
limitations. This can be improved upon in their combination. 
To implement such a concern is focus of their paper is on re-
identification risk analysis. 

The rest of the organization of the paper is as follows: 
Section II provides the literature survey related to 
anonymization and differential privacy. Section III elaborates 
the materials and methods used in the paper. Section IV 
describes the proposed work. Section V presents the 
experimental details of proposed technique and corresponding 
results. Section VI concludes the paper. 
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Fig. 1. Privacy Preserving Data Publishing (PPDP) Process [6]. 

II. RELATED WORK 

Protection of sensitive data and extraction of useful 
information from distributed data is also a challenging task. It 
is need to preserve the privacy of the before publishing. More 
than sufficient work has been proposed and implemented in 
the field of privacy-preserving data publishing. There are 
several methods used to protect sensitive data. There are 
various privacy-enhanced mechanisms that are related to the 
preservation of privacy [9]. 

Luc Rocher et.al [10] proposed an approach based on the 
generative copula method. This approach estimated more 
accurately the probability of anyone to be rightly re-identified. 

Boris Lubarsky [11] described a method that proved to be 
successful even in the heavily incomplete dataset shared. Re- 
identification can occur due to insufficient anonymization of 
datasets or combining the datasets. Pseudonym reversal may 
also be one of the causes of re-identification risk. 

Branson, et al [12] have presented a study of testing the re- 
identification problem. They presented a study through the 
testing of how a prescribed drug can be subjected to cause of 
re-identification. 

Suman et al [13], introduced a novel technique based on 
anonymization. The proposed algorithm‘s performance was 
measured by using information loss and accuracy. In various 
experiments, proposed approach provided minimum 
information loss and maximum accuracy. 

Sumana and Hareesh [14] described various 
anonymization methods in PPDM which are used to provide 
privacy of the data. Anonymization‘s main goal is to secure 
access to personal information and is also used to provide 
accumulated information. 

Vibhor Sharma et.al [15] presented a new Evolutionary 
privacy-preserving technique in data mining. Whenever data 

mining is applied to large datasets a number of threats are 
automatically introduced to privacy. To provide protection to 
the sensitive data of individuals, data should be masked before 
it is revealed for data mining. 

Marques et.al [16] discussed a complete analysis study on 
anonymization. A number of techniques of anonymization can 
be applied to datasets to prevent re-identification risk. They 
discussed different tools such as ARX, µ-Argus, SDC Micro, 
and Privacy Analytics Eclipse. 

Manoj Kumar Gupta et.al [17] determined various 
approaches like a generalization, k-anonymity, l-diversity, 
suppression, shuffling, noise addition, etc. l-diversity is based 
on the inside group diversity of sensitive attributes. According 
to the definition of l-diversity, there must be minimum value 
for each private attribute when each group contains one 
sharing combination of key attributes. Only then the dataset 
will be considered as satisfied l-diverse. 

P Ram Mohan Rao et.al [18] introduced a novel approach 
named ―Synthesize Quasi Identifiers and apply Differential 
Privacy‖ (SQIDP) for privacy-preserving in data mining. This 
approach was applicable to text data set with 100% data 
utility. 

III. METHODS AND TECHNIQUES EXISTING 

This section highlights the existing techniques and 
algorithms that are used in proposed technique i.e. 
Anonymization and differential privacy. These techniques are 
used to preserve the privacy before publishing. 

A. Anonymization 

Anonymization is a type of modification technique used to 
preserve privacy [19]. In data anonymization, sensitive 
information is either encrypted or removed from the datasets 
in order to preserve the privacy. There are two methods of 
anonymization i.e. generalization and suppression [20]. In 
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Generalization, individual attributes are substituted with an 
extensive category. Generalization is also a method used for 
changing categorical attributes and continuous numeric 
attributes, while suppression means just removing the values 
of attributes. In this, certain values of the attributes are 
converted into an asterisk '*'. Various types of attributes are as 
[21]. 

Although these types of information may seem very 
harmless and individually may not present any harm but by 
linking them from each other, the attackers can misuse can 
also change the information. In order to hide these original 
data, there is need to hide and secure these data which may, in 
turn, present us with another challenge, information loss. 

Nowadays, it is common that some of the datasets are 
openly available for research purpose. To preserve the privacy 
of shared data, the owner of data can apply different types of 
anonymization on the datasets. Generalization, suppression, 
permutation, and perturbation are some examples of 
anonymization. Furthermore, more than one approach can be 
applied to the dataset. It proved more beneficial to protect the 
privacy of data [22]. Therefore, it is necessary to consider the 
concept of de-identification and re-identification of data. For 
this purpose, a medical data set has been used that contains the 
information of some patients. It is depicted in Table I. Here 
the name attribute is the personal identification attribute; a 
sensitive attribute is a disease. 

TABLE I. DESCRIPTION OF USER‘S ATTRIBUTES AND SOLUTION IN 

ANONYMIZATION 

Attribute 

type 
Meaning of Attribute 

Solution in 

Anonymization 

Identifying/ 

Direct 

Some attributes like name, 
mail identity, or aadhar 

number come under this 
category. These attributes 

can certainly recognize the 

person‘ personal 
information 

These attributes are 
removed in anonymization 

process. 

Quasi 

identify 

When one attribute linked 

with some other attribute 
caused the disclosure of 

privacy then those are 

called quasi identify 
attributes. For example, age 

and sex when linked to 

some other database can 
easily disclose the person‘s 

identity 

These attributes are 

suppressed or generalized 
in order to preserve the 

privacy of an individual. 

Sensitive 

These attributes are crucial 
and should not be shared. 

For example. Disease 

information, salary 

information should not be 

shared against any 
organization. 

Mostly do not change for 

data analyses. 

Non-Sensitive 

These are the attributes that 
are publishable publicly 

because these do not create 

any problem related to 
privacy. For example 

weight, hair color, height, 

etc. 

These are not collected in 

most cases. If collected, 
shared as it is.  

TABLE II. MICRO TABLE OF HEALTHCARE RECORDS (ORIGINAL) 

Name Zip  Age  Gender  Disease 

Wilson 56478 25 M  Heart Disease 

Marin  56399 27 F  Blood Cancer  

Bob  56789 43 M  Flu Holdon 

Emela 56866 34 F Heart Disease 

Peter 56300 24 M Heart Disease 

John 56708 46 M Prostate Cancer 

Boby 56427 33 M Prostate Cancer 

Table II is an example of de-identification. De-
identification is the process of altering the dataset to create an 
alternate use of the dataset so that it is impossible to recognize 
the identity. De-identification of Table II is shown in 
Table III, where the field name ―Name‖ is deleted. To provide 
privacy if the name attribute is removed, then to provide the 
privacy data can be altered and the altered data is displayed in 
Table III. 

Now the names of patients are not shown in Table III. 
However, if anyone has access to Aadhar Card Data (as shown 
in Table IV), it is very easy to discover the information 
regarding all records. It can be done by joining the two 
different tables on the common attributes. 

TABLE III. HEALTHCARE RECORDS AFTER DELETING THE NAME FIELD 

(DE-IDENTIFICATION) 

Zip code Age  Gender  Disease 

56478 25 M  Heart Disease 

56399 27 F  Blood Cancer  

56789 43 M  Flu Holdon 

56866 34 F Heart Disease 

56300 24 M Heart Disease 

56708 46 M Prostate Cancer 

56427 33 M Prostate Cancer 

These common attributes are known as quasi-identifier. By 
using the data of Table III and Table IV, an attacker can easily 
get the information that it is Bob is suffering from a disease of 
Flu Holdon. So removing the personal information will not be 
helpful for complete privacy to the data. The method of 
reversing the de-identification by connecting the identity of 
the data subject is referred to as Re-identification. 

TABLE IV. AADHAR CARD DATASET MICRO DATASET 

Proposed Name Zip  Age  Gender  

Wilson 56478 25 M  

Marin  56399 27 F  

Bob  56789 43 M  

Emela 56866 34 F 

Peter 56300 24 M 

John 56708 46 M 

Boby 56427 33 M 
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So in short it can be said that deletion of the personal 
identification data from relation will not much helpful to 
protect privacy [23]. To protect privacy first of all personal 
identification data must be removed and anonymization of the 
quasi-identifiers is also required. 

B. Differential Privacy 

Differential privacy is also a widely used privacy 
preservation method. This approach permits the analysts to 
explore necessary answers from the data repositories that 
contain sensitive information [24]. In this method, analysts are 
able to get answers from data stores having sensitive data with 
secure protection of privacy [25]. In differential privacy, a 
randomized function R provides ℇ-differential privacy 
protection for all data sets named DS1 and DS2. These 
datasets are differing on at most one data element [26]. This 
randomized function is such that: 

Pr [ R (DS1) ∈ S ] ≤ exp(ℇ) × Pr[κ(DS2) ∈ S] 

  
2(a) 

 
2(b) 

Fig. 2. (a) Process of Differential Privacy, (b) Global and Local Differential 

Privacy [16]. 

ℇ is the statistical distance, it is use to define the strength 
of privacy. A lower value of ℇ means stronger privacy [27]. 
Different steps of the differential privacy approach are shown 
in Fig. 2(a). Fig. 2(b) describes the GDP (Global Differential 
Privacy) and LDP (Local Differential Privacy). A trusted 
curator recruited in GDP. He can apply gauged noise in order 

to produce DP (Differential Privacy). The curator should make 
some practical algorithms or mechanisms that are 
inappropriate for deep learning. Here the algorithm resides on 
the server and the original data set has to be uploaded onto the 
server for training. But in the case of LDP, owners of data 
modify the data before publishing. There is no need for a 
trusted curator or any third party to preserve privacy. LDP 
guaranteed better privacy as compared to GDP. It should be 
noted that data values are not changed in DP. Here, Users 
cannot access the database directly. These inaccurate data are 
sufficient to protect privacy but so small that helpful for the 
analysts and researchers. Privacy and Utility are not mutually 
exclusive [28]. 

IV. PROPOSED TECHNIQUE 

This paper presents an enhanced privacy –preserving 
approach based on anonymization and differential techniques. 
It helps to hide information without abruptly changing the 
records. The records are k-anonymized as there are k data sets 
with the same value in each quasi field. To provide 
anonymization to the original dataset generalization is used. 
This method is always applied to the quasi attributes [29]. 
Suppression and generalization techniques are used to provide 
anonymization. The suppression method is used on quasi 
attributes in the format of same size intervals. It is done for 
uniformity in the data set. The proposed enhanced approach 
tends to solve the privacy issue related to various attacks 
Generalization is the process through which data can be 
presented in the form of clustering. The elementary objective 
of this technique used to collect the links into the cluster and 
then make a super vertex. Every vertex provides the merged 
information of the super network. Using this approach, 
identifying the local data or information is very difficult. To 
provide protection from re-identification risk, different PPDM 
(Privacy Preserving Data Mining) techniques [30] are used but 
the method of anonymity is widely used. This paper proposed 
the technique of k-anonymity and Ɛ-differential privacy. The 
proposed method anonymized the data set using a k-
anonymity algorithm with k=2 and k=5. The very step first 
step is to classify the features into sensitive, quasi, and 
identifiers features. After this, the quasi-identifiers are 
partitioned into k- quasi on which k-anonymity is applied, and 
on k- quasi, Ɛ-differential privacy is applied. After this, k-
quasi attributes are processed to provide the k-anonymity. 
After this in the next step differential privacy is applied to the 
k-quasi attributes. The inspiration to take differential privacy 
is its stochastic in-distinguishability. Now k-anonymity has 
applied, an attacker can uniquely recognize the equivalence 
class. In which any individual‘s record belongs to that k-quasi. 
With the help of Ɛ-quasi, it is ensured that the re-identification 
of records cannot occur. 

The proposed method is shown with the help of a 
flowchart in Fig. 3. It preserves from re-identification risk 
between equivalence classes. In differential privacy, every 
equivalent class is considered as a single independent class of 
an individual‘s record. In this concept, it is more important to 
know that differential privacy equivalence class is not the set 
of attributes. To prevent from re-identification risk records are 
shuffled. 

Analyst query 

Calculation of 
result 

Addition of noise 

Provide results to 
analysts 
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Fig. 3. Flow Chart of Proposed Research Method. 

The proposed work is described in Algorithm 1. 

Algorithm1: k-ADP (k- Annonymity Differential Privacy) 

Input: Original Data set DS 

Output: Anonymized data set using k-ADP 

Step1. Classify the features (attributes) into quasi, identifiers and 

sensitive  

Step2. Set k-quasi attributes  k-quasi  

Step3. Set Ɛ –quasi attribute  Ɛ- quasi  

Step4. Apply k-anonymization on k-quasi attributes. 

Step5. Apply k-ADP (k- Anonymity Differential Privacy) technique 
to each equivalence class of k- annonymised dataset  

Step6. Now merge k-anonymised records and Ɛ- Differential Privacy 

records. 

V. EXPERIMENTS AND RESULTS 

 There are numerous tools and mechanisms for privacy- 
preservation of datasets. In this paper, anonymization and 
differential privacy methods are used to provide protection 
from re-identification risk. From the UCI machine learning 
repository, Heart dataset is selected for analysis purposes. 
There are 14 attributes in heart dataset and 2602 records. Out 
of all attributes, only quasi attributes and sensitive attributes 
are considered. Here two attributes names as ‗age‘ and ‗sex‘ 
are considered as quasi attributes and class names as ‗result‘ is 
considered as a sensitive attribute. Users can directly apply the 
anonymization method to datasets by using the ARX tool. 
This tool accepts the files of .csv, .xls, and .xlsv format. Here, 
k-anonymity with k=2, k=10, and generalization method is 
selected to perform anonymization on the dataset. Differential 
privacy is applied to the anonymized dataset. The proposed 
technique is used to evaate the risk factor of the re-
identification. For this purpose, the relationship between k and 
Ɛ is evaluated. As increases the value of k, the risk is 
decreased and the risk is decreased with decreasing the value 

of Ɛ. Now, re-identification risk analysis is done on three 
datasets i.e. original dataset, anonymised dataset, and 
enhances anonymised dataset. Experimental results are shown 
using a tabular and graphical format. 

A. Effect on Re-identification Risk 

Risk related to privacy can be analyzed using ARX tool 
[31]. These risks are related to re-identification risk for the 
prosecutor, journalists and markets attacker. The risk that can 
be derived from population uniqueness is also included. The 
impact of data anonymization on the re-identification risk 
profile for the Heart disease dataset is shown in Fig. 4 and 
Fig. 5. 

Fig. 4(a) highlights risk of re-identification risk of original 
dataset at Prosecutor level. Here approximately 3.47% of the 
total number of records is at risk. The higher risk calculated 
here is 100%. It means at most all records are at risk in the 
original dataset. The Success rate is 5.912% in the case of 
original dataset. At the journalist level, higher risk calculated 
here is 100%. It means at most all records are at risk in the 
original dataset. The Success rate is 5.912% in the case of 
original dataset. It is the same as in the case of the Prosecutor 
scenario. Fig. 4(b) shows the risk of re-identification of 
annonymised datasets at the prosecutor level. The highest risk, 
in this case is 5. 08%. And the effect of the proposed 
technique is displayed in Fig. 4(c). Here in this case data is 
purely safe i.e. rate of records at risk is 0% in all scenarios. 

  
(a) 

 
(b) 

 
(c) 

Fig. 4. (a) Risk Estimation (Original Dataset), (b) Risk Estimation 

(Anonymized Dataset), (c) Risk Estimation (Enhanced Anonymized Dataset). 

UCI Repository Original 

dataset DS 

Apply K-annonimity algorithm to get 

Anonymised dataset DS’ 

Suppression 

Generalisation 

Permutation 

Swapping 

k-

anonymisati

on 

k-map 

Notice and 

L-diversity 

TCloseness, 

Differenatia

l privacy 

Apply k-annonymity and € -Differtial Privacy to get 

Enhanced Anonymised datasets DS” 
 

Re-identification 

Risk Analysis 

  

Comparison of Results 

Re-identification Risk Analysis 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

568 | P a g e  

www.ijacsa.thesai.org 

Comparative study of the risk of various attackers of the 
original dataset, anonymized data set, and enhanced 
anonymized dataset is given in Table V. Table V lists the risk 
estimation evaluated at prosecutor level, journalist level, and 
marketer level. It is depicted that the estimated risk for 
journalists is higher in the original data set i.e. 33.3% and is 
lower in enhanced anonymized data set i.e. 0.11%. It can also 
be noted that estimated Marketer and the Journalist risk are 
also lowest in enhanced anonymized data set and higher in the 
original dataset. The detail of various risks is also listed in the 
Table V. Through the experiments, it is proved that enhanced 
anonymized data is safer as compared to original data and 
anonymized data shown in the Fig. 4. The re-identification 
risk of the original dataset and anonymized dataset is 
described in Fig. 5 and Fig. 6, respectively. 

From Table V, it is stated that the highest Prosecutor risk 
is higher in the original dataset (100%), and less in enhanced 
anonymized datasets i.e. 0.11%. Estimated Journalist risk is 
higher in original dataset (33.30%) and lowers in enhanced 
anonymized dataset i.e. 0.11%. Estimated marketer risk is 
higher in original dataset (7.12%), and very less in enhanced 
anonymised datasets i.e. 0.09%. Re-identification risk 
estimated in various approaches to the number of records is 
shown in the following figures. 

TABLE V. COMPARISON OF RISK ESTIMATION 

Measure 
 Original 

dataset 

Anonymized 

dataset 

Enhanced 

Anonymized dataset 

Lowest 

Prosecutor risk 
2.12% 0.14% 0.11% 

Record at lower 

risk 
4.5% 69.56% 100% 

Average 

Prosecutor risk 
7.12% 0.18% 0.11% 

Highest 

Prosecutor risk 
100% .32% 0.11% 

Estimated 

Journalist risk 
33.3% 0.32% 0.11% 

Estimated 
Marketer risk 

7.12% 0.19% 0.09%. 

Estimated 

Prosecutor risk 
33.33% 0.32% 0.11% 

 

Fig. 5. Re-identification Risk Analysis. 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. (a) Re-identification Risk (Original Dataset), (b) Re-identification 

Risk (Anonymized Dataset), (c) Re-identification Risk (Enhanced 

Anonymized Dataset). 

In the above figures, re-identification risk distribution 
among the dataset‘s records is displayed. The calculation of 
distribution depicted on the input dataset and output dataset. 
Fig. 6(a) highlights the records with Maximum risk, records of 
with risk, and risk threshold of the data to prosecutor re-
identification risk in percentage. Fig. 6(b) depicted the 
Maximum risk, Record with risk, and the Risk Threshold of 
the anonymized dataset at Prosecutor re-identification, and in 
Fig. 6(c), it is shown that when anonymization with 
differential privacy is applied on original data set, all three 
estimations approaches to zero so, the proposed method is 
much efficient to minimize the re-identification risk. 
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VI. CONCLUSION AND FUTURE WORK 

 In the era of data sharing, protection of privacy has 
become an important matter in different organization and in a 
healthcare industry it is directly concerned with patients. This 
paper proposed an enhanced anonymized approach to preserve 
the privacy of patients‘ data. To preserve the privacy, a 
proposed technique has been implemented on the dataset 
related to the heart disease. In this paper, anonymization (K-
anonymity) and differential privacy approaches are used to 
provide privacy to the dataset. Through various experimental 
results, it is proved that an anonymized dataset achieved more 
security. The re-identification risk in a modified dataset is 
very much less as compared to the original dataset. In future, 
different classification algorithms would be applied to the 
anonymized dataset to measure the accuracy, execution time, 
kappa-static, etc. 
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Abstract—Wireless Body Sensor Network (WBSNs) are 

devices that can be ported with different detection, storage, 

computer, but also communication capabilities. Interfacing was 

beneficial whenever information was collected by many sources, 

which may lead to erroneous sensory information. During this 

paper, an information nuclear fission Ensembles technique for 

working raw healthcare information through WBSNs during 

ambient cloud computer settings as described. Monitoring data 

were collected through various instruments and combined to 

provide statistics on high movements. The simulation was 

conducted using the low-cost Internet of Things (IoT) 

surveillance system on chronic kidney disease (CKD). Biosensors 

have been used in healthcare surveillance systems to record 

health problems. Patients with CKD would benefit from the 

developed surveillance system, which will facilitate the early 

diagnosis of the predominant diseases. This merged information 

was then sent into using the Aggregation algorithm can forecast 

premature cardiac illness and CKD. These groups were housed 

within a Cloud processing context; therefore these forecasting 

calculations were distributed. Another lengthy practical 

investigation backs that system provides application, while those 

findings were encouraging, with 98 percent efficiency whenever 

the height of that tree was equivalent with 15, total amount if 

estimation methods are 40, while the overall predicting job was 

based upon 8 attributes. We compute a mean square ECG 

waveform from all available leads and use a new technique to 

measure the QT interval. We tested this algorithm using 

standard and unique ECG databases. Our real-time QT interval 

measurement algorithm was found to be stable, accurate, and 

capable of tracking changing QT values. 

Keywords—e-Health; QT interval; GPU; ECG signal; CKD; 

IoT 

I. INTRODUCTION 

In various ways, clinical wearing gadgets differ from 
overall technologies. Consumer engagement is often far very 
restricted. The volume of its CPU, information memory, & 
energy endurance is typically used to make an efficient market 
[1]. Signals analysis was emphasized for this product at the 
level which was rarely seen in overall worn computer 
technologies. Ultimately, on aspects such as confidentiality, 
dependability, governmental laws, & company's lawful 
obligation, wearing clinical systems must meet higher 
standards [2]. Researchers shall concentrate upon clinical 
wearing gadgets throughout the study. Wireless Body Sensor 

networks (WBSNs) were changing the face of medical 
technologies [3]. Worn gadgets having devices that could 
identify physiologic indicators, portals that facilitate internet 
connection, & back- and company front computers in storing, 
analyzing, & presenting data were all part of such systems [4-
6]. WBSN& smart gadget technologies aren't quite innovative. 

Such transportable monitoring gadgets can help throughout 
their treatment monitoring chronic illnesses like 
cardiovascular assaults, bronchitis, and hypertension, as much 
as enabling monitoring collecting vital facts about such 
patient's individual wearer's anatomy. Electrocardiogram, 
blood oxygenation saturation, breathing, & physical obesity 
may all be monitored pulses [7]. The clinical assist gadget was 
intended to give lengthy help to disabled people. Regarding 
individuals undergoing rehabilitative, the portable recovery 
support gadget integrates surveillance & healthcare support 
capabilities [8]. This monitoring function improved that 
child's recuperation by allowing them to escape potentially 
dangerous situations including risks. Furthermore, throughout 
recovery, this healthcare assistance gadget may assist in 
transitional limitations. 

Its portable product's detectors monitor physiologic signals 
of its physique [9]. Non-invasive, dependable, small, portable, 
changeable, & ready to integrate into a gadget are all desirable 
qualities. Its monitor's selection is dependent upon its intended 
usage [10]. When its intended purpose was the cardiac 
tracking device, its device's characteristics, like sensitivity and 
sample frequency, must be determined [11]. Next researchers 
must pick any of those detectors which best fit our needs. 

The highlights of this work are as follows: 

1) Data from various sensors is combined to provide 

higher-quality data that is fed into ensembles for heart disease 

and CKD prediction. 

2) The ensembles are placed in a fog computing 

environment, and the separate forecasters' findings were 

integrated into providing an overall cohesive outcome. 

3) Within such cloud computer context, researchers 

explore using innovative kernels randomized woodland 

towards its forecasting problem. Exponential randomized 

forests have been found to significantly outperform commonly 

used compositions throughout terms of forecasting ability. 
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II. LITERATURE SURVEY 

The portable gadget, by speaking, offers restricted energy 
& computing performance. Because of this constraint, the 
choice must be made on both types & quantities of 
information that should be collected, saved, & communicated. 
A portable healthcare equipment's primary goals were able to 
assist physicians or caretakers via delivering relevant data 
about the client's condition [12]. This would neither suggest 
that ascending sensory material must be ignored; rather, basic 
information must be modified to give better valuable facts in 
judgment [13]. As this result, researchers must examine which 
data should be sent to a physician or caretaker, as well as 
whether to analyze this to receive valuable data. Among the 
most important technology for wearing healthcare equipment 
was communications. Connectivity among sensing boards & 
back-end systems, as well as the linkage among a back-end 
scheme & its medical practitioner, are often involved [14]. 
There exists a standardization problem for considering when it 
comes to device-to-device compatibility. 

The primary purpose of such a sensing layer was acquiring 
physiologic data on this target [15]. Wireless and cable 
connections would be being used to send the information 
beyond an information layer, where they would either be 
saved or exchanged. On this applications layer, these impulses 
were examined & recreated as treated information. 
Instruments in any surveillance system were often connected 
to the destination, whether could be either a physician or the 
gadget operator [16]. Sensor's elements, a device with cameras 
pretreatment like is filtration & compression, & 
communications among both sensors & information plane are 
all included within a monitors sector [17]. The instrument 
parts were generally chosen based on the anticipated 
application. This sensor element must detect its glycemic 
levels when its doctor wishes to track a concentration of sugar 
within the patients. 

Because of many sensors the shortage of resources 
substantial computing skills, very basic pretreatment methods 
like filtration & compression were commonly included. 
Processing could make a gadget better personality & 
functional particularly while its networking connectivity was 
interrupted, however, it must be done with at least quantity of 
information deformation possible [18]. To communicate basic 
information for an information plane sensing layer, each 
sensing plane typically includes a minimum single connected 
and wirelessly communications link. Challenges upon that 
sensing plane include a sensing vehicle's lifespan & physical 
architecture, customer acceptance, confidentiality, & safety 
issues [19]. This sensing plane's key characteristics were 
immediately tied with a sensing gadget. Every sensing gadget 
must assess when long it will continue to gather its data. 
Whenever a detector is to detect movement, this must be 
triggered whenever that movement happens. When a sensor is 
required to capture ECG data, it must be operational over the 
length when duration. 

This information plane serves for a system bridging even 
though that was placed among its sensing planes & both 
applications layers. Although that sensing plane and 
applications planes deal with precise focused information, its 

information planes must avoid being too generic [20]. This 
must contain all appropriate connections that facilitate 
gathering information via many sensing units. Any program 
might be required to merge and recycle information as the 
result of a constraint. Because of its sensitivity to physical 
information, it is necessary must offer such connections 
proper protection of information accessibility [21]. Because an 
information plane has 2 routes of transferring information, one 
is sensing planes and another for the applications planes, all 
regulations on obtaining information across every platform 
must be distinct. 

Generic networking such as the internet or mobile 
networking such as GSM, UMTS, CDMA, & WiMAX is used 
to communicate between an information plane towards the 
applications planes. An applications layer, by broad, arranges 
their unique approach of presenting, viewing, & analyzing 
information across a generalized substrate like computers, 
tablets, or cellphones [22]. As a result, information 
interchange becomes a principal source of contact among 
information planes & an applications layer. Just at software 
planes, these were two types of information sharing 
methodologies: sealed information swapping & accessible 
information swapping. Holding apps often employ 
connections internet technology can transport data into 
another informational level. 

III. PROPOSED METHOD 

The echocardiogram was used to examine such electrical 
motion within the heart (ECG). This detects electronic signals 
produced from heart muscle polarization & relaxation & 
converts them to a waveform. This is another critical tool for 
cardiovascular research & diagnostics. A P waveform, a QRS 
complicated, a T tidal, and a U generate buzzing swarming up 
a normal ECG trace of a heart cycle. The P & T phases 
typically exceed this U waveform, which was typically 
undetectable. This Interphase was my attention since it has 
proven proved to be an excellent predictor of existence 
cardiovascular problems. A timing differential from 
commencement to that QRS or a conclusion with a T wave 
was used to calculate it. Signals separation was required to 
estimate the QT duration, however, that was difficult owing to 
the peculiarities of ECG constituent waveforms. A QT 
duration must be adjusted when examining QT readings across 
the period at varying cardiac rates because it fluctuates on 
cardiac speed. In generally, Bazzett's equation (1) was 
commonly employed to calculate an adjusted QT duration, 
abbreviated QTC: 

    
‖  ‖

√‖  ‖
              (1) 

wherein |RR| denotes the duration of the R-R intervals 
across its present R maximum & its preceding R high, & |QT| 
denotes the distance at that start of Q & that conclusion of T. 
To track the QTC upon a beat-by-beat basis, researchers must 
separate all calibration events for each pulse, including for its 
QRS start, T discrepancy, & R maximum. This proposed 
approach demonstrates an efficient approach that divides 
every calibration spot & computes QTC enabling heart rate 
assessment shown in Fig. 1. 
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Fig. 1. Flow Diagram Cloud-Based Health Care System. 

Researchers require a previous understanding of 
underlying structures in relevance for locating calibration sites 
given any series of data. Such was referred to as prototypes 
and they were standard structures that researchers were 
looking for. Creating the framework using numerous streams 
is proposed within this technique. Si denotes the ith individual 
sample from the i

th
 channel (j).T is a pattern that may be 

described by 

   |          |             (2) 
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 )|                 (3) 

when n denotes the number of networks employed 
throughout this study & 2h + 1 denotes the overall duration of 
a proposed system. To reduce the influence of disturbance, 
researchers use the Gaussian functional to create company 
center balanced masks. Where    be the 1D Gauss weighting 
vectors of length 2k + 1 for such ith channels. 
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))             (4) 
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The Gaussian value U can be defined as 

  |          |             (6) 

Where U1=U2=
…

=Gn. The final template T author use in 
the analysis can be defined as  

      (    )              (7) 

where, Mask (E, F) returns the elements-wise product of E 
& F. 

IV. RESULT AND DISCUSSION 

Several sources like disturbance could readily compromise 
ECG readings. This preparation stage's goal was to filter out 
interference which is not as legitimate ECG data. One of those 
most prevalent ECG data the foundations started sliding due to 
irregularities. Organization drifting & higher frequencies 
noisy artifacts could be reduced using band-pass filtration. 
Because that bulk of ECG impulses were found as in inferior 
range below 100 Hz, our proposed approach uses the band-
pass filters having cut-off wavelengths between 0.5 Hz & 100 
Hz. Another pseudo-periodic output includes an ECG pulse. 
Each pulse must be segmented to a beat-by-beat assessment. 
This QRS Sequence was the most prominent output of every 
ECG rhythm. It might serve as a useful divider between 
neighboring rhythms. Each calibration position must be 
determined among both earlier & later R spikes, & its R-R 
separation must be calculated using Bazzett's algorithm to 
determine an adjusted QT period. Because of that, every QT 
research requires locating the QRS complicated. 

Researchers currently know the location of every 
calibration site, its commencement of such QRS, & its 
dispersion of T waves. Such structures were depicted within 
these designs, which might clarify those fiducially locations in 
the middle of all those frameworks. Our proposed approach 
identifies its most matched site regarding the provided pattern 
during a detecting stage. This was just a single matched spot 
in such a beating data that was a signal across successive R 
spikes, according to a property in this ECG sensor. During 
heart rate assessment, our proposed approach uses the 
outcome of a high point sensing phase as just a beating 
divider. Where R = {r1, r2,...,rn} represent a maximum 
identification result. When addressing any boundaries within 
the proposed approach, the enlarged signals would be being 
used up towards the duration of such a specified template. 
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       (8) 

  |          |             (9) 

Whereas n specifies this same number many channels will 
get studied and w indicates its pattern length. 

To get that greatest fitting place when matched to the 
particular pattern, researchers must evaluate the overall 
closeness of every place towards the supplied framework. The 
approach uses a Pearson correlations value, which is described 
as the measure of the closeness among such signals & the 
particular framework shown in Fig. 2. 
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          (10) 

That slicing signals Bs for such a specific position k, that 
is the identical lengths as any templates, may be described by 

     |  ( )   (   )     (     )|
         (11) 

   |                |           (12) 

when, w is that width for a specified pattern & n denotes 
the number of streams under consideration. Every one of those 
indicators would be explored by computing Pearson terms of 
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interaction using company particular templates following 
component sequential multiplying using the Gaussian 
masking, as specified by Eq. (11). 

A. Decision Rule 

Researchers must explore those locations which match all 
requirements connected towards the features to validate the 
overall authenticity of a sought fiducial location. Researchers 
currently get knowledge upon that broad-spectrum between 
periods based upon its limits on the individual signals. These 
next checks are used in this technique to demonstrate the 
integrity of a supplied collection in Equation (13). 

   
  |           (   )     ( )|         (13) 

Researchers could derive ith adjusted QT intervals from 
one pair of QTic. 

Several people have a heartbeat with fewer than 220 beats 
per minute. The usual limit of an adult's heartbeats is 60 - 100 
beats per minute. Youth individuals, on the other hand, had 
quicker heartbeats than elders. A spectrum in adult heartbeats 
is depicted on this page. Our proposed method limits your 
pulse rhythm spectrum between 40-200 beats per minute. The 
offset must be found before Qset for a one beats output. This 
proposed approach excludes all items submitted in evaluation 
if a condition was never satisfied with this provided data. 
Several studies had attempted to demonstrate a rectified QT 
interval's potential length. This spectrum must remain around 
0.3 & 0.6, according to experiments. For being proven like a 
legitimate database, any submitted information source should 
likewise fulfill these conditions. 

 

Fig. 2. The Proposed Subsystem Approach. 

B. Testing 

Researchers provide my method for implementing the 
recommended method. This architecture for the technology is 
depicted in Fig. 3. This technology was divided into two 
sections: service and user. Because this was an internet 
program, its user sides were built up using web interactions 
that communicate through HTTP. 

A Global Standards of Healthcare Photos & Associated 
Data was Computerized Imagery & Telecommunications for 
Health. This specifies codecs of healthcare pictures X-rays, 
CT examinations, mammograms, and geomagnetic receptor 
tomography are among examples (MRI) that may be shared 
while maintaining all information & clarity required for 
therapeutic application. Frequency information, inspired are 
electrocardiographic & circulatory information, could be 
altered within the DICOM standard, as per the DICOM 
supplemental. The DICOM translator was the data center 
application. Researchers implement business DICOM 
standards on my program to allow customers can manipulate 
electrocardiographic data for sources towards a computer 
while maintaining compliance using records of commonly 
employed recording equipment. 

 

Fig. 3. Design of the Webserver of QT Research. 
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As per Fig. 2, this information was prepared as DICOM on 
the user end and later communicated towards the service end 
via GUI. Because JSON via HTTP was straightforward & 
quick to deploy, researchers utilize this as an information 
exchange mechanism. All transferred information was 
converted into amounts only at the DICOM decoder via 
interpreting information supplied within the DICOM standard. 
That digitized output may be used as an output for the 
proposed method in 5.2, which was performed within the 
research engines' service element. Some findings of an 
operation were removed towards such internet host, which 
converts these into JSON-formatted information & sends this 
to a user. Researchers used python 2.7 & the Tornadoes 
internet browser here on the service end, &angularjs& 
HTML5 just on the consumer edge. 

Upon that consumer end, we'll have to create multiple 
graphical customer interface webpages to interact with a 
customer & view inputs & process information. 

 

Fig. 4. Selecting of Fiducially Elements in Creating Patterns there in GUI. 

 

Fig. 5. Initializing the Attributes. 

This GUI interface for selecting fiducial locations is shown 
in Fig. 4. These equations of QRS start & T Distortion of the 
surges were dynamically developed thanks to customer input 
here on location. Researchers must establish starting settings 
as shown in Fig. 5 following constructing algorithms of 
looking to every fiducial location. These R spikes are found 
using individual streams using a proposed technique. As a 
result, consumers can select so that channels are covered for 
peak monitoring. An additional variable, thresholds, was a 
minimal number that must be fulfilled for modeling & 
indicators can remain comparable. When the overall crossing 
metric rating for relationships of the potential fiducial spots is 
lower over a criterion, the proposed method excludes them 
within the evaluation. A quantity of more bits of such QT 
measurement results was likewise determined. QT assessment 
outcome would be shown on your GUI as a histogram-like 
dispersion. 

 

Fig. 6. Image of an ECG in the Typical ECG Style. 

 

Fig. 7. Using the Caliper Tool to measure the duration of Heart Disease. 
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Its user interface additionally includes functionalities that 
resemble a conventional style in aiding physicians in their 
analysis. Fig. 6 shows how the information was displayed in a 
real-world sheet style. Caliper capability is incorporated on a 
GUI webpage to give a straightforward technique of 
measuring periods to manually evaluate through physicians. 
Another purple arrow from Fig. 7 and 8 represents the 
separation measurements findings from two separate places 
over each transmission for CKD and heart disease. 

 

Fig. 8. Using the Caliper Tool to measure duration CKD. 

V. CONCLUSION 

The QT interval was a crucial statistic that may be used as 
a reliable indicator for cardiac illness. However, owing to the 
characteristics of ECG transmitter constituent waveforms, its 
nature of assessments, its absence of standards, & its huge 
quantity of information, this was difficult to evaluate 
autonomously. During beat-by-beat QT assessment, 
researchers proposed a novel method. Researchers also used 
the proposed technique to create an internet solution for QT 
assessment. In addition, the software included several 
essential features for instructions and automated QT 
evaluation. Researchers used the DICOM recorded standard to 
ensure interoperability that using existing recording 
equipment. To determine the heart rate, the attenuated ECG 
signals were analyzed for CKD and heart disease through Q 
wave spectral analysis. The displayed heart rate was well 
below the heart rate range of 79–82 beats per minute (bpm). 
The Q wave found was also similar to those of the QT 
algorithm. The filter ECG contained no noise or abnormalities 
in muscle motion, respiratory variability, or baseline 
wandering, and was within the expected peak amplitude range. 
There is no noise in the Q waveform detected; therefore the 
heart rate is correctly detected. T-wave has been filtered from 
0.05 to 0.07 mV as expected. The heart rate of the analyzed 
signal ranges between 79 and 82 BPM. Consequently, the 
validity of the algorithm used to build simulation blocks for 
cardiac surveillance has been proven. 
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Abstract—This research was purposed to test the effectiveness 

of learning the Japanese language through a video game. the 

video game is built for Personal Computer (PC) users to provide 

Japanese Language education through video games for teens and 

adults. The research methods used include literature studies of 

various books, journals, websites, and theories that can support 

the writing as well as defining the questions for questionnaires to 

collect useful data. The development of game application 

methodology used is Game-Based Learning with Enhanced 

Learning Experience and Knowledge Transfer (ELEKTRA) 

methodology, which consists of in-depth analysis of the target 

audience and learning materials. The effectiveness of video 

games are evaluated using pre-test and post-test methods. From 

this researches can be seen that video games are effective to 

increase the users’ knowledge of the Japanese language. also, a 

video game has the capability to increase the user’s interest in 

learning Japanese because of the visual form of the learning 

process that leads the user to stay engaged with the learning 

process. 

Keywords—Video games; ELEKTRA; games-based learning; 

Japanese; JLPT N5 

I. INTRODUCTION 

From the previous research [1], [2], in 2018, Japan was the 
second most popular country for continuing education in the 
world after the UK. Even now, Japan is still in second place 
[1]. With so many students wanting to continue their 
education in Japan. In fact, that most Japanese people don't 
want to use a language other than the Japanese language. 
Hence, knowledge of the Japanese language is very important. 
From 100 students studying in Japan, 81% say that Japanese is 
difficult to understand [2]. 

To test fluency in Japanese, we need to take the Japanese 
Language Proficiency Test (JLPT). According to Haristiani & 
Firmansyah, JLPT is a well-known form of Japanese language 
proficiency test, or in Japanese, it is called Noryoku Shiken 
[3]. Noryoku Shiken has a Scale from level N5, which is the 
most basic level, to N1, which is the highest level. From all 
the tests carried out, Kanji is the most difficult test because 
Kanji should be integrated into the sentences in the exam, so 
mastering Kanji is mandatory. 

Based on the sample vacancies from Tomodachi-Indo, the 
JLPT certificate is used as a condition for employment, and 
vacancies are also available in Indonesia. By understanding 
Japanese in depth, someone who has a certificate of Japanese 
language proficiency at the N1 level can get a salary of around 

20 million. while for JLPT N2 certificate holders can get a 
salary of around 10 million, and even N3 and N4 can get 
vacancies if they can speak Japanese fluently [4]. 

In Indonesia, the biggest problems in Japanese language 
education according to Mayantara in 2012 were “Inadequate 
facilities/equipment” (57.1%), “Lack of information on 
teaching methods” (51.9%), “Lack of teaching materials” 
(44.4%), and “Lack of information about Japanese culture and 
society (39.1%). This causes the problem of lack of intention 
to learn (33.1%) [5]. 

Therefore, the creation of a new and fun learning model 
should be made to increase knowledge of the Japanese 
language. Usually, the learning model used to learn Japanese 
is in the form of a textbook. However, often the language 
conveyed is difficult to understand and tends to be 
monotonous. But by using multimedia elements, students will 
be "tricked" by the effects provided such as graphics, 
animations and unconsciously also learn Japanese. 

Currently, there are many approaches to learning through 
video games. based on research conducted by A. Alamri [6] 
Learning through video games has advantages including: 

1) Increase motivation in learning. 

2) Learning through video games is a safe learning model 

because students do not need to do outdoor activities but still 

have the same opportunity to apply their knowledge without 

wasting time and money. 

3) Learning through video games is a technology that can 

be accessed anywhere and is friendly to students with 

disabilities. 

For these reasons, a special video game for learning 
Japanese was made using the ELEKTRA methodology [7], 
ELEKTRA is a special method for game-based learning that 
contributes to the need for a multimedia-based Japanese 
learning methodology. This video game is made with 
standards and target abilities ranging from Hiragana, 
Katakana, to basic Kanji which are likely to appear in JLPT 
N5, for students who want to continue their education in Japan 
or just learn Japanese. 

In the end, the study will measure the effectiveness of 
learning Japanese using video games with pre-test and post-
test methods to be able to see an increase in someone's 
knowledge in learning Japanese. 
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II. RELATED RESEARCH 

A. Japanese Language 

The Japanese language is the national language used in 
Japan. There are three writing systems in the Japanese writing 
system, namely: Kana, Kanji and Romaji [8]. Kana is one of 
the Japanese syllabaries which is a phonetic symbol of 
Chinese characters and in the early ninth century was used by 
Japanese people to read Chinese characters [9], [10] and is 
divided into two models, namely, hiragana and katakana. Here 
hiragana is usually used for grammar instructions while 
katakana is usually used for words in a foreign language, 
Fig. 1. 

Meanwhile, kanji are Japanese characters that are 
ideographic symbols derived from Chinese characters [11], 
[12] which indicate traditional nouns, adjectives, and verbs. 
Another Japanese writing system is Romaji. Romaji writing is 
currently extending not only for stylistic purposes but also to 
help people who do not speak Japanese to be able to imitate 
Japanese sounds. 

Being able to memorize hiragana, katakana, and kanji 
characters is a must to be able to understand the Japanese 
Language because Japanese letters have a different model than 
the general alphabet [13]. So many researchers are trying to 
compare various ways so that someone can learn Japanese 
better and faster [1]. 

B. Typing Game 

Since the presence of pong as a computerized table tennis 
game in 1972, the game industry has continued to develop into 
a very large entertainment business. Currently, video games 
continue to grow and are divided into many categories such as 
puzzles, strategy, simulations, RPGs, sports, etc. [14]. This is 
supported by a shift in the benefits of games which are not 
only entertaining but are also widely used as learning media 
[6]. 

In language learning, people often feel stressed, and it is 
very difficult to learn, especially when they have to practice 
the language in the real world. By utilizing this game it can 
reduce the pressure for someone while studying [14]. In 
addition, games can form a learner-centered environment [15]. 
With the right design and the right implementation process, 
games can increase motivation in learning, especially 
language learning which will form closer engagement if you 
play more often and engage in communication. 

 

Fig. 1. Kana Development Chart [9]. 

Among the many types of games, typing games are the 
type of games that are very suitable for language learning. 
Where typing games can improve one's ability in typing can 
also train one's ability to spell and train the sentence structure 
(grammar) of a language of course in a more fun way [14]. 
Because of the benefits of typing games for language learning, 
now many typing games are available to learn various types of 
languages such as word games for folk play learning [16] and 
the kana no shensi for learning Japanese hiragana and 
katakana letters [17]. 

C. Motivation Through Game 

Video games give rise to many types of motivation, 
starting from the desire to compete, fantasy, excitement, 
relaxation and others. This is not necessarily obtainable in 
traditional learning methods [18]. Because video games can 
evoke strong emotional feelings and provide a sense of 
satisfaction in the learning process [19]. If someone who is 
learning feels a pleasant experience while learning, then this 
will make that person motivated to continue learning [6]. 

Game-Based Learning Approach is highly recommended 
as a learning method because of its potential to practice 
decision-making skills and is suitable for use in various study 
areas [20], [21]. 

One of the studies conducted by Monter M et al. where he 
tested the process of learning English for students who used 
Arabic as their daily language. In his research he found that 
the use of video game in English class made students happier 
and some of the students continued the games in their spare 
time at home. Even further, in this research he suggested 
making the use of game applications as part of the curriculum 
and using the application. used throughout the semester to see 
the full potential of the use of game applications in the 
learning process [22]. 

III. RESEARCH METHODS 

The research method used is Game-Based Learning. 
According to Linek et al. Game-Based Learning is 
edutainment that utilizes the motivational and immersive 
aspects of video games in an educational context. The 
available methodology for Game-Based Learning is in the 
form of Enhanced Learning Experience and Knowledge 
Transfer (ELEKTRA) [7]. ELEKTRA has eight phases to 
ensure a clear workflow, which is shown in Fig. 2. 

1) Phase 1: Identify instructional goals: At this stage, a 

search and analysis of the problem are carried out, and then 

the solution is sought by designing the targets and objectives 

of the learning video game. In the first phase, the target 

audience and how the game is implemented is determined as 

the next design determination. The target audience is then 

determined in phase 3. Requirement Analysis from Black Box 

Testing is also held in this phase. 

2) Phase 2: Instructional analysis: In this phase, the team 

collects data that provides a solution to achieve the goals that 

have been determined from Phase 1. In the case of learning 

video games, this can be done by researching learning 
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materials, then, how to implement these learning materials as 

games. 

3) Phase 3: Analyze learners and context of learning: In 

this phase, the focus is given to the analysis of the players 

themselves. The target audience was analyzed through a 

questionnaire survey. The results of the survey and 

questionnaire are used in this phase as a determination of entry 

skills for various levels in this game. For players, the entry 

skills for this game are as follows in brief: 

 Hiragana: Understand how to write Hiragana 

 Katakana: Understand how to write Katakana 

 N5 Kanji: Understand how to write Hiragana and learn 
Kanji from outside sources. 

Here also uses a questionnaire to determine the wishes of 
the players, and the results of the questionnaire are used as 
material for discussion in this phase. 

 

Fig. 2. ELEKTRA. 

4) Phase 4: Write performance objectives and the overall 

structure of the game: From the results of Phase 3 and its 

entry-level, this information is used to determine the desired 

performance goals for players. After the entry level and 

performance targets are determined, then the problems and 

solutions are formulated. The overall structure of the game is 

formally explained using Storyboarding. Design 

Specifications are also determined in this phase to provide 

clear objectives to the programmer. 

5) Phase 5: Learning game design: After finishing 

designing targets based on the results of the previous stages, 

the design of the game begins with Game Design Document, 

display design, game performance design, and test design. 

This stage is also the first stage of the research practicum from 

the previous stages, and over time, features that are not 

feasible or cannot be implemented are discarded, or added to 

create the most appropriate User Experience for the target 

audience. The way this game works is as follows: 

 Players start at the Main Menu and can choose the type 
of Japanese writing, namely Hiragana, Katakana, and 
JLPT N5. 

 After selecting a level, Letters/words will appear on the 
screen, then the player is expected to type the spelling 
before the letters/words fall to the bottom, taking one 
of the player's three lives. 

 The game ends when lives reach empty. Then, the 
player can choose to restart again or return to the home 
screen. 

6) Phase 6: Production and Development: After the 

design process has been completed, the programming of this 

game begins using the C# language in Unity. At this stage, 

everything that has been learned from the previous stage is 

used to design a game according to the design and especially 

the targets that have been determined from the first stage. 

This phase also includes the testing phase. That is 
internally and externally. Internal testing or referred to as the 
alpha version is carried out internally to test every part of the 
game to look for bugs that can appear while playing, find the 
root of the problem, and fix the game using Black Box Testing 
theory. 

After the game has been cleaned of as many bugs and 
features as possible are added and removed through game 
design changes (phase 5), the game is entered into the 
External testing section, or known as the beta version, where 
the game is given to questionnaire participants and managed 
through a pre-test and post-test. Constraints found from the 
External testing phase can be managed and updated to a newer 
beta version. 

The process will continue to return to phase 5 every time 
there is an update until no more changes need to be made. If 
no changes are needed, the development process continues to 
phase 7. 
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7) Phase 7: Evaluation of learning: Evaluation of the 

learning process is carried out by using the results of the post-

test of the questionnaire participants as evidence and results of 

the game design that has been made, and then determining 

whether the game has achieved the desired target. 

8) Phase 8: Revise instruction: The revision of the 

Evaluation results is used as a guide for features that should be 

added, changes that need to be made before the game is finally 

ready to be released and used as determined from Phase 1. 

IV. RESULT AND ANALYSIS 

Fig. 3 to 10 are the results of Japanese language video 
game-based learning called "Typing Japan". This video game 
will run on a PC/Desktop with a minimum operating system of 
Windows 7 SP1+, macOS10.12+ or Ubuntu 16.04+, and must-
have graphics capabilities to run DirectX 10. 

This video game is divided into two main menus in this 
game, which are as follows: 

1) Writing Style, wherein this menu the user will 

determine the type of word to be played. In this case, there are 

3 types of word choices, namely: Hiragana, katakana, and N5 

Kanji. and in the process of selecting the type of word to be 

played, the user will also be given the option to choose the 

level they want to learn, for example on the Hiragana menu 

there will be options for Syllables I, Syllables II, Dakuten, 

Yoon, All Syllables, and Full Set. 

2) The game itself: The way to play this game application 

is by typing the spelling of the letter from the letters that fall 

before touching the bottom of the screen. When the player 

starts writing from the letter, the letter changes color to red. 

When the player finishes writing the letter, the letter turns 

green and disappears. In this game, the player is initially given 

three lives. When the letter hits the bottom of the screen, the 

player's life will be reduced by one. The game ends when the 

player has run out of lives. Click the back button to return to 

the Writing Style Mode menu. 

This game application was evaluated to 30 respondents 
who wanted to learn Japanese with several methods: 

1) Obtaining feedback from the target user through a 

questionnaire to determine how effectively the game “Typing 

Japan” helps increase insight by collecting comparative data 

from the pre-play and post-play Questionnaire. Collect the 

requirements needed by the user to be implemented into game 

applications. 

2) The Alpha Testing process uses the Black Box Testing 

methodology to check if the video game works well. 

3) Getting feedback from Open Beta players will help 

evaluate the game from the player's perspective to maximize 

Game Experience (GX) when the game is released and 

published to the public. 

At the testing stage, pretest and posttest were carried out to 
determine the increase in knowledge after using the 
application, so that an increase in the ability of 27 of 30 users 
is obtained. 

 

Fig. 3. Main Menu. 

 

Fig. 4. Writing Style Mode. 

 

Fig. 5. How to Play. 

 

Fig. 6. Hiragana Menu. 
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Fig. 7. Katakana Menu. 

 

Fig. 8. N5 Kanji Menu. 

 

Fig. 9. Gameplay. 

 

Fig. 10. Game Over. 

Besides that, the use of video games can increase a 
person's interest in continuing to learn Japanese. 23 out of 30 
users stated that they are very happy and interested in 
continuing to learn. While 7 other users stated that they were 
quite happy with the learning process through video games. 

In addition to conducting user satisfaction questionnaires, 
Alpha Testing was also carried out. The entire Alpha Testing 
process is carried out internally with the Black Box Testing 
methodology. Black-box testing is testing done without 
knowing the source code of the project. Based on the test 
results, all functions of the application can run well and can be 
accepted by the user. 

In terms of appearance and experience in playing, based on 
the results of the post-playing questionnaire, it is stated that 
the game still needs a lot of improvement. This can be in the 
form of sound effects, music, feedback when writing a 
letter/word incorrectly, as well as other feedback such as 
scoring, grading, and sense of progress. All of this requires 
more experience in database programming. In addition, the UI 
on the Main Menu and Gameplay has been stated quite clearly 
and the gameplay can be stated smoothly. 

V. DISCUSSION AND CONCLUSION 

Everyone has different abilities. There are people who can 
quickly understand something with just one look, while there 
are people who have to study hard to understand something. In 
terms of language learning, the intensity of a person to keep 
practicing foreign language skills will greatly affect a person's 
learning speed. The more often a person trains his abilities, the 
more a person's ability to speak a foreign language will 
increase. 

The existence of video games can be a method of training 
language skills that attract users' interest and support users to 
practice their language skills on an ongoing basis because the 
display is much more attractive than a textbook can also be 
accessed when outside the classroom. 

This learning process will be even more interesting if it is 
supported by good audiovisuals and sound effects. It will be 
even more interesting if the video games are supported by 
technology that utilizes the internet such as multiplayer, 
leaderboard, etc. [23]. These things can speed up the learning 
process by taking advantage of the competitiveness and 
resilience of the user. 
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Abstract—This paper presents a new design of an 

Augmentative and Alternative Communication (AAC) systems 

for conveying delicate feelings or emotions of aphasia individuals, 

which is based on Fuzzy-set theory. Fuzzy-set theory is crucial in 

addressing the ambiguity of linguistic terms used and judgments 

made by aphasia individuals. Due to the communication 

difficulties of aphasia individuals, their insights were assigned in 

triangular fuzzy membership functions during the design process 

of AAC systems. In the proposed design of AAC systems, the 

delicate feelings or emotions were expressed as a scale, and 

candidate(s) of delicate feelings or emotions were shown based on 

their specified position. If the candidate(s) cannot properly 

convey the desired delicate feelings or emotions, then the 

corresponding fuzzy membership function can be realized by 

controlling its position. The proposed method has the advantage 

of being able to be conveyed the exact want and needs of delicate 

feelings or emotions during communication. Experimental result 

shows that conveying delicate feelings or emotions of the aphasia 

individual could be improved by 50 percent using the proposed 

design of AAC systems. 

Keywords—Aphasia; augmentative and alternative 

communication; human factors; fuzzy-set theory 

I. INTRODUCTION 

Aphasia is a speech and language impairment, caused by 
acquired brain damage [1]. A stroke is the most common cause 
of aphasia. It also caused by other types of acquired brain 
injuries include traumatic brain injuries, brain tumors, and 
anoxia. The incidence of aphasia after stroke is about 20% to 
38% in the acute phase [2][3]. Moreover, brain damage often 
causes hemiparesis, which is a weakness or inability to move 
on one side of the body. Basically, right-sided hemiparesis 
involves injury to the left side of the brain, which controls 
language and speaking. People with this type of hemiparesis 
may have trouble speaking and/or understanding what people 
are saying. 

Depending on the specific locations of brain damage, the 
severity and pattern of aphasic symptoms vary from person to 
person. Broca‟s type aphasia is called non-fluent aphasia. They 
have difficulty in speaking. Wernicke‟s type aphasia is called 
fluent aphasia. They have difficulty in understanding. 
However, speech-language therapist (SLT) supports aphasia 
individuals to perform their daily activities. 

Aphasia affects individuals‟ ability to speak, to understand 
speech, to read and to write. These language difficulties 
seriously hamper their daily communications [4]. It is noted 
that other disabilities caused by brain damage such as motor 
speech disorder (e.g., dysarthria, dysphonia or apraxia of 
speech) affect intellectual capabilities. People with these 
disabilities have no difficulties in finding the words they wish 
to say, and they report no difficulties with reading, writing, or 
auditory comprehension. On the other hand, aphasia 
individuals cannot communicate properly by their own words 
because their brain areas are restricted to process primarily 
speech and language, but their intelligence is intact. Thus, 
communication barriers often stigmatized disabled people and 
can further exacerbate the difficulties in quality of life (QOL) 
[1]. Consequently, aphasia individuals live at home with their 
families after they leave the hospital. During this time, a 
speech-language therapist (SLT) supports the aphasia 
individuals to improve their communication. SLT supports 
aphasia individuals based on the diverse symptoms such as 
non-fluent, fluent, mild, moderate, severe, unable to read, 
unable to write or unable to understand. SLT supports them in 
various ways of alternative communication such as memo 
writing, using picture boards, picture cards or gestures, which 
are examples of AAC systems. Although these types of support 
of SLT through rehabilitation improve the communication 
skills of aphasia individuals, they still cannot convey their 
delicate feelings or emotions to others by the current AAC 
systems. 

Basically, AAC systems include pictures and symbols, 
which use electronic devices to adapt voice output 
communication aids, methods, and techniques [4]. In this 
regard, several computer applications and many portable 
devices are available for such communication support. As a 
result, AAC system is now widely used on available mobile 
devices, tablets, and PCs. [5]. For example, Proloquo2Go is a 
common AAC system based on a folder structure, each 
displaying a box with images and symbols, or providing a text 
typing input box [6]. A selected symbol can be spoken with 
natural sounds or via a machine voice. The main problem of 
the existing AAC systems is the difficulty expressing the exact 
wants or needs by the aphasia individuals with their delicate 
feelings or emotions. The reason is that the design process of 
popular design approaches cannot include the insights of 
aphasia individuals in the AAC systems because of their 
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communication difficulties. To solve this problem, Fuzzy-set 
theory can support the design of the AAC systems to include 
the insights of aphasia individuals to convey their delicate 
feelings or emotions. 

The popular design approaches to design AAC systems for 
disabled people are Barrier-free Design, Universal Design, 
Design for All or Inclusive Design. Barrier-free Design is 
specially introduced to remove architectural obstacles for 
disabled people [7][8]. On the other hand, Universal Design 
and Design for All look for a design solution that can support 
everyone including people with disabilities [9][10]. However, 
Universal Design is insufficient to cover everyone‟s needs. 
First, designers acquire needs of product or environment from 
different user groups including those with disabilities. Then 
designers identify common needs that can support all user 
groups. Designers think that design solutions are enough to 
fulfill these common needs. Finally, designers complete a 
design with these common needs. As a result, disabled users‟ 
needs are partially included in the common needs of Universal 
Design solutions. Nevertheless, these common needs are not 
sufficient to fulfill disabled users‟ needs. Thus, disabled users 
cannot use the design solutions. It is noted that these disabled 
users are extreme users because they represent the extreme end 
of the usability spectrum and are most affected by poor design 
solutions as shown in Fig. 1. Extreme users may have 
exaggerated needs, thought or behavior compared to the typical 
users. In addition, extreme users can offer unique insights 
about the products and inspire a different way of thinking about 
current and future users. For this reason, Universal Design 
seems impractical and ineffective for extreme users with 
common views of the design [11]. 

On the other hand, Inclusive Design is an approach of 
designing with extreme users to find different ways for the 
access of products or environments. In Inclusive Design, 
insights of extreme users‟ need to be included in the products 
or environments. Therefore, this study used inclusive design to 
include the insights of aphasia individuals in the AAC systems. 
However, the insights of an aphasia individuals are not 
included properly in the AAC systems at the design process of 
Inclusive Design. Here, insights of aphasia individuals are 
delicate feelings or emotions. Although an aphasia individual 
can identify wants and needs from their experiences, they 
cannot express them to the designer. As a result, their exact 
wants and needs are not met by existing design. Only the 
aphasia individual can give insights into different ways of 
participation to access the AAC systems but other people like 
designer, SLT or proxies cannot include an aphasia 
individual‟s insights. Consequently, design cannot cover the 
expectation of aphasia individuals to access the AAC systems 
in different ways. Therefore, design process of AAC systems 
needs support to improve communication skills of aphasia 
individuals. To address the above-mentioned issues, this study 
used Fuzzy-set theory to support the design process of AAC 
systems for aphasia individuals regardless of their 
communication difficulties. In other words, Fuzzy-set theory 
includes the delicate feelings or emotions of aphasia 
individuals to support the design of AAC systems. 

 

Fig. 1. Usability Spectrum of Product or Environments. 

II. RELATED WORK 

The majority of previous studies used User-centered 
Design (UCD) or Participatory Design (PD) approaches to 
design an AAC systems [12][13][14]. Most UCD and PD 
methods make fundamental assumptions about the 
communication skills of those who will participate. They are 
founded on the premise that participants will have the requisite 
skills, for example, to communicate orally, to understand and 
produce written text, to comply with instructions. Those who 
do not have these skills cannot readily participate. Therefore, 
these AAC systems cannot fulfill the needs of aphasia 
individuals. 

Several AAC systems have been developed using HCD or 
PD to assist people with aphasia, but a small number of AAC 
systems have been designed to assist communication for 
people with aphasia. Mahmud et al. implemented an email tool 
for language impairments using UCD approach [15]. Their tool 
was developed for sending email where other tasks cannot be 
performed. Thus, this tool is insufficient to assist other task for 
daily activities of diverse disabled users. Those that have used 
a PD approach to design have mostly used proxies. In other 
words, either SLT played the roles of the aphasic participant or 
the caregivers of aphasic participants provided feedback. For 
example, SLT played as proxies for aphasia users in the 
development of PhotoTalk [16], an application that allows 
people with aphasia to capture and manage digital photographs 
to support face-to-face communication. Thus, designers were 
able to specify only few real user requirements for diverse 
aphasia individuals. Koppenol et al. similarly designed an 
application that uses photographs to support communication 
and used SLT as proxies [17]. Kane et al. design a context-
aware communication tool for improving interpersonal 
communication for people with aphasia [18]. They used PD at 
the design process, but they considered only two context such 
as current location and conversation partner. Hossain et al. also 
designed a context-aware communication tool to assist people 
with aphasia for improving their communication skills [19]. 
They used context history to get suggestion during 
communication. In the above-mentioned AAC systems, either 
the SLT played the roles of aphasic participants or the 
caregivers of them provided feedback to the designers. As a 
result, the design of AAC systems can partially fulfill the needs 
of aphasia individuals because they are implemented based on 
the common needs. Thus, many aphasia individuals still cannot 
covey their exact needs and wants with their delicate feelings 
or emotions using the existing AAC systems. The reason is that 
the insights of aphasia individuals did not consider at design 
process. In other words, aphasia individuals can only provide 
their insights in Fuzzy form which are not included by 
designers or SLT. For this reason, Fuzzy-set theory is crucial to 

Low end users

Mainstream
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collect the insights of aphasia individuals from the real 
participants in the design of AAC systems. Therefore, the 
objective of this paper is to design an AAC system with the 
support of Fuzzy-set theory. 

III. METHODS 

The overall design process of AAC systems is shown in 
Fig. 2. The process starts from the identification of interaction 
problems of old design. Then the design solution is 
implemented using the insights of aphasia individuals for 
conveying delicate feelings or emotions. Finally, the design 
solution is evaluated by aphasia individuals. 

 

Fig. 2. The Design Process for AAC Systems for Aphasia Individuals. 

A. Identification of Interaction Problems for Conveying 

Delicate Feelings or Emotions 

The identification of interaction problems is completed by 
aphasia individuals as extreme users through a survey 
questionnaire. The survey questionnaire is offered to the 
aphasia individuals about delicate feelings or emotions. We 
would like to ask about 1) How much important is it to convey 
delicate feelings to others in order to actively participate in 
society? 2) How much can they convey their delicate feelings 
to others? and 3) How much can they understand the feelings 
of others? The interaction problems are identified based on the 
responses of each aphasia individual. 

B. Redesign for Conveying Delicate Feelings or Emotions 

The purpose of design is to include the insights of aphasia 
individuals for sufficient communication. In this study, the 
insights of aphasia individuals are delicate feelings or 
emotions. Aphasia individuals have difficulties to express their 
own thoughts verbally. Due to their difficulties, the delicate 
feelings or emotions are specified in fuzzy membership 
functions. Basically, they indicate delicate feelings or emotions 
on the scale of survey questionnaire during redesign. Their 
indicated positions for delicate feelings or emotions are not 
appropriate. Thus, a small amount of distance ∆x needs to be 
managed so that fuzzy membership functions fit more based on 
their situations. 

Aphasia individuals can convey their delicate feelings or 
emotions by pointing to a scale instead of their own voice. 
Basically, the scale represents the in-between situations (e.g. 
physical conditions, tiredness, etc.) of aphasia individuals. 
Thus, the delicate feelings or emotions were expressed after the 

redesign as a scale, and candidate(s) of them were shown based 
on his/her specified position as shown in Fig. 3. If the 
candidate(s) cannot properly convey their delicate feelings or 
emotions, then the corresponding function can be realized by 
controlling its position from x to (x+∆x) or (x-∆x) to adjust 
his/her delicate feelings or emotions. 

  ̃    
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To allocate the fuzzy membership functions for 
corresponding delicate feelings or emotions, they provide their 
insights during design as shown in Fig. 3. The membership 
functions of these fuzzy sets are denoted by equation (1), 
where (α, β, γ) denote the left-hand number, middle number, 
and right-hand number of each candidate of delicate feelings or 
emotions, respectively. For example, the triangular fuzzy 
number for „very bad‟ can be represented by 0, 1, 1.5 as shown 
in Fig. 3. The triangular fuzzy membership numbers for 
delicate feelings or emotions are shown in Table I. The order 
of candidate(s) will be displayed according to the maximum 
possibility value of each candidate. The overall procedure for 
conveying delicate feelings or emotions based on the pointed 
location of aphasia individuals is represented in Fig. 4. 

 

Fig. 3. Delicate Feelings or Emotions in Triangular Fuzzy Membership 

Function based on the Opinions of Aphasia Individuals. 

TABLE I. TRIANGULAR FUZZY MEMBERSHIP NUMBERS FOR CONVEYING 

DELICATE FEELINGS OR EMOTIONS 

Delicate feelings or emotions  Triangular fuzzy number 

Very bad  (0, 1, 1.5) 

Pretty bad (1.25, 2, 2.5) 

Not really good  (2.25, 3, 3.5) 

A little bad (3.25, 4, 4.5) 

A little good  (4.25, 5, 5.5) 

A fairly good  (5.25, 6, 6.5) 

Pretty good (6.25, 7, 7.5) 

Very good (7.25, 8, 9) 

For example, an aphasia individual feels „Not really good‟ 
and he wants to convey it to others. When aphasia individuals 
point an area between „very bad‟ and „very good‟ for physical 
condition, the possible candidates of delicate feeling are 
regarded as „Pretty bad‟ and „Not really good‟ based on the 
procedure as shown in Fig. 4. These candidates are displayed 
as shown in Fig. 5 from the Table II. Suppose the possibility 
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value for these two candidates „Pretty bad‟ and „Not really 
good‟ are 0.5 and 0.3, respectively. The candidate „Pretty bad‟ 
holds the top position of the list. The aphasia individual 
realized that the candidate „Not really good‟ is not on the top 
position. He/she moves the pointed location of fuzzy 
membership function from x to (x+∆x) or (x-∆x) to adjust 
his/her delicate feelings or emotions. 

Step 1: Identify I and                        . 
Here, I is the index of delicate feelings or emotions 
                           . n is the no. of index. 

Step 2: Ask a question to the aphasia individual about his/her current 
conditions. 

Step 3: Ask him/her to answer the question with a pointed location x. 
Step 4: For the pointed location x, calculate           . 

Identify the Set                 . 
Step 5: Show him/her the list of delicate feelings or emotions corresp

onding to      . 
Step 6: If the aphasia individual selects his/her desired delicate feelin

gs or emotions as i'' index from I’. Then, go to Step 7. Other
wise, go to Step 8.  

Step 7: For all x, set                                 
          . 
Go to Step 10. 

Step 8: For all       set                           
        . 
Go to Step 9. 

Step 9: Repeat steps 3 to 6 for new candidate list of delicate feelings 
or emotions.  

Step 10: End procedure. 

Fig. 4. Procedure for Conveying Delicate Feelings or Emotions by Fuzzy-Set 

Theory. 

 

Fig. 5. Pointed Location and Corresponding Delicate Feelings or Emotions. 

The possibility values of candidate are changed to 0.4 for 
„Not really good‟ and 0.2 for „Pretty bad‟ as shown in Fig. 6. 
Thus, the candidate „Not really good‟ holds the top position of 
the candidate list. 

C. Case Study to Support the Design an AAC Systems by the 

Fuzzy-set Theory 

A case study was conducted through survey questionnaires 
with the participation of two aphasia individuals for conveying 
delicate feelings or emotions. A prototype for conveying 
physical conditions and tiredness was also provided with the 
survey questionnaires. The purpose of the first survey 
questionnaire was to identify the interaction problems for 
conveying delicate feelings or emotions. The second survey 
questionnaire was used to allocate the fuzzy membership 
functions for the corresponding delicate feelings or emotions 
for sufficient communication. Finally, the prototype was 

improved based on the interaction problems and the fuzzy 
membership functions through redesign. 

TABLE II. DELICATE FEELINGS OR EMOTIONS TO CONVEY PHYSICAL 

CONDITIONS AND TIREDNESS 

Feelings or 

emotions about 

Delicate feelings 

Worst to usual  Usual to best  

Physical condition 

Very bad  Very good  

Pretty bad Pretty good 

Not really good  A fairly good  

A little bad A little good 

Tiredness 

Quite tired  Not a little tired 

Very tired  Not tired at all 

Somewhat tired  Not so tired 

A little tired  Not too tired 

 

Fig. 6. After Moving the Pointer ∆x, the New Pointed Location and 

Corresponding Delicate Feelings or Emotions. 

TABLE III. RESPONSES OF SURVEY QUESTIONNAIRE FROM TWO APHASIA 

INDIVIDUALS 

Questions 

Responses 

Aphasia 

individual 1  

Aphasia 

individual 2  

How much important is it to convey 

delicate feelings to others in order to 

actively participate in society?  

Can do a 
little 

Can do a little 

How much can you convey the delicate 

feelings to others? 

Can do a 

little 
Can do a little 

How much can you understand the 
delicate feelings of others? 

Somewhat 
important 

A little 
important 

How much can you convey physical 

conditions to others? 

Can do some 

extent 

Can do some 

extent 

How much can you understand physical 

conditions of others? 
Cannot do Cannot do 

How much important to convey the 

physical conditions to actively participate 
in society? 

Very 

important 

A little 

important 

How much can you convey tiredness to 

others? 

Can do some 

extent 
Cannot do 

How much can you understand the 

tiredness of others? 

Can do a 

little 
Cannot do 

How much important to convey the 
tiredness to actively participate in society? 

Very 
important 

Unimportant 
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D. Identification of Interaction Problems for Conveying 

Delicate Feelings or Emotions 

To identify interaction problems, the responses of two 
aphasia individuals were collected as shown in Table III. From 
the two participants, the first aphasia individual is male, and he 
is 58 years old. He suffered from Broca‟s aphasia with the 
problem of memory impairment. He suffered from two strokes, 
one in March 2015 and another in November 2016. He can 
communicate with others, but his speech is non-fluent. He lives 
at home with his wife and children. The second aphasia 
individual is also male, he is 40 years old. He suffered from 
stroke at February 2018. He lives with his mother. He can 
communicate with others with a little fluent speech by 
rehabilitation. Thus, he returned his job. From the viewpoint of 
second aphasia individual, the provided prototype will be 
useful to more severe aphasia individuals than him. 

The first aphasia individual responded that it was important 
in some extent for him to convey delicate feelings or emotions 
to others. He can communicate with others, but his speech is 
non-fluent. It was also very important for him to convey his 
physical conditions and tiredness to others in order to actively 
participate in society. He could convey his physical conditions 
and tiredness in „some extent‟ to others. He could understand 
the tiredness „a little‟, but he could not understand physical 
conditions of others. He also has memory impairment with 
Broca aphasia. He needs supports to convey his physical 
conditions and tiredness to others. Nevertheless, he cannot 
recall sometimes any words in his communication due to 
memory impairment and symptoms of Broca aphasia. As a 
result, he cannot express his delicate feelings properly by his 
own voice. He has recovered his communication abilities by 
his efforts and supports from SLT and his family. He wants to 
convey his physical conditions and tiredness more properly to 
others with his delicate feelings or emotions. The second 
aphasia individual was milder than the first one. He can 
communicate with others with a little fluent speech, and he has 
returned to his job by rehabilitation. Therefore, it was less 
important for him to convey his physical conditions and 
tiredness to others and to understand physical conditions and 
tiredness of others. However, he responded that his delicate 
feelings or emotions could be conveyed to others in his daily 
life. He also wants to convey more of his delicate feelings or 
emotions to others by the new design of AAC systems. 

E. Allocation of the Fuzzy Membership Functions to Convey 

Delicate Feelings or Emotions 

The first aphasia individual did not find the proper words to 
communicate with others based on his pointed location on the 
scale before the design. His pointed locations were allocated to 
the triangular fuzzy membership functions using a survey 
questionnaire during the design in order to find the proper 
delicate feelings or emotions when communicating with others. 
However, his specific position of fuzzy membership functions 
for corresponding delicate feelings or emotions was not proper. 
Due to the slope of the triangular fuzzy membership functions, 
it is possible to change the order of his delicate feelings or 
emotions based on his pointed location. The change of order of 
delicate feelings or emotions is done by controlling ∆x on the 
scale. Thus, fuzzy membership functions fit more based on his 
situation to find proper delicate feelings or emotions during 

communication. According to his pointed location, the fuzzy 
membership functions for physical conditions and tiredness are 
shown in Fig. 7 and Fig. 8. 

He pointed to the delicate feelings or emotions „very bad‟ 
in the first position between bad and usual physical condition. 
He thought the delicate feelings or emotions „not really good‟ 
and „pretty bad‟ in a very close location on the analog scale. 
The candidates „not really good‟ and „pretty bad‟ take places 
respectively after the „very bad‟ position. He also thought that 
„a little bad‟ is close to usual condition and thus he pointed it as 
a neighbor of usual. He thought that „pretty good‟ and „very 
good‟ are close and he pointed „pretty good‟ and „very good‟ 
respectively on the last two positions. Finally, he pointed the 
candidates „fairly good‟ and „a little good‟ after the usual 
condition respectively. 

He pointed to the delicate feelings or emotions „quite tired‟ 
and „very tired‟ for tiredness in the first and second place 
respectively. He then pointed location for the delicate feelings 
„a little tired‟ and „somewhat tired‟ almost middle of analog 
scale respectively. He pointed location on the analog scale for 
„not tired at all‟ in the last position. The delicate feelings or 
emotions „Not a little tired‟ is pointed too close as „not tired at 
all‟. Finally, he pointed the delicate feeling or emotions „not 
too tired‟ and „not so tired‟ far from „somewhat tired‟ and near 
the place „not a little tired‟. He thought that „not too tired‟ and 
„not so tired‟ are very close to him to convey tiredness. 

F. Improvement of Design Solutions 

Fig. 9 shows the design of the existing prototype to convey 
delicate feelings or emotions for physical conditions and 
tiredness. The existing prototype can be improved by the 
proposed design as shown in Fig. 10. To improve the 
prototype, the pointed location is used to support the aphasia 
participant who wants to convey his delicate feelings or 
emotions to others. He pointed location on an analog scale to 
convey his delicate feelings or emotions for physical 
conditions and tiredness are shown in Fig. 7 and Fig. 8. 

 

Fig. 7. Delicate Feelings or Emotions in Triangular Fuzzy form to Convey 

Physical Conditions. 

 

Fig. 8. Delicate Feelings or Emotions in Triangular Fuzzy form to Convey 

Tiredness. 
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Fig. 9. Existing Design of Physical Condition (Left) and Tiredness (Right) to 

Convey Delicate Feelings or Emotions. 

  

Fig. 10. Proposed Design of Physical Condition (Left) and Tiredness (Right) to 

Convey Delicate Feelings or Emotions. 

The delicate feelings or emotions will be displayed based 
on the pointed location on the analog scale of the improved 
prototype for case study as shown in Fig. 11 and Fig. 12. For 
example, aphasia participant feels 'Pretty bad' and he wants to 
convey his delicate feelings or emotions to others based on his 
difficulties. Thus, he points an area between „bad‟ and „good‟ 
physical conditions, then the possible candidates of delicate 
feelings or emotions are selected based on the pointed location 
as shown in Fig. 11(a). The possible candidates of delicate 
feelings or emotions and their order are regarded as „Not really 
good‟ and „Pretty bad‟ for the pointed area as shown in 
Fig. 11(a). His desired candidate 'Pretty bad' is placed in the 
second position on the candidate list. For this reason, he wants 
to display the list in a more accurate manner. Therefore, 
aphasia participant moves the pointed location for 'Pretty bad' 
to x+∆x to adjust his delicate feelings or emotions and the 
order of delicate feelings or emotions are changed to „Pretty 
bad‟ and „Not really good‟ as shown in Fig. 11(b). In this way, 
he gets the desired delicate feelings or emotions at the top of 
the list. 

Furthermore, aphasia participant feels 'Not too tired' and he 
wants to convey his delicate feelings or emotions to others 
based on his difficulties. Thus, he points an area between „tired‟ 

and „not tired‟ for tiredness, then the possible candidates of 
delicate feelings or emotions for tiredness is selected based on 
the pointed location as shown in Fig. 12(a). The possible 
candidates of delicate feelings or emotions are regarded as „Not 
so tired‟ and „Not too tired‟ for the pointed area as shown in 
Fig. 12(a). He found that the list of possible delicate feelings or 
emotions do not have his desired item. Therefore, aphasia 
participant moves the pointed location for „Not too tired‟ to 
x+∆x to adjust his desire delicate feelings or emotions, the 
delicate feelings or emotions are changed to „Not too tired‟ and 
„Not so tired‟ respectively as shown in Fig. 12(b). Now, he gets 
his desired delicate feelings or emotions to convey the 
tiredness. 

  
(a)    (b) 

Fig. 11. Adjustment of Delicate Feelings or Emotions for Physical Conditions: 

(a) Conveying Delicate Feelings or Emotion Normally (b) The Delicate 

Feelings or Emotions after moving the Pointer ∆x. 

  
(a)    (b) 

Fig. 12. Adjustment of Delicate Feelings or Emotions for Tiredness: (a) 

Conveying Delicate Feelings or Emotion Normally (b) The Delicate Feelings 
or Emotions after Moving the Pointer ∆x. 
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G. Evaluation of the AAC systems 

In this study, the evaluation was performed by the first 
aphasia individual who identified the interaction problems and 
provided his insights for the redesign. In evaluation process, 
interfaces of the prototype for physical condition after the 
redesign and before the redesign were provided to the first 
aphasia individual. We asked his opinions through a survey 
questionnaire about the improved interfaces after the redesign 
compared to before the redesign as shown in Table IV. 

For conveying delicate feelings or emotions by the first 
aphasia individual after the redesign, the responses for the 
questionnaire were collected on a percentage scale (0 to 100). 
100% means that he can completely convey and understand the 
delicate feelings or emotions to participate in society after the 
redesign. 0% means that his level of conveying and 
understanding for delicate feelings or emotions did not 
improve after the redesign. 

The questionnaire was designed in two categories. The first 
category was for the quantitative opinions of the first aphasia 
individual to convey delicate feelings or emotions for physical 
conditions. The second category was for the quantitative 
opinions for understanding delicate feelings or emotions for 
physical conditions. In addition, open-ended questions were 
also attached to each question. After collecting his responses, it 
is easily determined which interfaces can sufficiently useful to 
convey delicate feelings or emotions. 

As shown in Table IV, the first aphasia individual 
responded that he could properly convey 50% delicate feelings 
or emotions for the physical conditions to others with the 
improved interfaces after the redesign compared to before the 
redesign. He also believed that he could actively participate in 
society 30% by conveying delicate feelings or emotions to 
others with the improved interfaces after the redesign. 
Moreover, he could properly understand 70% delicate feelings 
or emotions of others with the improved application after the 
redesign. Furthermore, he thought that others could understand 
70% of his delicate feelings or emotions with the improved 
interfaces after the redesign. 

TABLE IV. SURVEY QUESTIONNAIRE FOR EVALUATION OF THE PROPOSED 

DESIGN OF AAC SYSTEMS AND RESPONSES OF THE FIRST APHASIA INDIVIDUAL 

Questions Responses 

How much properly can you convey your 

physical conditions to others? 

I can properly convey 50% 

delicate feelings or emotions to 
others  

How much more can you actively 

participate in society by conveying 

delicate feelings or emotions for physical 

conditions to others using the improved 

interfaces? 

I can actively participate in 
society 30% by conveying 

delicate feelings or emotions to 

others 

How much properly can you understand 

the physical conditions of others using 
the improved interfaces? 

I can properly understand 70% 

delicate feelings or emotions of 
others  

How much properly can others 

understand your physical conditions 

using the improved interfaces? 

Others can understand 70% of 
my delicate feelings or emotions 

IV. DISCUSSION 

People with aphasia individuals cannot convey their 
delicate feelings or emotions with the existing design of AAC 
systems [15-19]. They used the existing AAC systems only for 
expressing a few words or phrases which cannot be conveyed 
by them instantly. On the other hand, the experimental result of 
this study showed that the first aphasia individual can be 
expressed more delicate feelings or emotions to others using 
the proposed design of AAC systems. As shown in Table IV, 
he can convey 50% delicate feelings or emotions for physical 
conditions with the proposed design of AAC systems because 
the design of existing prototypes is improved based on his 
situations. He suffered from Broca‟s aphasia with the problem 
of memory impairment caused by two strokes. He can 
communicate with others, but his speech is non-fluent because 
he cannot process the languages properly in his brain. 
Although he could convey his delicate feelings or emotions for 
physical conditions in some extent to others during 
communication, his expressions were not understood properly 
by others. Due to the memory impairment and the language 
processing problems of Broca‟s aphasia, he cannot find 
sometimes any words/proper words in his communication 
when he uses existing AAC systems. As a result, he cannot 
verbally express his delicate feelings or emotions properly to 
others with the existing AAC systems. Using the proposed 
design of AAC systems, candidate(s) of delicate feelings or 
emotions were shown based on his specified position x on the 
scale. If the candidates were unable to properly express his 
delicate feelings or emotions, then the function of conveying 
the delicate feelings and emotions can be realized by 
controlling the position of the fuzzy membership function from 
x to x+∆x or x-∆x. The position of delicate feelings or 
emotions was difficult to control without the help of Fuzzy-set 
theory. As a result, the participant can express his physical 
conditions to others more properly with his delicate feelings or 
emotions. 

The first aphasia individual cannot properly express his 
own thinking to others because he was Broca‟s non-fluent 
aphasia. He had no problems with hearing and understanding, 
but it was difficult to him to speak the contents of 
communication. The difficulty of speaking becomes the barrier 
of his communication before the proposed design. As shown in 
Table III, he could convey delicate feelings or emotions for 
physical conditions in some extent with his barrier. Thus, 
interfaces design for physical conditions using smartphone 
applications before and after the proposed design have been 
evaluated. As shown in Table IV, the experimental result 
showed that the proposed AAC systems design is improved 
because the participant can convey properly 50% delicate 
feelings or emotions to others through the proposed AAC 
systems. This improvement was found after the proposed 
design because the possible candidate(s) of delicate feelings or 
emotions were shown using Fuzzy-set theory based on the 
priority. The order of candidate(s) of delicate feelings or 
emotions was changed after managing ∆x on the scale. ∆x was 
managed so that fuzzy membership function fits more based on 
his situation. The management of ∆x was very helpful to him 
because it became a supporter for him. Consequently, he can 
convey 50% delicate feelings or emotions for physical 
conditions with the proposed design of AAC systems as shown 
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in Table IV. Therefore, Fuzzy-set theory in design of AAC 
systems contributed to properly convey the delicate feelings or 
emotions to others. 

V. CONCLUSION 

This study presents the design of an AAC system to convey 
delicate feelings or emotions for aphasia individuals by the 
support of Fuzzy-set theory. The design was started from the 
interaction problems between aphasia individuals and existing 
AAC systems. To identify the interaction problems, a survey 
questionnaire is provided to the aphasia individuals in three 
categories such as conveying delicate feelings or emotions, 
conveying physical conditions, and conveying tiredness. In 
addition, an existing prototype of AAC systems is also 
provided to the aphasia individuals. Moreover, an aphasia 
individual specified fuzzy membership functions for delicate 
feelings or emotions as his insights during the redesign. Based 
on the Fuzzy-set theory, the prototype was improved to convey 
his exact feelings or emotions to others in daily life. Using the 
proposed design of AAC systems, conveying delicate feelings 
or emotions of the first aphasia individual for physical 
conditions to others can be improved by 50%. As a result, other 
disabled individuals like him can also convey their delicate 
feelings or emotions using the proposed design of AAC 
systems. However, this study investigates how the AAC 
systems is designed for conveying physical conditions and 
tiredness with the delicate feelings or emotions to others using 
Fuzzy-set theory. In the future, other factors will be 
investigated to apply Fuzzy-set theory at design of AAC 
systems for conveying delicate feelings or emotions. 
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Abstract—The Internet of Medical Things was immensely 

implemented in healthcare systems during the covid 19 pandemic 

to enhance the patient's circumstances remotely in critical care 

units while keeping the medical staff safe from being infected. 

However, Healthcare systems were severely affected by 

ransomware attacks that may override data or lock systems from 

caregivers' access. In this work, after obtaining the required 

approval, we have got a real medical dataset from actual critical 

care units. For the sake of research, a portion of data was used, 

transformed, and manifested using laboratory-made payload 

ransomware and successfully labeled. The detection mechanism 

adopted supervised machine learning techniques of K Nearest 

Neighbor, Support Vector Machine, Decision Trees, Random 

Forest, and Logistic Regression in contrast with deep learning 

technique of Artificial Neural Network. The methods of KNN, 

SVM, and DT successfully detected ransomware's signature with 

an accuracy of 100%. However, ANN detected the signature with 

an accuracy of 99.9%. The results of this work were validated 

using precision, recall, and f1 score metrics. 

Keywords—Artificial neural networks; deep learning; 

healthcare system; internet of things; machine learning; supervised 

learning 

I. INTRODUCTION 

The Internet of Medical Things (IoMT) is a collection of 
medical devices and applications that use networking 
technologies to connect to clinical information systems. It can 
reduce unnecessary hospital visits and the burden on healthcare 
systems by connecting patients to their medical practitioners 
and allowing their medical data to get transferred over a 
secured network. According to Frost & Sullivan, the global 
IoMT market was worth $22.5 billion in 2016 and was 
expected to be worth $72.02 billion by 2021, at a compound 
annual growth rate of 26.2 % [1]. 

According to NBC News, ransomware malware severely 
infected a major hospital chain in September 2020. Its impacts 
caused all employees and medical staff to be forced to use the 
traditional pen and paper method to monitor the patient's status 
over the weekend.  This cyber-attack became the most 
significant in the history of the United States, as it 
has affected over 400 locations [2]. 

Ransomware is a form of malware designed to encrypt data 
partially or as a whole, causing the systems that rely on them to 
become unusable. Ransomware exists in two types; crypto and 
locker.  According to Kaspersky [3], crypto-ransomware 
encrypts valuable files on a computer, making them 
inaccessible to the user. 

Cybercriminals who carry out crypto-ransomware generate 
profit by demanding victims pay a ransom to recover their files. 
However, paying the ransom never guarantees the recovering 
of the victim's files. In crypto-ransomware, files are not 
encrypted by locker ransomware, but instead, it locks the 
victim out of their device(s), making it inoperable. Once locked 
out, cybercriminals will start executing inside attacks 
pressuring the victim to pay a ransom to unlock their device(s). 

Crypto-ransomware can get subcategorized into other types, 
including payload ransomware which is the research focus in 
this paper. Payload ransomware encrypts values randomly 
stored within valuable files on a computer. In healthcare 
systems, encrypting values, especially for intensive care units 
(ICU), could lead to the loss of lives. IoMT has served the 
caregivers and healthcare during the covid 19 pandemic 
heavily as it has minimized the contact between the hospital 
staff and their patients. However, they need an indeed security 
against such attacks. In this paper, our primary focus is to 
detect payload ransomware's signature that has infected our 
medical data named Mimic III v1.4 [4]. Section IV will reveal 
details about this medical data and how the appropriate access 
is granted to researchers. Machine and deep learning 
techniques became viral tools that have attracted the attention 
of researchers in data analytics and cyber-security domains. 
However, the data collected from the perception layer is 
accompanied by numerous complications, such as dynamic 
data changes, their large volume accompanied by noises. These 
challenges require developing and implementing efficient 
methods to validate, visualize and extract knowledge from this 
immense amount of data. 

This research paper is organized as follows. A literature 
review of other researchers detecting cyber-attacks in IoT is 
presented in Section II, followed by the methodologies used to 
detect the encrypted medical records within the dataset in 
Section III. Section IV briefly explained the medical dataset 
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used and prepared for the detection by the supervised learning 
techniques after feature selection, manifestation, clustering, 
and preprocessing. The detection of ransomware-infected 
records by machine learning and deep learning is explained in 
Section V. The evaluation of results and discussion are 
described in Section VI. Lastly is the conclusion in 
Section VII. 

II. RELATED WORK 

M. M. Rashid, J. Kamruzzaman, M. Hassan, T. Imam, and 
S. Gordon, in [5], implemented decision trees, random forest, 
linear regression, support vector machine, and artificial neural 
network to detect cyber-attacks at fog nodes within a 
distributed rather than centralized system to track network 
traffic using two different datasets UNSW-BC15 and 
CICI052017. Their experimental results showed DT and RF 
performed better in terms of accuracy than the other 
algorithms. 

In another study [6], M. Hasan, M. Islam, I. Zarif and 
M.M.A Hashem used a publicly accessible IoT dataset [7] and 
proposed a data analysis method to identify and prevent 
systems from attacks that cause abnormal behavior. They used 
DT, RF LR, SVM, and ANN; however, RF scored the best 
accuracy. 

In [8], A. A. Diro and N. Chilamkurti proposed a deep 
learning model versus a shallow neural network model to 
detect normal, DoS, probe R2L and U2R traffic using the NSL-
KDD dataset. The two models scored the following accuracies 
respectively, 99.2 % versus 98.27 % for binary classification 
and 95.22 % versus 96.75 % for multi-class classification. 

R. Doshi, N. Apthorpe and N. Feamster in [9] trained 
binary classifiers to differentiate between benign and denial of 
service (DoS) attack traffic generated by mirai botnets. The 
results showed a good performance in detecting well-known 
signature attacks compared to new or unknown ones. 

In [10], B. Ingre and A. Yadav applied ANN to NSL-KDD 
dataset to analyze binary and five class classification. The 
detection accuracy was 81%, in addition to 79 % in detecting 
the attack classification type. 

Moreover, a hybrid learning model proposed by M. M. 
Lisehroodi, Z. Muda and W. Yassin in [11], implemented 
ANN and K-means methods for clustering within their design 
for an advanced network intrusion detection system. Their 
results showed a successful detection accuracy of 99 %. 

Another hybrid model [12] was proposed by S. 
Peddabachigari, A. Abraham, C. Grosan, and J. Thomas, in 
which DT and SVM are implemented and compared to each 
one of them individually. Their experimental results showed 
DT has equal or slightly better performance in comparison to 
SVM and DT-SVM. 

J. Zhang and M. Zulkernine in [13] implemented RF in 
network intrusion detection systems against DoS attacks to 
overcome imbalanced intrusions and reduce the error rate from 
1.92 % to 0.05 %. 

In this study [14], S. Mukkamala, G. Janoski and A. H. 
Sung applied a strategy that uses ANN and SVM to detect 

network traffic. ANN had an accuracy of detection of 99 %; 
however, the training time was 30 minutes and further 30 
minutes for testing. While SVM had a lower accuracy score, it 
took around 52s to 211s for training and other 1s to 16s for 
testing. 

In addition to another research where A. Azmoodeh, A. 
Dehghantanha, M. Conti and K.Choo target the detection of 
crypto-ransomware via these learning methodologies and 
monitor the power consumption of internet-connected devices 
or android devices [15]. 

Our work measures the accuracy of detecting payload 
ransomware infected patients' records within our obtained 
medical dataset using supervised machine learning and deep 
learning techniques. 

However, the availability of such medical datasets is highly 
restricted and inaccessible unless approved by the appropriate 
parties after fulfilling the Health Insurance Portability and 
Accountability Act (HIPAA) standards and signing a data user 
agreement (DUA). 

Therefore, studying some of the impacts of ransomware on 
medical data is highly demanded, significantly when this 
malware negatively impacts them. 

III. METHODOLOGY FRAMEWORK 

In the following Fig. 1 is an illustrated overview of our 
suggested IoMT network. In this network, devices are portable 
and dispersed within a network-defined range, with the edge 
router serving as a coordinator between the control and IoMT 
environment zones. Wireless communication protocols are 
used by devices to communicate to the server in the control 
zone. 

 

Fig. 1. System Overview. 
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A. Proposed Detection System 

This section will discuss the steps taken to get the dataset 
prepared for being labeled after manifestation. This step is 
followed by the detection phase using the previously 
mentioned machine and deep learning techniques. The 
proposed mechanism works as illustrated in Fig. 2. Our dataset 
is composed of more than 300 different physiological tests 
available to be performed on patients during their ICU stay 
period. 

 

Fig. 2. Proposed System for Detection. 

Therefore, we have chosen the most frequent tests 
performed in the ICU as our features. As the rest of the tests 
are not in demand or necessary to be conducted, they are 
performed depending on their patients' medical condition. 

These tests are eligible to be captured via sensors and 
bedside monitors to orchestrate an IoMT environment. After 
transformation, the dataset becomes manifested using payload 
ransomware that is described in the following section. This 
step involves selecting random records and encrypts some of 
their respective features at random. 

Any record that has any of its fields encrypted is considered 
infected. The records are either labeled as infected by number 1 
or 0 for the normal ones in an additional column. This label 
column is later used to evaluate the supervised machine 
learning and deep learning techniques implemented in this 
work. 

IV. DATASET PREPARATION 

A. Original Dataset 

The clinical dataset, MIMIC-III v1.4, used in this work is a 
credential actual medical data obtained from Beth Israel 
Deaconess Medical Center, Boston, MA, United States. This 

data was accessed after becoming a credentialed user on 
PhysioNet. 

This step involves the completion of a training course on 
human subject research. The training received were "Human 
Resource: Data or Specimens Only Research" and "Human 
Research Data or Specimens Only Research (Course Learner 
Group 2). 

These training courses ensure that the researchers seeking 
the use of this database would treat it with care and respect 
since it contains detailed clinical care information about 
patients, in addition to signing a DUA. 

MIT Laboratory for Computational Physiology removed 
patients' critical health information such as diagnostic reports 
or text fields from the database. They fulfilled the HIPAA 
standards by eliminating all data elements such as the patient's 
name, phone number, and address. A random offset was used 
to shift the dates into the future. In addition to hiding the 
patients’ actual age by moving it, some of this data showed the 
patients over 300. 

The dataset was obtained using two different clinical 
information systems CareVue and MetaVision. Some of the 
tests were recorded but under other names according to their 
associated clinical information system. 

After inspecting the dataset, it was found that some tests 
were monitored by one of the clinical information systems 
while the other did not. Therefore, it was necessary to 
manually go through the dataset to choose the features, 
especially those under shorthand terms. 

The dataset consists of 61,532 ICU stays, of which there 
are 53,432 stays for adult patients and 8,100 for neonatal 
patients; however, this doesn't affect the features chosen for 
this work. The whole dataset is composed of 29 distinct tables. 

The table of interest stores all of the medical tests 
conducted during the patient's ICU stay. As previously 
mentioned, the medical tests were under shorthand terms. 
Therefore, using a table provided in the dataset that provides 
the complete form of these tests aided in identifying the 
concept measured. 

The choice of the features depends on its frequency; the 
number of the concept was carried out by devices. In addition 
to its eligibility to be captured remotely without any external 
factor, i.e. caregiver, to promote an actual remote monitoring 
environment. The number of records in this table was over 310 
million records. Therefore, as a proof of concept, one million 
records were used for this investigation. 

B. Feature Selection 

Computing the frequency of each medical concept 
measured in our table of interest has resulted 353 different 
medical tests. Their frequencies range from 1 to 8263. 
Therefore, the chosen medical features are the features that 
have number of occurrences above 5000. 

In contrast, the rest of the features had frequencies ranging 
from 1 to 2000. In Table I, the chosen six features are 
presented. 
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TABLE I.  LIST OF FEATURES SELECTED 

Feature n Feature Name 

1 Heart Rate 

2 Respiratory Rate 

3 O2 Saturation Pulseoxymetry 

4 Non-invasive blood pressure systolic 

5 Non-invasive blood pressure diastolic 

6 Non-invasive blood pressure means 

The heart rate had a frequency of 8263. The respiratory rate 
was 8213. 8148 was for o2 saturation pulseoxymetry was 8148. 
The non-invasive blood pressure systolic, diastolic and means 
are; 5526, 5524 and 5559. In this dataset, a patient could have 
had any of these features numerous times a day, e.g. 30 and 
extremely few had the first three features measured only. For 
those who had certain features tested innumerable times, the 
means of these values were computed for every single day 
instead. 

Note that each record is associated with additional fields 
such as date, time and ICU ID. The ICU ID column stores the 
unique numbers given to the patients once admitted into the 
ICU. The feature's string name was used, such as heart rate in 
the record itself, to represent that it has been captured along 
with its value in the CSV file. Therefore, we have rearranged 
the table into transpose, and all of these features became the 
headers of the CSV file. This transformation has led to a 
decrease in the number of records within the file to 149, 360 
records. 

C. Data Manifestation and Labeling 

The data was split into two portions (51 % and 49%). The 
more significant portion was fed into the manifestation process. 
Some of the fields' values in the patients' records were 
encrypted randomly regardless of their data type using the 
algorithm shown in Fig. 3, hiding their valid values under the 
signature "� PayMeLocker Decrypt �". 

Note that the malware did not make the whole record 
encrypted; some of its fields were encrypted, including the 
date, time and ICU ID. A record is considered infected if one 
or more fields are encrypted. Thus, this step was followed by 
clustering to label the record as 1 or 0 depending on its 
manifestation case. 

Both manifested, and regular records were merged again at 
random; ready to be labeled. A threshold-based method was 
used to label the records. 

We have handled the encrypted values by replacing them 
with unique constant numbers depending on the feature 
infected within the respective record. The constant value for 
each feature is shown in Table II. 

 

Fig. 3. Manifestation Algorithm. 

Note that the specific number for each feature was decided 
by finding the maximum value found in the dataset for each 
feature and doubling it to ensure its differentiation compared to 
the rest of the values within the same record. The first three 
features are in Table II represent the date, time, and ICU ID. 

This step is followed by data scaling. Data scaling is a 
technique that normalizes the data values of features within a 
given dataset into a particular range. After replacing the 
encrypted values with numerical values, the data within each 
column were normalized to floating numbers ranging from 
zero to 1. 

TABLE II.  LIST OF THE DISTINCT VALUES WITHIN EACH FEATURE 

Feature n Maximum Value Distinct Value 

1 26758 53516 

2 23.5 47 

3 299707 599414 

4 200 400 

5 265 530 

6 193 386 
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This step was implemented using the library of 
preprocessing and MinMaxScaler (). If the value under the 
selected feature carries a numerical value equivalent to 1, the 
whole record becomes labeled as one, i.e. infected; otherwise, 
it is labeled as zero, i.e. normal. 

V. DETECTION 

This section will discuss the procedure used for training 
and detecting the infected records using the most commonly 
implemented supervised machine and deep learning methods in 
the internet of things. 

A. Detection using Machine Learning Techniques 

To implement KNN, SVM, DT, RF, and LR, we have used 
their python-based libraries of sklearn neighbors, SVM, tree, 
ensemble, and linear model. The training dataset was read, 
stored in a data frame, and converted into a matrix during the 
classification stage. 

Furthermore, these datasets are divided into training and 
testing datasets. The training dataset being the larger is 
composed of 45, 034 bengin records and 47,466 infected ones. 
In comparison, the testing dataset is composed of 14369 bengin 
records and 15503 infected ones. 

After the initial training of the machine learning models 
using the labeled training dataset, it was applied to the testing 
dataset with no binary label information. Note that the k-fold 
cross-validation procedure was applied as a part of this work 
using train/test split to avoid overfitting. 

B. Detection using Deep Learning Techniques 

The deep–learning model of ANN uses supervised training 
and binary classification for identifying the infected tuples. A 
four-layer deep learning model was created for this study, with 
one input layer, two hidden ANN layers, and one output layer, 
a binary classifier layer. 

The input layer consists of nine neurons while the hidden 
layers; each consist of eight neurons, and lastly, the output 
layer comprises two neurons. Each neuron in the ANN layer is 
assigned with a weight parameter adjusted using the gradient 
descent method, Fig. 4. 

 

Fig. 4. Detection Mechanism using Neural Network. 

Each tuple and its label information are fed into the ANN 
during the supervised training process, passing through the first 
hidden encode layer and being filtered out as x, the most 
significant features. The x features are passed into the second 
encode hidden layer, filtered and converted into y features. 

Finally, the second encode layer sends them to the output 
layer, where they are classified as malicious or benign tuples. 
This process takes place at the lowest level when the feature 
vector fv is input into the ANN, and it passes through each 
layer of the deep neural network (DNN), Fig. 5. 

Each DNN layer's neural nodes calculate an output using an 
activation function and generate a filtered result. In this work, 
we developed this model using a rectified linear unit (ReLU) 
activation function. The ReLU function is defined as follows: 

f(x) = max (0, x)               (1) 

The smaller values in the matrix are set to zero with the 
input x (i.e. matrix), while the others remain constant. As a 
result, each hidden layer connects to the next hidden layer via a 
linear combination of outputs and feeds the filtered output 
generated by the ReLU activation function to the next layer. 

The second encoded layer, like the first encoded layer, 
trains itself using labeled tuples. As a result, each layer of the 
ANN feeds on this data and maps it to a numerical value. 
Finally, the mapped values are normalized to 0 and 1, with 0 
representing the benign tuple and 1 representing the malicious 
tuple. 

The ANN model's objective function, a 
binary_crossentropy loss function, tries to minimize the total 
cost in the model, as shown in the following algorithm, Fig. 6. 
The ANN model must then be retrofitted for training and 
testing predictions. 

The ANN was implemented using Keras, an open-source 
neural network library written in python, and the results are 
validated as well using the confusion matrix. During the 
classification stage, the training dataset was read, stored in a 
data frame in the same way as in the machine learning model. 
Furthermore, the same training dataset and testing dataset were 
used in this implementation to deduce the accuracy 
performance of this model with the previously conducted 
machine learning algorithms. 

 

Fig. 5. DNN Structure. 
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Fig. 6. Detection Mechanism using Deep Neural Network. 

A sequential 2 hidden layer was created and instantiated the 
ANN model, and the ReLU activation function was used to 
equip the processing units within each layer. Following that, 
the deep learning model was compiled and fitted with 100 runs, 
i.e. epochs and feature count. Finally, the deep learning model 
is assembled, and the classifiers are assigned and saved in the 
variable "prediction". Consequently, in every test, the results of 
the classifier are normalized into a binary value. 

VI. EVALUATION AND RESULTS 

The performance metrics used to evaluate the detection 
model are; recall, precision and f1 score. Precision(P) and 
recall (R) are two essential metrics used to assess the accuracy 
of the detection process when there is an imbalanced 
classification. 

These two metrics use true positive value as an outcome 
when the model predicts the positive class correctly. A true 
negative, on the other hand, is an outcome in which the model 

correctly predicts the negative class. A false positive, on the 
other hand, is an outcome in which the model mispredicts the 
positive class. A false negative is an outcome in which the 
model mispredicts the negative class.  Lastly, a presented P-R 
curve refers to the composition of these two metrics. 

The precision is referred to as the positive predictive value 
and outlines how good a model predicts the positive (anomaly) 
label. To calculate precision, we use the following formula: 

P=TP/(TP+FP)              (2) 

The recall is the ratio between the number of true positive 
labels divided by the sum of the true positive values and the 
false negative values. To calculate recall, we use the following 
formula: 

R=TP/(TP+F)              (3) 

The f1 score is a measure of a test's accuracy. It depends on 
the values of precision and recall. To calculate the F1 score, we 
use the formula below: 

F1=(2(P)(R)) /((P+R))             (4) 

Table III shows the number of TP values in KNN, 15,453, 
while the true negative values are 14,419 with zero errors. 
These numbers mark the true actual percentage of the benign 
and malicious tuples within the dataset. 

KNN has shown excellent performance in the detection 
processes with 100 % precision and recall, as shown in 
Table IV; however, these percentages are expected to decrease 
with the increase in dimensionality. KNN can aid in the 
detection process if accompanied by a principle component 
analysis (PCA) algorithm. 

SVM has reached an overall precision and recall of 96 % 
compared with the rest of the methods in this work. Thus, 
SVM can show excellence when the training dataset is not 
large, which is not the case in biomedical data. 

DT and RF did reach 100 % in terms of accuracy; however, 
it was computationally expensive in the word of memory 
space. LR has the lowest precision and recall rates, marking the 
worst percentage compared to the other algorithms. 

ANN has scored 99.9 % in precision and recall and is 
expected to reach 100% as the dataset dimensionality 
increases. This score proves that ANN can be used and 
furtherly developed to be able to detect ransomware signatures. 

TABLE III.  TABLE OF TP, TN, FP AND FN VALUES FOR THE DETECTION 

TECHNIQUES IMPLEMENTED 

Technique TP TN FP FN 

KNN 15453 14419 0 0 

SVM 14558 14012 563 739 

DT 15304 14568 0 0 

RF 15331 14541 0 0 

LR 14693 13322 1273 584 

ANN 15305 14545 11 0 
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TABLE IV.  TABLE OF PRECISION, RECALL AND F1 SCORE VALUES FOR 

THE DETECTION TECHNIQUES IMPLEMENTED 

Technique Precision Recall F1 

KNN 100 % 100 % 100 % 

SVM 96.0 % 96 % 96 % 

DT 100 % 100 % 100 % 

RF 100 % 100 % 100 % 

LR 92.0 96.7 94.0% 

ANN 99.9% 100 % 99.5% 

The following P-R curve compares the detection 
performances of ransomware detection using the same dataset 
and same training and testing percentages, Fig. 7. 

 

Fig. 7. P-R Curve. 

In this work, we have detected infected ransomware tuples 
using supervised machine and deep learning techniques of 
KNN, SVM, DT, RF, LR, and ANN. The encryption signature 
of the malware used is evident within the dataset and very 
different from the original values stored under their respective 
features. Therefore, the precision score of KNN, DT, RF was 
100 %, and ANN had it almost there. 

VII. CONCLUSION 

In this paper, machine and deep learning techniques were 
used to perform binary classification on a medical dataset 
infested with payload ransomware. The Healthcare system was 
not on the top priority for the security specialists a few years 
ago. Until the emergence of the Internet of Medical things that 
was heavily implemented during the pandemic of Covid 19 to 
enhance the infection control process. In addition to the 
immense increase of sensitivity of the data, it was transferring. 
When it was exposed to catastrophic attacks, especially 
ransomware, it was time to get experiment with the 
effectiveness of using these learning methods that have been 

used to famous attacks like DDoS and DoS, in detecting 
payload ransomware on real healthcare datasets. A subset of 
the dataset used was cleaned, transformed, and infested with 
the attack. The work implemented was evaluated by the recall, 
precision, and f1 score metrics. The results showed ANN 
showed 99.9% of accuracy in detection even while KNN, 
SVM, and DT were 100%. These results show that these 
methods can be considered to secure the data within medical or 
healthcare systems. 
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Abstract—A rise in the population of a region implies an 

increase in water consumption and such a continuous increase in 

the usage of water worsens wastewater generation by the region. 

This escalation in wastewater (influent) requires the Wastewater 

Treatment Plants (WWTPs) to operate efficiently in order to 

process the demand for sewage disposal (effluent). This research 

paper is based upon visualizing and analyzing the parameters of 

influent like COD, BOD, TSS, pH, MPN and also, the parameters 

of effluent like COD, BOD, DO, pH and MPN of Bharwara 

WWTP situated in Lucknow, India which is the largest UASB-

based wastewater treatment plant in Asia.  We also design and 

implement an initial model using the machine learning based 

techniques to analyze as well as predict the parameters of 

influent and effluent of the WWTP.  Model Performance is 

measured using Mean Squared Error (MSE) and Correlation 

Coefficient (R). For analyzing and designing the model, the 

parameters of influent and effluent have been collected over a 

period of 26 months on a daily basis covering the variations 

between seasons and climate. As a result, the model shall provide 

a better quality of effluent along with consuming the plant 

resources in an efficient manner. 

Keywords—Wastewater treatment plant; Bharwara STP; 

UASB-based plant; influent or effluent prediction; data 

visualization of influent and effluent; machine learning based for 

WWTPs 

I. INTRODUCTION 

Wastewater Treatment Plants (WWTPs) take part in 
playing a crucial role in shaping the urban and rural 
environments as they are used for processing sewage water 
and removal of various particles and chemicals which are 
harmful for the water hydrosphere and the organisms which 
are dependent on it. An increase in the population of a region 
implies an increase in water consumption and such a 
continuous increase in the usage of water results in an increase 
in the wastewater generated by the region [1]. This increase in 
influent requires the wastewater treatment plants to operate 
efficiently in order to process the demand for effluent (sewage 
disposal) [2, 3, 5]. 

Besides increase in influent, another more challenging 
issue in a wastewater treatment plant is the fluctuating or 
uncertain behaviour of various parameters of the influent in 

the plant which can be due to varying environmental factors 
also [15]. To maintain the effluent parameters within the 
standard range, the wastewater treatment plants need to 
operate and process on the influent coping up with its varying 
parameters.  On the other side, the wastewater treatment plants 
require to do optimum utilization of resources during the 
treatment of influent. Consequently, this uncertain nature of 
influent parameters demands to find insights and hidden 
patterns by applying visualization and analytics on the real 
time historical/ recorded data which in turn shall help to 
provide/estimate better and efficient (optimized) utilization of 
resources at wastewater treatment plants. Further knowing the 
flow and parameters of influent and parameters of effluent in 
advance shall reduce operational cost of the wastewater 
treatment plants. 

With this objective, we collected and recorded the water 
parameters for over 26 months (April 2019 to May 2021) from 
Bharwara wastewater treatment plant situated in Lucknow 
district which is the largest UASB-based wastewater treatment 
plant in Asia as it has the capacity to operate and process an 
average flow rate of 345 Millions of Liter per Day (MLD) 
with the ability to handle a peak load of 517 MLD of sewage 
daily. In this paper, we analyze the influent and effluent 
parameters of Bharwara wastewater treatment plant. 

The paper is organized in six sections. Section II presents 
the research works done in the line of analyzing and predicting 
influent and effluent parameters across the globe. Section III 
describes the working of the Bharwara wastewater treatment 
plant and also its current technological status. In Section IV, 
we elaborate the methodology of the proposed model. 
Sections V highlights the results obtained and analysis done. 
Section VI summarizes the conclusions and shows line of the 
future works. 

II. RELATED WORK 

We have carried out the literature survey in the line of 
research work under two dimensions. The first dimension of 
study is in the line of exploring technological status of 
wastewater treatment plants outside India, and the second 
dimension of study is in the line of exploring technological 
status of wastewater treatment plants inside India. We shall 
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discuss both dimensions one by one in the next two 
subsections. 

A. International Status 

1) Konya wastewater treatment plant [konya, turkey]: 

Tümer Abdullah et al. [2], proposed a model using Artificial 

Neural Network (ANN) for the prediction of Total Suspended 

Solids (TSS) based on the input parameters Chemical Oxygen 

Demand (COD), Biological Oxygen Demand (BOD), TSS. 

Model performance was evaluated via Mean Squared Error 

and Correlation Coefficient (R) for the Konya Wastewater 

treatment plant. Neural Networks of various hidden layers 

were used and the correlation coefficient in the training set has 

reached up to 0.99, that is, a satisfactory result for the 

proposed model. The model was implemented using 

MATLAB which increased the complexity of designing ANN 

models as compared to Python. Training and testing take a lot 

of effort and scaling the models to other WWTP will require 

ample resources. In this model, the number of layers and 

number of neurons per layer were decided/ obtained on the 

basis of analyzing and comparing error on various trails. In the 

research paper, the performances of nine different models 

were compared. 

2) Wastewater treatment plant in South Korea: Guo Hong 

et al. proposed ANN and Support Vector Machine (SVM) 

models to predict the Total Nitrogen (T-N) concentration in 

the Yong-Yeon (YY) WWTP in Ulsan, South Korea [3]. For 

evaluation of the model, Coefficient of Determination (R
2
), 

Nash-Sutcliff efficiency and relative efficiency criteria were 

used. A sensitivity analysis was done using a pattern search 

algorithm and Latin Hypercube One Factor at a Time (LH-

OAT) [4] which showed that the ANN model gave superior 

results as compared to the SVM model. Resources used in the 

research are costly and it might not be possible to propose this 

model for the prediction of other effluent particles like TSS as 

the quality parameters are dependent on the site. In WWTPs at 

Korea, the anaerobic digestion process of sewage sludge with 

Food Waste has been increased. The increase of the Food 

Waste adversely affects digestion process and results in 

getting poor quality of effluent water from WWTPs. 

3) Wastewater treatment plant in Italy: Granata Francesco 

et al. [5] conducted a study on stormwater discharge and 

proposed a model for the estimation of COD, BOD, TSS, and 

Total Dissolved Solids (TDS) in the wastewater. Support 

Vector Regression (SVR) and Regression Tree algorithms 

were used for modeling, and Coefficient of determination (R
2
) 

and Root Mean Squared Error (RMSE) were the performance 

evaluators. For COD, TSS and TDS, the SVR model 

performed better than the Regression tree while for BOD, 

Regression Trees gave better results than SVR. Extending the 

proposed model to another treatment plant might not be a 

good choice as the conditions satisfying the development are 

heavily dependent on rainwater and only in a specific climate 

and rainy weather. 

4) Wastewater treatment plant in Hong-Kong: Qin 

Xusong et al. [6], showed that wastewater quality can be 

monitored online. In this paper, UV/ VIS spectrometry and a 

turbid-meter were used to monitor COD, TSS, and Oil & 

Grease concentrations. Signals from the two sensors were 

fused using Sensor fusion technique. Boosting-Partial Least 

Squares (Boosting-PLS) [6] method was used to make the 

model and predict the wastewater quality based on the fused 

information. 

5) Gongxian wastewater treatment plant in yibin, china: 

Wang Rui et al. [7] used four machine learning methods 

(Linear Regression, Ridge, Lasso and ElasticNet) for 

predicting the influent parameters. For influent parameter 

predictions, these methods showed high accuracy. The model 

proposed is used as warning module for assisting in daily 

operations of WWTP. 

B. National Status 

1) Wastewater treatment plant in Mangalore: D S Manu et 

al. used an artificial intelligence-based model [8] to predict the 

performance of the treatment plant for the removal of effluent 

nitrogen particles. Three different techniques/ models, SVM, 

ANFIS trapezoidal MF model and ANFIS Gbell MF model 

[8] were used and were implemented in MATLAB. Influent 

parameters taken were pH, ammonia nitrogen, free ammonia, 

and Kjeldahl nitrogen. Performance evaluation was done by 

RMSE, MSE, and Correlation Coefficient (R). The SVM 

model gave satisfactory results. This research is limited to a 

biological wastewater treatment plant and the study is 

conducted considering the biological waste only, thereby 

extending the proposed model to another site with a different 

type of wastes might not be possible. 

2) Sewage treatment plant (STP) in Delhi: Gautam et al. 

[9] focused on the monitoring of inlet and outlet parameters 

and measuring the effectiveness of STPs in Delhi, India. The 

cluster analysis approach was performed to find any relation 

between the current site and other sites, aiming to find similar 

sites. Sulfate, Nitrates, Chloride and Phosphate, and Bi-

carbonates concentrations were measured and the results 

showed that STP efficiency was not up to the mark. Samples 

were collected manually and the scope of automating the 

analyzing process is very limited. As the study is a decade old, 

the method used might be good for the estimation but the time 

consumed in the process can be reduced, if it were to be 

conducted and monitored online. 

3) 345 MLD UASB-based Bharwara STP/ WWTP: 

Banerjee et al. [10] focused on the working performance of 

STP and upgrading Up-flow Anaerobic Sludge Blanket 

(UASB) reactor technology. The removal efficiency of COD, 

BOD, and TSS was measured and the relation between pH and 

influent parameters was determined. Measurement of the 

parameter was done two times in a month over a period of 

four months. Hence, this model is susceptible to climate 

changes, and a small amount of training data might not be a 

good choice for predicting the quality parameters. 
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III. CURRENT TECHNOLOGICAL STATUS 

As of now many researchers have contributed in proposing 
machine learning models [2, 3, 5, 6, 7, 8, 9, 10] for wastewater 
treatment plants. However, the available monitoring 
technologies used for analyzing and predicting parameters of 
wastewater quality have a number of limitations or drawbacks 
e.g., models are suited for plants of outside India [2, 3, 5, 6, 
7]. In India, such smart systems for monitoring, analyzing, 
predicting quantity and quality parameters of wastewater are 
at a very preliminary stage. Smart, advanced and/ or 
automated systems are required not only for efficient 
utilization of resources but for smooth functioning of the 
wastewater treatment plants also, which can directly affect the 
health of humans/ living beings dependent on them. In India, 
no existing standard smart monitoring tool is currently 
available/ used [8, 9, 10] that predicts flow of influent and 
parameters of influent and effluent in advance for effective 
resource utilization at plant. The automation of system at 
WWTPs is still at an immature stage and not as developed as 
other process industries. The authors are researching in the 
line of implementing one such model/ infrastructure/ 
framework for wastewater treatment plant where data analysis 
shall be performed on real time data collected from Bharwara 
wastewater treatment plant, Lucknow (Fig. 1). In this paper, 
authors have presented the preliminary findings related to 
influent and effluent parameters of Bharwara wastewater 
treatment plant. 

A. Pre-Treatment 

The raw water is brought to the inlet chamber of Bharwara 
wastewater treatment plant (345 MLD UASB-based Bharwara 
STP) from the existing rising main of Gwari pumping station. 
The function of inlet chamber is to break the pressure flow 
and allow the sewage to flow by gravity to treatment unit. This 
chamber shall also function as flow distribution chamber to 
the screen channel. 

Bharwara wastewater treatment plant is Asia’s Largest 
UASB-based Wastewater Treatment Plant. The process flow 
of Bharwara wastewater treatment plant is shown in Fig. 2 and 
the brief description to its treatment scheme is given above. 

 

Fig. 1. Aerial Photograph of Bharwara WWTP. 

 
Fig. 2. Schematic of a UASB Reactor. 

B. Primary Treatment 

Primary treatment consists of Fine Screening and De-
Gritting. Objective of Screening is to remove floating matters 
and other large size objects from the sewage stream. Objective 
of De-gritting is to remove grit particles from the sewage 
stream by gravity separation process. Screening and De-
gritting are physical processes and they are accomplished in 
the units provided for the same with assistance of equipment 
provided. In the plant, nine automatic fine screening with 6 
mm bar spacing are used. The cleaning of the screen is 
automated by mechanical means. Mechanical Fine Screen 
Channel always remains connected to the system, except 
during maintenance period. In the plant, three manual 
screening with a bar spacing of 12 mm (Standby for the 
automatic) are used. Six De-gritting Units with Grit Removal 
Mechanism and grit washing system are used for separation of 
gritty matter from sewage stream. Then, it is washed to make 
it free from organic matter and to transfer organic matter back 
to sewage stream. All the Grit Chambers are provided with 
Grit Collector, reciprocating type grit washing mechanism and 
Organic Return Pumps. These Grit Chambers remains in 
operation all the time. Three of them are manual De-gritting 
units for handling 50% of raw sewage flow and three of them 
are Parshall Flume with flow measurement followed by thirty 
Up-flow Anaerobic Sludge Blanket (UASB) Reactors as 
shown in Fig. 3. Inside the Reactors four reactions 
(Hydrolysis, Acidogenesis, Acetogenesis and 
Methanogenesis) account for the whole process. The system 
achieves a removal efficiency of 70%-80%, even when 
receiving organic loads greater than 15kg COD/m

3
 of reactor 

per day at 8 hours HRT. The biogas is made up of 75%-85% 
methane. The sludge at the bottom has a concentration of 
about 40-70g Volatile Suspended Solids (VSS)/ l. In the plant, 
three Primary Sludge sump and pump house ultrasonic flow 
meters are provided in the Parshall flume for flow 
measurement with flow indicator, totalizer and recorder. 

C. Secondary Treatment 

In Secondary treatment, the refined water coming from 
primary treatment passes through three Pre-Aeration Tanks 
with six surface Aerators, further it has three Polishing ponds 
with two compartments having 18 Floating Aerators for 
polishing pond compartment 1 and eleven fountain pumps for 
polishing pond compartment 2. 
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Fig. 3. Process Flow for 345 MLD UASB-based Bharwara STP. 

D. Final Disinfection 

In this process, three Chlorinator / one Chlorinator House 
is used. The chlorinator flow is manually adjusted. All the 
chlorinators are of the vacuum type. Hence, since as the 
chlorine gas is fed to the injector (located close to the 
chlorinators) at a pressure lower than atmospheric, no leak 
will occur. It has one water reservoir for chlorinating system 
and three Chlorine Contact Tank, One Final effluent chamber 
and One Final Effluent pipe. 

The dewatering is carried out by means of Sludge drying 
beds. The 106 numbers of drying beds each of size 729 m² are 
feed by pumping from the SDB (Sludge Drying Bed) Feed 
sludge pumps. The consistency of dewatered sludge is around 
30 – 35%. 

The 345 MLD UASB-based Bharwara STP has following 
process objectives: reusable treated effluent, generating biogas 
according to raw sewage effluents and constantly delivering 
required quality of treated effluent. 

In this section, we have briefly discussed major 
components of process flow for the plant. 

In the next section, we present the methodology used to 
analyze and design a model to predict the parameters of 
influent/ effluent at wastewater treatment plant.  This study 
shall provide foundation to improve reactor work performance 
in wastewater treatment plant. 

IV. METHODOLOGY 

We propose a machine learning based model to predict 
parameters of influent and effluent which shall provide 
efficient utilization of chemical resources during treatment 

process ensuring the desired level of quality indicators in 
effluent. We collected real time dataset of 345 MLD UASB-
based Bharwara STP using manual process for data analysis. 
The methodology for the proposed model is briefed using the 
following four steps: 

A. Identification of Locations and Water Parameters to be 

captured at Plant 

We along with supporting staff at 345 MLD UASB-based 
Bharwara STP identified five locations where the water 
parameters are to be captured. The placing of various locations 
in the plant are shown in Fig. 2. At each location, we 
identified and listed the water parameters like BOD, COD, 
DO, SS, temperature, pH, Residual Chlorine etc. be measured. 
The basis of identifying water parameters at a particular 
location in the plant is the process/ treatment/ chemical 
reactions taking place at these locations. These identified 
locations and respective parameters to be measured at these 
locations are listed in Table I. 

TABLE I. LOCATIONS AND MEASURING PARAMETERS 

Location Parameters 

Inlet Chamber 
BOD, pH, Suspended Solids, Temperature, COD, oil, 

flow, Phosphorous, DO  

Outlet of UASB 

Reactor 
BOD, Suspended Solids, pH, COD 

Polishing pond Dissolved Oxygen, pH 

Outlet of 
Chlorine contact 

Tank 

BOD, Suspended solids, pH, COD, Fecal Coliform, 

Residual Chlorine, Dissolved Oxygen. 

Primary sludge pH, Total Solids, Volatile solids. 

GH 

CANAL 

G
o

m
ti R

iv
e

r

Plant Refuse

for disposal by 

Contractor

Pre-Aeration Tank

Sludge

Filtrate

G
a
s
 F

la
re

UASB 

Reactor

Gas 

Holders

Poly
Biogas

Sludge Storage

Tank

STP Inlet 

Chamber

Sludge transportation 

to Land fill area inside 

plant premises up to 1 

km radius

Surface 

Aerators

Polishing Pond

Compartment 1

Floating 

aerators

Polishing Pond 

Compartment 2
Chlorine 

Contact tank

Screens + 

Degritting

Units

Storage Tank for Cl2 

booster pumps

Sludge Drying 

(Dryness  

approx.30% )

Treated Effluent 

BOD5 < 30 mg/l

COD < 100 mg/l

TSS < 50 mg/l

TN ---- mg/l

P-PO4 ----- mg/l

Fecal

Coliform

<1000 

lMPN/100ml

Raw Sewage

BOD5 100-250mg/l

COD 250-500 mg/l

TSS 200-600 mg/l

TN ------ mg/l

P-PO4 ------- mg/l

Fecal

Coliform

10^6 -10^9

MPN/100ml

Gas 

Flow 

meter

Cl2
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B. Data Collection 

We collected a real-time data set of the 26 months (April 
2019 to May 2021) from the plant. In the data set, selected 
parameters of influent and effluent are collected/ captured and 
recorded using manual process adopted at the plant. 

C. Data Preprocessing 

We do pre-processing on the recorded data set. For 
preprocessing, we treat missing values and outliers using 
standard procedures and kNN, and further normalized the data 
set. The outlier treatment is performed using statistical 
techniques i.e., calculating interquartile range and neglecting 
the values above lower limit and upper limit [11]. The 
normalization of the data set is performed using the following 
formula (1): 

min( )

max( ) min( )

x x
x

x x


 


             (1) 

where x’ is the normalized value, x is the original value, 
and min(x) and max(x) respectively are the minimum and 
maximum values. The data is normalized in the range between 
0 and 1. 

D. Discovering Unknown Patterns 

We discover various patterns or relations within the 
collected data sets. We visualize the patterns in the data set. 
We design and implement a machine learning-based model to 
analyze and predict the parameters of influent/ effluent in the 
wastewater treatment Plant. We used Linear Regression to 
design the preliminary prediction model. Linear regression 
[12] is a statistical tool for the prediction of a dependent 
variable from an independent variable. It establishes a linear 
relationship between the independent (input) and dependent 
(output) variables. Linear Regression is a modeling technique 
where a dependent variable is predicted based on the 
independent variables. Linear Regression is the most widely 
used technique among all statistical techniques. The linear 
regression model is designed on Google Colab using python 
3.7.12 for performing analysis. 

Let us discuss the dependent variable, independent 
variable, line of regression, data preprocessing, model 
properties for the linear regression model. 

Dependent variable: It is a variable that depends on other 
factors (independent variables) that are measured. 

Independent variable: It is the variable [13] that is stable 
and unaffected by another variable which we are trying to 
measure independent variables (predictors) are used to predict 
the value of the dependent variable (target variable). 

Line of regression model:  It is the relationship between 
independent and dependent variables. 

Model Properties: We implemented the initial model using 
Linear Regression in Python Implementation environment for 
the model is given in Table II. 

TABLE II. IMPLEMENTATION ENVIRONMENT 

Language Python (version 3.7.12) 

Tool Google Colaboratory 

Libraries NumPy, Pandas, Matplotlib, Scikit Learn, SciPy and Seaborn 

The model Properties are as follows: 

 Model inputs: Inlet COD, BOD, PH, TSS, MLD and 
MPN 

 Model outputs: Outlet COD, BOD, PH, TSS, DO, 
MPN 

 Training - Test split: 80/20 

 Estimator Function: Mean Square Error 

In order to measure the performance of the model, Mean 
Square Error (MSE) is used. Formula for MSE [14] is given as 
follows: 

2

1

1
ˆ( )

n

i i

i

MSE y y
n 

               (2) 

We improved and tested the performance of the model by 
minimizing MSE and maximizing the correlation coefficient 
(R). 

V. RESULTS AND ANALYSIS 

We collected the raw data from 345 MLD UASB-based 
Bharwara STP during April 2019 to May 2021. The summary 
of the collected data, analysed using Python is shown in Table 
III. Based upon the initial analysis, it is found that the data has 
some missing facts/ details/ values and the outliers under few 
variables. Therefore, we applied Mean method and KNN to 
treat missing values in the given dataset. Fig. 4 shows the 
results after treating missing values on OUT_MPN. However, 
the similar results are obtained for the other variables 
(columns) with missing values in the dataset. 

The raw data contained the outliers which were impacting/ 
decreasing the efficiency of the model(s) created. So, the 
treatment for removing the outliers from the data is done 
during pre-processing. The Fig. 5 shows the graph for inlet 
BOD before the outlier treatment and Fig. 6 shows the graph 
for inlet BOD after outliers’ treatment. Similarly, we did the 
outlier treatment for other variables (columns) in the data set. 

After doing the missing values treatment and outliers’ 
treatment, the data set is used for further data visualization. 
We obtained the summary of the pre-processed dataset as 
shown in Table IV. 

Further, we did data visualization and selected the influent 
parameters and obtained the results. The obtained results are 
elaborated in this section. 
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TABLE III. SUMMARY OF RAW DATA BEFORE PRE-PROCESSING 

 

 DATA QUALITY PARAMETERS 

Month 

Count 
MLD Influent PH 

Effluent 

PH 

Influent 

TSS 

Effluent 

TSS 

Influent 

COD 

Effluent 

COD 

Influent 

BOD 
Effluent BOD 

Influent 

MPN 

Effluent 

DO 

COUNT 781 780 780 780 780 780 780 780 774 774 572 780 

MEAN 13.31 324.8 7.342 7.58 233.38 41.97 279.18 74.05 146.12 26.13 533836.14 4.58 

STD 7.40 40.84 0.13 0.11 37.81 3.96 52.03 8.66 21.22 1.73 776153.06 1.41 

MIN 1 157.11 6.93 7.23 145 4 125 28 75 19 1.4 4 

25% 7 304.14 7.25 7.52 212 39 240 68 135 25 11 4.3 

50% 13 344 7.34 7.6 230 42 264 72 148 26 780000 4.5 

75% 20 349.79 7.43 7.66 254 45 324 80 160 28 920000 4.8 

MAX 26 437.93 7.75 7.87 556 72 528 96 220 29 14000000 43 

 

Fig. 4. Preprocessing of OUT_MPN. 

 

Fig. 5. Before Outlier Treatment. 

 

Fig. 6. After Outlier Treatment. 

Fig. 7 shows the flow rate (in MLD) of influent with 
respect to month. In Fig. 8, we can clearly observe the 
inconsistency in the flow. Fig. 9 shows day wise flow of 
influent in the month of January of 2020 and 2021. For the 
month of February 2020, the flow is around the 7000 million 
litres but it rises too nearly 12000 million litres in the month 
of July. Also, the same months of different years have shown 
the major differences in the data which can be clearly 
observed in Fig. 9. We have further created the linear 
regression model for prediction of flow in 345 MLD UASB-
based Bharwara STP/ WWTP. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

604 | P a g e  

www.ijacsa.thesai.org 

TABLE IV. SUMMARY OF DATASET AFTER PRE-PROCESSING 

 

 DATA QUALITY PARAMETERS 

Month 
Count 

MLD 
Influent 
PH 

Effluent 
PH 

Influent 
TSS 

Effluent 
TSS 

Influent 
COD 

Effluent 
COD 

Influent 
BOD 

Effluent 
BOD 

Influent 
MPN 

Effluent 
MPN 

Effluent 
DO 

COUNT 773 773 773 773 773 773 773 773 773 773 773 773 773 

MEAN 13.23 326.2 7.34 7.58 231.51 42.01 276.81 74.01 145.77 26.14 10.31 0.06 4.53 

STD 7.34 39.66 0.13 0.11 34.21 3.57 50.79 8.24 20.72 1.72 1.72 0.01 0.31 

MIN 1 157.1 6.98 7.23 145 32 125 56 75 19 5.61 0.033 4 

25% 7 306.8 7.25 7.52 212 39 240 68 135 25 9.2 0.061 4.3 

50% 13 345.2 7.34 7.61 227 42 264 72 145 26 10 0.06 4.5 

75% 20 350 7.43 7.66 251 45 320 80 160 28 11.21 0.08 4.8 

MAX 26 403 7.75 7.87 443 49 464 96 210 29 15.51 0.1 5.3 

 

Fig. 7. Flow Rate of Influent by Month. 

 

Fig. 8. Flow Rate of Influent by Day. 

 

Fig. 9. Comparison of Flow Rate between Jan 2020 and Jan 2021 by Day. 

Fig. 10 signifies the effectiveness of WWTP by showing 
the relationship between influent (untreated water) and 
Effluent (Treated and processed) water. The parameters 
include Total Suspended Solids (TSS), Chemical Oxygen 
Demand (COD), Biological Oxygen Demand (BOD), 
Myeloproliferative Neoplasms (MPN), Dissolved Oxygen 
(DO) and pH. 

These graphs in Fig. 10, show that there is a great 
fluctuation/ variation in the influent parameters which are the 
main factors affecting the efficiency of the plant. Therefore, a 
prediction by a Machine Learning model shall greatly help in 
managing and enhancing the quality and effectiveness of 
waste water treatment processes used in the plant. 

The relationship between parameters can be analysed by 
the correlation coefficient. It can be used to obtain the 
effectiveness of the relationship among the parameters and can 
be used for further analysis and modelling. The positive 
correlation signifies that if one value increases another also 
increases, higher value shows the stronger correlation. 
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Fig. 10. Relationship between Influent and Effluent Parameters. 

Fig. 11 shows the result of the linear regression model 
designed and implemented for prediction of effluent 
parameters (BOD, TSS, MPN, DO, and COD), here red dots 
show actual results and blue cross show predicted values of 
the linear regression model. The Model is trained on 
considering each influent parameter (BOD, TSS, MPN, DO, 
and COD) as input variables and the selected effluent 

parameter as output variable. The initial model is showing 
adequate results. 

In Fig. 12, heatmap shows this relation with the intensity 
of the colour used; darker colour shows the stronger 
relationship. The colour turning to blue shows the negative 
relationship means the increase in one value will lead to the 
decrease in another. 

 

Fig. 11. Linear Regression Output. 
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Fig. 12. Heatmap for Correlation. 

Results of linear regression model, obtained in the form of 
MSE and Correlation Matrix (R), are shown in Table V. We 
are able to improve the efficiency of the initial model up to 
some extent using the linear regression model. 

TABLE V. MSE TABLE AND CORRELATION 

MET

HOD 

DATA QUALITY PARAMETERS 

EFFLU-

ENT PH 

EFFLU

-ENT 

DO 

EFFL

U-ENT 

TSS 

EFFL

U-

ENT 

COD 

EFFL

U-

ENT 

BOD 

EFFLU

-ENT 

MPN 

MSE 0.015 0.048 0.046 0.038 0.028 0.033 

R 0.736 0.413 0.211 0.249 0.239 0.436 

       

VI. CONCLUSION 

Authors have analyzed the flow and quality parameters 
like COD, BOD, TSS, DO, pH, Temperature, Ammonia, 
Phosphorous and oil content, etc. in influent, and also 
parameters like COD, BOD, DO, pH, etc. of effluent in the 
WWTP. The proposed model provides support to centrally 
monitor processes and operations of a wastewater treatment 
plant.  This paper depicts and visualizes the fluctuating and 
varying nature of influent parameters in 345 MLD UASB-
based Bharwara STP. 

The analysis presented in the paper, provides basis for 
improving operational efficiency and provides a cost-effective 
utilization of various resources at wastewater treatment plants 
by knowing about the pattern of the influent and effluent 
parameters may be in advance also. We have also designed 
and implemented an initial model using the Linear Regression 
algorithm to analyze as well as predict the parameters of 
influent and effluent of 345 MLD UASB-based Bharwara 
STP. However, the implemented model shall be applicable for 

any UASB based wastewater treatment plant or any 
wastewater treatment plant after a specific training part. 

In future work, the authors shall incorporate SVM 
(Support Vector Machine) and ANN (Artificial Neural 
Network) techniques in the model to predict the influent and 
effluent parameters in WWTPs. It is expected that the model 
incorporating SVM and ANN shall show more robust 
relationship among the parameters and give a better estimate 
than the current model, in future. 
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Abstract—Foreign exchange rate forecasting has always been 

in demand because it is critical for foreign traders to know how 

their money will perform against other currencies. Traders and 

investors are always looking for fresh ways to outperform the 

market and make more money. As a result, economists, 

researchers and investors have done a number of studies in order 

to forecast trends and facts that influence the rise or fall of the 

exchange rate (ER). In this paper, a new Convolutional Neural 

Network (CNN) model with a random forest regression layer is 

used for future closing price prediction. The intended model has 

been tested using three major currency pairs: Australian Dollar 

against the Japanese Yen (AUD/JPY), the New Zealand Dollar 

against the US Dollar (NZD/USD) and the British Pound Sterling 

against the Japanese Yen (GBP/JPY). As a proof-of-concept, the 

forecast is made for 1 month, 2 months, 3 months, 4 months, 5 

months, 6 months and 7 months utilizing data from January 2, 

2001 to May 31, 2020 for AUD/JPY and GBP/JPY and data from 

January 1, 2003 to May 31, 2020 for NZD/USD. Furthermore, 

when compared the performance of the suggested model with the 

Autoregressive Integrated Moving Average (ARIMA), Multi-

Layer Perceptron (MLP) and Linear Regression (LR) models 

and found that the proposed CNN with Random Forest model 

surpasses all models. The suggested model's prediction 

performance is assessed using R2, MAE, RMSE performance 

measures. The proposed model's average R2 values for three 

currency pairs from one to seven months are 0.9616, 0.9640 and 

0.9620, demonstrating that it is the best model among them. The 

study's findings have ramifications for both policymakers and 

investors in the foreign exchange market. 

Keywords—Convolutional neural network; exchange rate; R 

square; random forest regression method 

I. INTRODUCTION 

In our lives, money is quite important. Currency markets 
have evolved into an important part of our lives in the growth 
of the financial system. The exchange rate (ER) and foreign 
exchange rate (Forex) are two well-known terminologies in the 
money market. ER is the worth of a country's currency that 
may be exchanged for another country's currency [1]. Forex is 
a global market where national currencies are exchanged for 
one another. Forex is the world's largest daily market for 
swapping one currency for another [2]. The ER is influenced 
by a variety of factors, including individual traders' and 
investors' economic, political and psychological circumstances 
[3,4]. The stunning presentation of the CNN on the detailed 

earth has gotten a lot of attention. Visual Speech recognition 
[5], Hand Gesture recognition [6], COVID-19 Detection [7], 
and time series data prediction [8] are all domains where CNN 
technology is used. CNN was once utilized to forecast stock 
market activity for the next day [9]. 

The primary goal of this study is to verify the 
computationally efficient Convolutional Neural Network 
model for forecasting foreign currency exchange rates. The 
suggested model (CNN-RF) was used to forecast the closing 
price of three key foreign currency pairs: the AUD/JPY, 
NZD/USD and GBP/JPY. The proposed model is used to 
forecast currency prices up to seven months ahead of time. The 
experimental findings are analyzed using three commonly used 
performance metrics: Root Mean Square Error (RMSE), Mean 
Absolute Percentage Error (MAE) and the coefficient of 
determination (R

2
). The suggested model is compared to 

ARIMA, MLP and LR approaches based on performance 
metrics. Although many researchers have been anticipating 
foreign exchange currency in the past, but currently researchers 
are striving to come up with new models to predict the 
character of this market. While there are numerous machine 
learning and deep learning approaches utilized in finance, 
traders are always looking for new ways to outperform the 
market. This model will assist traders in achieving their goals 
in a systematic manner. 

The following are the study's primary research 
contributions: (1) To capture exchange rate uncertainty, a 
reliable, efficient and accurate forecasting model employing 
CNN with Random Forest regression layer is proposed and 
implemented. Every 1 minute opening price, closing price, 
high value, low value and volume of exchange rates are all 
taken into account. (2) Accuracy measuring methods such as 
MAE, RMSE, and R

2 
are used to compare the results. The R

2
 

value is used to measure the system's performance. The 
proposed forecasting model is, to our knowledge, the first of its 
sort in the literature. 

The organization of the paper is given as: The associated 
work for currency ER prediction is explained in Section II. We 
present the data used for doing the experiment & some 
preferred models including our suggested model used for 
prediction of ER in Section III. Performance evaluation criteria 
described in Section IV. Experimental outcomes discussed in 
Section V followed by conclusions in the next section. 
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II. LITERATURE SURVEY 

Countless studies have proposed and developed numerous 
ways to examine and predict ER activity in the last few years. 
The following is a concise discussion of the important 
investigations. 

For time series forecasting a broad range of prediction 
methods have been measured. The ARIMA model was known 
as the Box-Jenkins model and affirmed that it is the most 
popular scheme used for time series forecasting [10]. The 
ARIMA-GARCH model is used to forecast Ghana's GDP. It 
demonstrates that the ARIMA-GARCH model may reduce 
error variance and improve forecasts [11]. In real-world 
monetary time series, the performance of the linear models is 
below expectation due to boundaries in linear models. Thus, in 
this document, we talk about various non-linear models like 
artificial neural networks. For non-linear prediction the non- 
linear model artificial neural network (ANN) is used [12]. 

Many academics have tried using the Long Short-Term 
Memory (LSTM) technique to anticipate currency exchange 
rates in recent years. LSTM networks operate well with time 
series data for classification, analysis and prediction. For short-
term prediction, Elman type approaches such as ARIMA, 
LSTM and Recurrent Neural Network (RNN) are used. 5 days, 
11 days, 22 days, 35 days, 44 days and 55 days windows were 
forecasted using the three approaches above. The 22-day 
window has an average accuracy of 71.76 percent. In the short 
term, the validation dataset was best approximated using the 
22-day predicting window [13]. As forex market is very 
volatile & complex. Thus, all the investors find new methods 
with more accuracy. The suggested model mentioned in this 
paper gives 93% average accuracy for 1 month ahead 
prediction which is also considered as a short-term prediction.  
For projecting the price 10 and 30 minutes in advance, the 
Gated Recurrent Unit (GRU)-LSTM approach is used. The key 
currency pairs EUR/USD, GBP/USD, USD/CAD and 
USD/CHF were evaluated for this experiment. The 
performance of the GRU-LSTM model is compared to that of 
the GRU, LSTM and statistical models based on simple 
moving average (SMA). Based on MAE, MSE, and RMSE 
results the suggested model provides better results of 
GBP/USD and USD/CAD currency pair. The GRU-LSTM 
model outperforms other models in terms of R

2 
[14]. Based on 

the evaluation criteria our proposed model CNN with Random 
Forest (CNN-RF) provides better results in all datasets. Three 
alternative models such as support vector regression, back 
propagation neural network and long short-term memory, were 
used using Google trends and macroeconomic data to predict 
the value of Ghanaian Cedis in USD, British Pounds and Euros 
for the next 30 days. The results reveal that, unlike the other 
two models, the LSTM can easily manage exchange rate data 
variance [15]. However, in any circumstance, it's possible that 
Google Trends won't be able to predict changes in the 
Ghanaian cedi's exchange rate versus all other currencies. 

Another hybrid model, ANN-GJR (Glosten, Jagannathan 
and Runkle) was employed to forecast currency exchange rates 
using five currency pairs. When compared to the benchmark 
model, the ANN hybrid model performs better. 14 days, 21 
days and 28 days are the predicting horizons. The hybrid 

model's forecasting precision is over 90% for a 21-day horizon. 
The hybrid model's prediction accuracy improves as the 
prediction horizon lengthens and the benchmark model 
performs better for shorter horizons [16]. Therefore, this model 
only applied for long term forecasting. The average accuracy 
of the proposed model (CNN-RF) is 93% for one month 
prediction and 95% accuracy for seven months ahead 
prediction. Thus, the proposed model performance is better in 
both a short and long time period. Alternative hybrid model 
ANN-GA (genetic algorithm) used for INR (Indian Rupees) Vs 
USD currency exchange rate prediction. But ANN has some 
limitations: requires a large diversity of training for operation 
and also have overfitting problem [17]. 

Support vector regression (SVR) method is used for 
forecasting short-term financial time series. The forecasts were 
produced one to four days in advance, with a focus on the short 
term. The proposed PCA-ICA-SVR model facilitates to 
forecast stock values with small amount error [18]. This 
method was also used by other researchers for currency 
exchange rate prediction [19]. 

SVR, NN, LSTM known as Support vector regression, 
neural network, long short-term memory with hidden layers 
used in deep learning models for multi-currency ER prediction. 
They forecast the ER between the top currencies of the world. 
The average precision of the forecasting model exceeds 99% 
[20]. Based on the outcome of the forecasting model the 
average accuracy is very good but it will predict data by day. 
There is no provision for long-term prediction. A new method 
deep belief network (DBN) used for forecasting the currency 
exchange rate data. For doing the experiment INR/USD and 
CNY/USD currency pair used. On the overall prediction 
performance, with the increase of the forecast period, the 
prediction accuracy declines. Thus, this model is not suitable 
for long term prediction [21]. 

III. DATA AND MODELS APPLY FOR FORECASTING FOREIGN 

CURRENCY EXCHANGE RATES 

The data collection sources are mentioned in this section. 
Different algorithms for Forex are discussed in this section. 

A. Data 

The experiment was conducted using three major currency 
pairs: AUD/JPY, NZD/USD and GBP/JPY. January 2, 2001 to 
May 31, 2020 for AUD/JPY and GBP/JPY and data from 
January 1, 2003 to May 31, 2020 for NZD/USD data was 
collected for doing experiments. Everyday opening price, 
closing price, low price, high price and volume data were 
gathered. (http://www.forextester.com/data/datasources) site 
used for collecting past 1-minute trade rates information. To 
abolish unnecessary information, 1-minute data was resampled 
to 1hour, 1day data. 

B. Auto Regressive Integrated Moving Average (ARIMA) 

It is the most popular approach used for forecasting. The 
future value of a variable is a linear combination of past error 
and past value. 
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Where tx represents actual value, t represent random error 

at t time, i  and j represents the coefficients, u and v integers 

frequently referred to as autoregressive and moving average 
polynomials [22]. ARIMA model consists of three phases: 
identification of model, estimation of parameters & diagnostic 
checking. 

C. Multilayer Perceptron (MLP) 

MLP is also used for ER prediction [23]. An MLP network 
has three types of layers: a hidden layer exists within the input 
and output layer. The hidden layer neuron adds the received 
input signal after multiplying all input signals to their 
associated weight values. Based on the received output of the 
neuron is estimated. 

D. Random Forest (RF) 

Random forest ensemble learning procedure applied for 
regression and classification problems. For foreign currency 
ERs prediction, we use the random forest method. It simply 
works on tabular data. The missing value will not be measured 
while we prepare the data in python and sklearn packages. The 
dataset, depth of tree and no of the tree are the inputs of the 
random forest (RF) method [24]. 

E. Linear Regression (LR) 

Here for forecasting foreign currency ER we use the LR on 
technique. It is of two type’s linear regression and multiple 
regression. The mathematical formula of linear regression is 

  w by c                (2) 

W stands for dependent variable, y stands for the 
independent variable, b known as slope, c considers as 
interceptor. 

1 2 3w by by by c   
            (3) 

w stands for the dependent variable. The independent 
variables are represented as y1, y2 and y3.b is the slope, c    
known as the interceptor [25]. 

F. CNN 

In CNN several hidden layers exist within input and output 
layer. The hidden part of CNN is the combination of a 
convolution layer (CL), pooling layer and a fully connected 
(FC) classifier. The features are obtained from the previous 
layer processed by the fully connected classifier [26]. 

Fig. 1 shows the workflow diagram, which provides the 
framework of the proposed ER prediction model. The 
framework consists of some phases: (i) Data download and 
integration; (ii) Data pre-processing and partition; 
(iii) Convolution layer using leakyrelu activation function; 
(iv) Pooling layer; (v) Sigmoid mapping function used for 
selecting abstract feature; (v) Decision tree regression layer; 
(vi) Random forest regression layer; (vii) Analysis model 
performance; and (viii) Output. 

For extracting local features from input a set of filters 
present in the CL. A very small part of the input is called the 
receptive field which represents feature map. The neuron 
present in the CL is very much associated with the tiny piece of 
the preceding layer. These neurons prepare the feature map and 
the similar weight pooled to every feature map. The pooling 
layer applied to shrink the extent of each feature map. Two 
types of pooling are used mean-pooling and max-pooling. 
Max-pooling is used for selecting the highest value and mean-
pooling use for selecting the least amount of feature map. 

The proposed model's architecture is depicted in Fig. 2. Our 
model has four Convolutional layers, three pooling layers and 
one fully connected layer & a readout layer. First, the inputs 
are pre-processed to a standard normalization (0,1). Then the 
feature and labels are selected. After that represent the feature 
matrix with label. PCA algorithm is used for data 
transformation or dimension reduction. Every minute of 24 
hours data is taken as input. The max pooling layer is followed 
by the convolution layer. Finally, as a readout layer, a random 
forest regression layer is employed. To reduce the RMSE loss, 
we used Adam optimization to train the network. A batch size 
of 256 was chosen. The probability of dropping out rate is 
20%. We trained for 10 epochs with a learning rate of 0.003 at 
first. We divide the complete data into two parts: 80 percent for 
training and 20 percent for testing. 

 

Fig. 1. Work Flow Diagram of Proposed Model. 
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Fig. 2. Architecture of Proposed Method. 

IV. PERFORMANCE EVALUATION CRITERIA 

The model performance is measured by four indices R
2
, 

RMSE, MAE. The MAE is computed as 

 
1

    ,    
1 n

i i

i

u vMAE u v
n 

 
             (4) 

Where ui is the real value of the i
th
 sample, vi represents the 

expected value of i
th
 sample and n represents total number of 

samples. MAE calculates the distinction between real value 
and predicted value by average the absolute difference over the 
test sample 
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            (5) 

RMSE is very much useful when the performance of the 
model is pretentious due to the presence of a large number of 
errors. The square root of the mean of the difference among the 
real and the expected values are considered. 
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The actual value represented as iu .To know the fitness of a 

forecasting model R
2
 is used. The range of R

2 
lies within 0 to 1 

if the value is superior the model is better. 

V. RESULTS AND DISCUSSION 

The intended model has been doing the experiment using 
three major currency pairs AUD/JPY, NZD/USD, GBP/JPY. 
Moreover, ARIMA, MLP, LR algorithms are considered for 
comparison with our proposed (CNN-RF) scheme. From the 
entire data, 80% and 20% of data is used for training and 
testing the suggested model. The proposed model is used to 
forecast up to 7 months in advance. The model’s performance 
is calculated through R

2
, MAE, and RMSE. The model has 

been designed & tested using PYTHON3.7 software. 

A. AUD/JPY 

From Table I, it can be observed that our suggested model 
is superior to other models.  It is indicated in Table I, for the 
first month the R

2 
(the greater value is superior) value is 

46.92%, 70.39% and 17.37% higher than ARIMA, MLP and 
LR techniques. In addition to this, for a second month it also 
shows better R

2
 performance compared to other existing 

models. Its performance for R
2
, is higher than ARIMA, MLP 

and LR by 47.86%, 70.84% and 18.38% correspondingly. For 
the third month, the result of R

2
 of the suggested model is 

48.01%, 63.93%, 18.42% bigger than ARIMA, MLP and LR 
methods. For the fourth month, the result of R

2
 of the 

suggested model is 49.53%, 60.76%, 20.26% bigger than 
ARIMA, MLP and LR techniques. For the fifth month, the 
result of R2 of the proposed model is 49.12%, 55.45%, 19.83% 
bigger than ARIMA, MLP and LR algorithms. For the sixth 
month the result of R

2
 of the suggested model is 50.19%, 

58.57%, 21.09% bigger than ARIMA, MLP and LR methods. 
For the seventh month, the result of R

2
 of the suggested model 

is 50.34%, 57.53%, 20.45% bigger than ARIMA, MLP and LR 
methods. 

The R
2 
result of the AUD/JPY from 1 to 7 months forecast 

in advance is presented in Fig. 3 using several methodologies 
such as CNN-RF, ARIMA, MLP, and LR. 

TABLE I. COMPARISON OF R2 
FOR AUD TO JPY FOREX DATA USING 

DIFFERENT TECHNIQUES 

R2(AUD/JPY) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.9343 0.6359 0.5483 0.7960 

2 0.9400 0.6357 0.5502 0.7940 

3 0.9418 0.6363 0.5745 0.7953 

4 0.9530 0.6373 0.5928 0.7924 

5 0.9526 0.6388 0.6128 0.7949 

6 0.9581 0.6379 0.6042 0.7912 

7 0.9616 0.6396 0.6104 0.7983 
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Fig. 3. ER of AUD / JPY Seven Months ahead Prediction Error (R2). 

It is shown in Table II that our suggested scheme performs 
superior to the state-of-the-art methods. For MAE (the least 
value is the better) performance of the proposed approach is 
better than all other models. When MAE performance 
measured in AUD/JPY exchange rate forecasting for the first 
month our suggested model result is 38.39%, 51.27%, 37.42% 
smaller than ARIMA, MLP and LR algorithms. For the second 
month, the result of MAE of the proposed model is 31.05%, 
43.34%, 28.76% smaller than ARIMA, MLP and LR 
algorithms. For the third month, the result of MAE of the 
suggested model is 21.98%, 29.97%, 16.42% smaller than 
ARIMA, MLP and LR techniques. For the fourth month, the 
result of MAE of the proposed method is 23.24%, 31.29%, 
15.07% smaller than ARIMA, MLP and LR algorithms. For 
the fifth month, the result of the MAE of the suggested model 
is 39.29%, 52.03%, 34.23% smaller than ARIMA, MLP and 
LR methods. For the sixth month, the result of MAE of the 
proposed model is 55.58%, 68.61%, 51.49% smaller than 
ARIMA, MLP and LR techniques. For seven month the result 
of MAE of the suggested model is 66.95 %, 78.19%, 62.98% 
smaller than ARIMA, MLP and LR methods. 

Using multiple techniques such as CNN-RF, ARIMA, 
MLP, and LR, the MAE result of the AUD/JPY from 1 to 7 
months forecast in advance is provided in Fig. 4. 

TABLE II. COMPARISON OF MAE FOR AUD TO JPY FOREX DATA USING 

DIFFERENT TECHNIQUES 

MAE(AUD/JPY) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.3984 0.6467 0.8177 0.6367 

2 0.5034 0.7301 0.8886 0.7067 

3 0.6034 0.7734 0.8617 0.7220 

4 0.5009 0.6526 0.7291 0.5898 

5 0.2909 0.4792 0.6065 0.4423 

6 0.1784 0.4017 0.5684 0.3678 

7 0.1234 0.3734 0.5659 0.3334 

 

Fig. 4. ER of AUD / JPY Seven Months ahead Prediction Error (MAE). 

Table III represents the proposed model performs better 
than LR, ARIMA and MLP models for prediction of seven 
months. When RMSE performance measured in AUD/JPY ER 
forecasting for the first month our proposed model result is 
26.25% smaller than ARIMA, 36.38% smaller than MLP, 
21.75% smaller than LR. For the second month, the result of 
RMSE of the suggested model is 27.60% smaller than 
ARIMA, 38.01% smaller than MLP, 21.99% smaller than LR. 
For the third month, the result of RMSE of the proposed model 
is 34.90% smaller than ARIMA, 47.12% smaller than MLP, 
29.27% smaller than LR. For the fourth month, the result of 
RMSE of the suggested model is 45.76% smaller than 
ARIMA, 59.21% smaller than MLP, 40.78% smaller than LR. 
For the fifth month, the result of RMSE of the proposed model 
is 55.61% smaller than ARIMA, 68.74% smaller than MLP, 
51.25% smaller than LR. For the sixth month, the result of 
RMSE of the suggested model is 59.15% smaller than 
ARIMA, 71.87% smaller than MLP, 54.93% smaller than LR. 
For seven months the result of RMSE of the proposed model is 
61.85% smaller than ARIMA, 74.15% smaller than MLP, 
57.66% smaller than LR. 

Using multiple techniques such as CNN-RF, ARIMA, 
MLP, and LR, the RMSE result of the AUD/JPY from one to 
seven months ahead forecast is shown in Fig. 5. 

TABLE III. COMPARISON OF RMSE FOR AUD TO JPY FOREX DATA USING 

DIFFERENT TECHNIQUES 

RMSE(AUD/JPY) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.5317 0.7210 0.8358 0.6795 

2 0.4723 0.6524 0.7620 0.6055 

3 0.3595 0.5523 0.6799 0.5083 

4 0.2548 0.4698 0.6248 0.4303 

5 0.1881 0.4238 0.6019 0.3859 

6 0.1680 0.4113 0.5973 0.3728 

7 0.1542 0.4042 0.5967 0.3642 
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Fig. 5. ER of AUD / JPY Seven Months ahead Prediction Error (RMSE). 

B. NZD / USD 

In Table IV, the performance of the suggested model is 
evaluated.  For the first month, the R

2
 performance in 

NZD/USD ER, our proposed model result is 44.01% bigger 
than ARIMA, 50.40%bigger than MLP,24.36%bigger than LR. 
For the second month, the result of R

2
 of the suggested model 

is 44.97% bigger than ARIMA,51.41% bigger than 
MLP,25.45% bigger than LR. For the third month, the result of 
R

2
 of the suggested model is 46.13% bigger than ARIMA, 

58.84% bigger than MLP, 26.89% bigger than LR. For the 
fourth month, the result of R

2
 of the suggested model is 

48.35% bigger than ARIMA, 67.56% bigger than MLP, 
27.81% bigger than LR. For the fifth month, the result of R

2
 of 

the suggested model is 48.43% bigger than ARIMA,77.31% 
bigger than MLP,29.33% bigger than LR. For the sixth month, 
the result of R

2
 of the suggested model is 50.19% bigger than 

ARIMA, 80.25% bigger than MLP, 30.76% bigger than LR. 
For the seventh month, the result of R

2
 of the suggested model 

is 48.85% bigger than ARIMA, 84.20% bigger than MLP, 
32.66% bigger than LR. 

The R
2
 result of the NZD/USD from 1 to 7 months forecast 

in advance is shown in Fig. 6 using several methodologies such 
as CNN-RF, ARIMA, MLP, and LR. 

TABLE IV. COMPARISON OF R2
 FOR NZD TO USD FOREX DATA USING 

DIFFERENT TECHNIQUES 

R2(NZD/USD) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.9378 0.6512 0.6235 0.7541 

2 0.9448 0.6517 0.6240 0.7531 

3 0.9588 0.6561 0.6036 0.7556 

4 0.9640 0.6498 0.5753 0.7542 

5 0.9607 0.6472 0.5418 0.7428 

6 0.9593 0.6387 0.5322 0.7336 

7 0.9525 0.6399 0.5171 0.7180 

 

Fig. 6. ER of NZD / USD Seven Months ahead Prediction Error (R2). 

TABLE V. COMPARISON OF MAE FOR NZD TO USD FOREX DATA USING 

DIFFERENT TECHNIQUES 

MAE(NZD/USD) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.3784 0.6217 0.8675 0.6465 

2 0.4734 0.7134 0.9251 0.7064 

3 0.5434 0.7501 0.8990 0.7051 

4 0.4434 0.6067 0.7567 0.5744 

5 0.2634 0.4567 0.6465 0.4496 

6 0.1684 0.4017 0.5997 0.4106 

7 0.1334 0.3834 0.5759 0.3959 

Table V show that our suggested model works better than 
MLP, ARIMA and LR models. For MAE, the proposed 
technique shows remarkable performance than other existing 
methods. When MAE performance measured in NZD/USD ER 
forecasting for the first month, our proposed model result is 
39.13% smaller than ARIMA, 56.38% smaller than MLP, 
41.46% smaller than LR. For the second month, the result of 
MAE of the suggested model is 33.64% smaller than ARIMA, 
48.82% smaller than MLP, 32.98% smaller than LR. For the 
third month, the result of MAE of the proposed model is 
27.55% smaller than ARIMA, 39.55% smaller than MLP, 
22.80% smaller than LR. For the fourth month, the result of 
MAE of the suggested model is 26.91% smaller than ARIMA, 
41.40% smaller than MLP, 22.80% smaller than LR. For the 
fifth month, the result of MAE of the proposed model is 
42.32% smaller than ARIMA, 59.25% smaller than MLP, 
41.41% smaller than LR. For the sixth month, the result of 
MAE of the suggested model is 58.07% smaller than ARIMA, 
71.91% smaller than MLP, 58.98% smaller than LR. For seven 
months, the result of MAE of the proposed model is 65.20% 
smaller than ARIMA, 76.83% smaller than MLP, 66.30% 
smaller than LR. 

Using multiple techniques such as CNN-RF, ARIMA, 
MLP, and LR, the MAE result of the NZD/USD from 1 to 7 
months ahead is displayed in Fig. 7. 
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Fig. 7. ER of NZD / USD Seven Months ahead Prediction Error (MAE). 

TABLE VI. COMPARISON OF RMSE FOR NZD TO USD FOREX DATA 

USING DIFFERENT TECHNIQUES 

RMSE(NZD/USD) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.4870 0.6940 0.8724 0.6722 

2 0.4292 0.6251 0.7959 0.6030 

3 0.3298 0.5331 0.7116 0.5219 

4 0.2411 0.4624 0.6517 0.4642 

5 0.1884 0.4274 0.6212 0.4367 

6 0.1730 0.4188 0.6127 0.4304 

7 0.1642 0.4142 0.6067 0.4267 

In Table VI, it is observed that the suggested model shows 
better than LR, ARIMA and MLP models. For the RMSE 
parameter (the least value is the better), the performance of  the 
suggested scheme  is better than other models . In first month, 
the RMSE parameters in NZD/USD ER by our proposed 
model result is 29.82% smaller than ARIMA,44.17% smaller 
than MLP,27.55% smaller than LR. For the second month the 
result of RMSE of the suggested model is 31.33% smaller than 
ARIMA, 46.07% smaller than MLP, 28.82% smaller than LR. 
For the third month the result of RMSE of the proposed 
model is 38.13% smaller than ARIMA, 53.65% smaller than 
MLP, 36.80% smaller than LR. For the fourth month the result 
of RMSE of the suggested model is 47.85% smaller than 
ARIMA, 63.00% smaller than MLP, 48.06% smaller than LR. 
For the fifth month the result of RMSE of the proposed 
model is 55.91% smaller than ARIMA, 69.67% smaller than 
MLP, 56.85% smaller than LR. For the sixth month the result 
of RMSE of the suggested model is 58.69% smaller than 
ARIMA, 71.76% smaller than MLP, 59.80% smaller than LR. 
For seven month the result of RMSE of the proposed model is 
60.35% smaller than ARIMA, 72.93% smaller than MLP, 
61.51% smaller than LR. 

The RMSE outcome of the NZD/USD from 1 to 7 months 
ahead is provided in Fig. 8 using several methodologies such as 
CNN-RF, ARIMA, MLP, and LR. 

 

Fig. 8. ER of NZD / USD Seven Months ahead Prediction Error (RMSE). 

C. GBP / JPY 

Table VII represents, the R
2
performance of proposed 

method with the state-of-the-art techniques is shown. In 
GBP/JPY ER forecasting, for the first month prediction our 
suggested technique result is 21.75% bigger than ARIMA, 
67.66%bigger than MLP,35.48%bigger than LR. For the 
second month the result of R

2 
of the proposed model is 21.17% 

bigger than ARIMA, 59.22% bigger than MLP, 35.12% bigger 
than LR. For the third month the result of R

2 
of the suggested 

model is 20.39% bigger than ARIMA, 65.11% bigger than 
MLP, 34.40% bigger than LR. For the fourth month the result 
of R

2 
of the proposed model is 19.19% bigger than ARIMA, 

75.38% bigger than MLP,35.16% bigger than LR. For the fifth 
month the result of R

2 
of the suggested model is 27.86% bigger 

than ARIMA,50.05% bigger than MLP,39.95% bigger than 
LR. For the sixth month the result of R

2 
of the proposed model 

is 31.73% bigger than ARIMA, 50.95% bigger than 
MLP,42.56% bigger than LR. For the seventh month the result 
of R

2 
of the suggested model is 50.12% bigger than ARIMA, 

51.58% bigger than MLP, 50.28% bigger than LR. 

The R
2
 outcome of the GBP / JPY from 1 to 7 months 

ahead is given in Fig. 9 using several methodologies such as 
CNN-RF, ARIMA, MLP, and LR. 

TABLE VII. COMPARISON OF R2
 FOR GBP TO JPY FOREX DATA USING 

DIFFERENT TECHNIQUES 

R2(GBP/JPY) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.9374 0.7699 0.5591 0.6919 

2 0.9367 0.7730 0.5883 0.6932 

3 0.9367 0.7780 0.5673 0.6969 

4 0.9478 0.7952 0.5404 0.7012 

5 0.9553 0.7471 0.4771 0.6826 

6 0.9573 0.7267 0.4695 0.6715 

7 0.9620 0.6408 0.4658 0.6401 
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Fig. 9. ER of GBP / JPY Seven Months ahead Prediction Error (R2). 

The MAE (the least value is the better) values for GBP to 
JPY prediction is indicated in Table VIII. For first month, the 
MAR value of the proposed model is 46.15% smaller than 
ARIMA, 58.97% smaller than MLP, 53.04% smaller than LR. 
For the second month the result of MAE of the suggested 
model is 43.01% smaller than ARIMA, 53.78% smaller than 
MLP, 47.31% smaller than LR. For the third month the result 
of MAE of the proposed model is 28.42% smaller than 
ARIMA, 37.30% smaller than MLP, 30.27% smaller than LR. 
For the fourth month the result of MAE of the suggested model 
is 26.84% smaller than ARIMA, 36.97% smaller than MLP, 
28.29% smaller than LR. For the fifth month the result of MAE 
of the proposed model is 47.43% smaller than ARIMA, 
58.41% smaller than MLP, 50.61% smaller than LR. For the 
sixth month the result of MAE of the suggested model is 
60.61% smaller than ARIMA, 69.97% smaller than MLP, 
62.48% smaller than LR. For seven month the result of MAE 
of the proposed model is 67.21% smaller than ARIMA, 
75.32% smaller than MLP, 67.37% smaller than LR. 

Using multiple techniques such as CNN-RF, ARIMA, 
MLP, and LR, the MAE outcome of the GBP/JPY from 1 to 7 
months ahead is shown in Fig. 10. 

TABLE VIII. COMPARISON OF MAE FOR GBP TO JPY FOREX DATA USING 

VARIOUS TECHNIQUES 

MAE(GBP/JPY) 

MONTHS CNN- RF  ARIMA MLP LR 

1 0.3784 0.7028 0.9224 0.8058 

2 0.4534 0.7956 0.9810 0.8606 

3 0.5834 0.8151 0.9305 0.8367 

4 0.5034 0.6881 0.7987 0.7020 

5 0.2884 0.5487 0.6935 0.5840 

6 0.1984 0.5037 0.6608 0.5289 

7 0.1634 0.4984 0.6622 0.5009 

 

Fig. 10. ER of GBP / JPY Seven Months ahead Prediction Error (MAE). 

The seven month Forex prediction for GBP to JPY is 
mentioned in Table IX. When RMSE(the smallest value is  
better)  performance measured in GBP/JPY ER forecasting for 
the first month our proposed model result is 33.61% smaller 
than ARIMA,44.10% smaller than MLP,36.89% smaller than 
LR. For the second month the result of RMSE of the suggested 
model  is 34.31% smaller than ARIMA,44.69% smaller than 
MLP,36.75% smaller than LR. For the third month the result of 
RMSE of the proposed model is 41.40% smaller than 
ARIMA,52.06% smaller than MLP,43.49% smaller than LR. 
For the fourth month the result of RMSE of the suggested 
model is 51.48% smaller than ARIMA,61.74% smaller than 
MLP,53.13% smaller than LR. For the fifth month the result of 
RMSE of the suggested model is 59.38% smaller than 
ARIMA,68.71% smaller than MLP,60.30% smaller than LR. 
For the sixth month the result of RMSE of the proposed model 
is 61.73% smaller than ARIMA,70.69% smaller than 
MLP,62.31% smaller than LR. For seven month the result of 
RMSE of the suggested model is 63.30% smaller than 
ARIMA, 71.97% smaller than MLP,63.47% smaller than 
LR.ARIMA, MLP, LR. 

The RMSE outcome of the GBP/JPY from 1 to 7 months 
ahead is given in Fig. 11 using multiple methodologies such as 
CNN-RF, ARIMA, MLP, and LR. 

TABLE IX. COMPARISON OF RMSE FOR GBP TO JPY FOREX DATA USING 

DIFFERENT TECHNIQUES 

RMSE(GBP/JPY) 

MONTHS CNN-RF  ARIMA MLP LR 

1 0.5120 0.7713 0.9160 0.8114 

2 0.4648 0.7076 0.8404 0.7349 

3 0.3659 0.6245 0.7633 0.6476 

4 0.2734 0.5635 0.7146 0.5834 

5 0.2178 0.5363 0.6961 0.5487 

6 0.2030 0.5305 0.6926 0.5387 

7 0.1942 0.5292 0.6930 0.5317 
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Fig. 11. ER of GBP / JPY Seven Months ahead Prediction Error (RMSE). 

D. Performance Comparison 

The proposed CNN with random forest model was 
compared against MLP, ARIMA, and LR layer to discover 
how good a model is. The forecast for 1 month, 2 months, 3 
months, 4 months, 5 months, 6 months and 7 months is created 
as a proof-of-concept using data from January 2, 2001 to 
May 31, 2020 for AUD/JPY and GBP/JPY and data from 
January 1, 2003 to May 31, 2020 for NZD/USD. We have used 
past every minute opening price, closing price, low price, high 
price and volume for forecasting the closing price in advance. 
Tables I to III shows the comparison for 1 to 7 months’ ahead 
prediction in terms of R

2
, MAE, RMSE values for AUD/JPY 

currency pair using different algorithms. The R
2
 metric, 

sometimes called the coefficient of determination, implies that 
the model is more fit. R

2
 can have a value between 0 and 1, 

with 0 indicating that the model does not fit the given data and 
1 indicating that the model fits the dataset completely. The 
average R

2
 value of the proposed model for AUD/JPY is 

0.9616. Tables IV to VI compares the R
2
, MAE, RMSE values 

for the NZD/USD currency across a 1 to 7-month time frame. 
When we examine the results, we can find that the proposed 
model yields lower MSE, RMSE and MAE over the 1 to 7-
month timeframe, implying that the NZD/USD currency pair is 
more accurate. For the NZD/USD currency pair, the proposed 
model's average R

2
 value is 0.9640. Tables VII to IX compare 

R
2
, MAE, RMSE values for the GBP/JPY currency across a 1 

to 7-month time frame. The average R
2
 value for GBP/JPY of 

the proposed model is 0.9620. Hence as all the average value 
comes near to 1, hence our model is best suitable for all the 
datasets. 

VI. CONCLUSION WITH FUTURE ENHANCEMENT 

Time series forecasting accuracy is crucial to many 
decision-makers. In this research, the capabilities of CNN 
model with random forest technique for currency exchange rate 
forecasting have been investigated and compared with other 
forecasting methods. After performing an experiments of the 
exchange rates between the datasets such as AUD/JPY, 
NZD/USD and GBP/JPY for 1 month, 2 months, 3months,4 
months, 5 months, 6 months and 7 months in advance. The 
model is compared with ARIMA, MLP, LR which clearly 
establish that the model not only predict the close price but also 

able to guide the investor to invest in Forex market. Four 
evaluation criteria such as R

2
, MAE and RMSE consider for 

estimating the performance of the models. Based on the 
forecasting result our suggested model performs superior than 
all other models. Furthermore, there are other future research 
directions for this study. This model will be applied to all 
remaining significant currency pairs in the future, and the 
correctness of our suggested model will be estimated. In 
addition developing a framework for predicting performance 
based on dynamic data sets which will enhance the exchange 
rate prediction more efficiently. 
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Abstract—Running behind new technologies is increasingly 

becoming a non-circumventable requirement for organisms’ 

survival. This is not only a strategy to gain a competitive 

advantage in the market but it is a determinant key for their 

continuity and persistence. The Blockchain is at the heart of this 

technological revolution for which transparency, accessibility to 

the public and the sense of sharing are fundamental properties of 

its design. Despite its importance, leveraging this technology in 

an ethical and secure manner by ensuring confidentiality and 

privacy is a top concern. Through this work, we try to design a 

new approach to validate transactions within the Blockchain. 

Entitled "Protocol for Partial Confidentiality & Transparency 

PPCT", this new protocol makes possible to seek a compromise 

between the two requirements: Confidentiality & Transparency. 

It allows introducing a new notion of confidentiality that we have 

named partial confidentiality. Subsequently, it applies it on the 

transactions exchanged while ensuring the process of their 

validations by the different nodes of the Blockchain. In addition, 

and through the use of hashing and digital signature functions, 

this protocol also ensures integrity and authentication within its 

validation process. To present this work, we will first discuss the 

state of the art on the different current privacy approaches and 

our motivation behind this work. Then we will explain more 

about the different stages of this process, its benefits and areas 

for improvement. 

Keywords—Blockchain; security; privacy; confidentiality; 

transparency; integrity; authentication; validation process 

I. INTRODUCTION 

Blockchain, the founding technologies of cryptocurrency is 
very fashionable and on trend recently [1]. Its first use took 
place in 2009 by Satoschi Nakamoto thus giving birth to 
Bitcoin [2]. And since then, its fields of application have not 
stopped expanding to serve different sectors, including banks, 
insurance, the pharmaceutical industry, supply chains. It is at 
the heart of the current digital technological revolution and 
considered by some to be the revolutionary successor to the 
Internet [3]. Indeed, it allows disintermediation or the 
renunciation of a trusted third party, thanks to its decentralized 
architecture coupled with its transparency and its high security. 
The decentralized architecture of the Blockchain results from 
its constitution as a distributed P2P (peer-to-peer) network. The 
latter is made up of a set of nodes through which the exchanges 
and storage of information present in chained blocks (called a 
chain of blocks) and linked to each other are carried out. The 
resulting chain of blocks is incremented as soon as new 
transactions are validated by a set of network nodes according 
to a precise consensus algorithm (proof of work or proof of 
stack or...). With regard to security, it is guaranteed 

fundamentally in the blockchain by cryptographic processes 
and in particular asymmetric cryptography [4]. 

For example, in the cryptocurrency field, if Alice wants to 
send money to Bob (Alice and Bob are the usual protagonists 
in the cryptographic context) she will create a transaction 
specifying the amount to be sent and broadcast it to all nodes. 
This transaction will be grouped with other transactions in a 
single block, which will be validated later. All of the nodes in 
this network verify the transactions in this block using a 
consensus protocol to obtain network approval. As soon as a 
group of nodes succeeds in verifying and validating all the 
transactions contained in the block, this later can be added to 
the Blockchain. Fig. 1 provides an illustration of this process. 
Thus, when the "block" containing the transaction is approved 
by the other nodes and added to the Blockchain that this 
transfer of money between Alice and Bob will become 
legitimate [4]. 

Nevertheless, the adoption of this technology encounters 
some difficulties and obstacles that prevents the putting in 
practice and still cause concern among entrepreneurs and 
investors. Serious problems but which cannot be evaded 
because this innovation offers much needed potential and 
assets. These issues can be projected on three essential scales, 
on the one hand the safety of the technical tools and their 
ability to guarantee the different properties promised by this 
technology, on the other hand, the functional aspect linked to 
the business domains of its application, including financial and 
economic issues. Then, and finally the legal scope reflecting 
the reliability claimed by the technology to protect public 
order, control the consumer and eliminate fraudulent use. As 
part of this contribution, we focus more on the aspect of 
transaction confidentiality which is one of the major challenges 
for the adoption of this protocol. Our goal is to seek a trade-off 
between transparency and data privacy which is a dilemma of 
Blockchain adoption [3]. Indeed, although the Blockchain is a 
transparent and public register, keeping transactions or certain 
sensitive information confidential is one of the great 
expectations in this technological context [5], which hinders its 
adoption in most cases. So, there are many legitimate reasons 
for conducting private transactions. Reasons may be critical, 
such as revealing your sources of income to your competitors, 
your health problems, etc. Other reasons are not necessarily 
critical, such as keeping a surprise for your spouse secret. In 
any case, it is a human right that we must absolutely respect. 
Unfortunately, this property is not supported in today's most 
popular Blockchains such as Bitcoin. In general, in this type of 
system, pseudonym tools are often used in order to hide the 
real identity of the users [6]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

618 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. The Concept of Blockchain Operation. 

These tools are based on sender and recipient address type 
information and solve this problem by relying on the principle 
of sharing information without being visible to the public. On 
the other hand, if an adversary has key information about one 
of the two parties, he can acquire links or relations leading to 
the true identity and so decrypt the pseudonym of this user [7]. 
Although the techniques of anonymization and pseudonym are 
more and more complex and sophisticated; the risks of privacy 
leakage due to various inference attacks [8] are also well 
developed [9]. Therefore, it is essential to implement stronger 
protection mechanisms.  

We will dedicate the following section to discuss key 
techniques that can help improving data confidentiality and 
transaction privacy on the Blockchain. 

II. RELATED WORK 

Most of the work that aims to solve the problem of privacy 
in the Blockchain, is more focused on what is called by "secure 
computing". Indeed, this type of solution is based on 
techniques allowing the realization of calculations on data 
without revealing the secret part of each transaction. To do this, 
these works are essentially based on one or two of the 
following encryption approaches: 

 The Attribute-Based Encryption (ABE) approach. 

 The Secure Multipart Calculation (SMPC) approach. 

 The Homomorphic Encryption (HE) approach. 

 The Non-interactive zero-knowledge proof (NIZK). 

In this section, we will try to address these approaches by 
describing some of the work done under each approach. 

A. Attribute-Based Encryption (ABE) 

Proposed in 2005, the concept of attribute-based encryption 
(ABE) was first introduced based on a single authority [7]. It 

represents a new encryption policy that builds on the same 
principle of asymmetric encryption by adding an additional 
layer to include user-specific attributes. This is a recent and 
promising approach to provide both data privacy and access 
control to that data through the integration of private attributes 
into all the tools of this protocol. The policy for the use of these 
attributes must be defined in advance by the appropriate 
authority [10] [11] in order to be able to cryptographically 
combine decryption keys with data access permissions. The 
data thus encrypted does not need to be transmitted over a 
secure channel or stored in a trusted server. To decrypt 
encrypted data, users must now meet the access policy that is 
defined based on the attributes that can be associated with data 
users, data elements, and the environment. Despite their power, 
these algorithms are not very widespread because of the 
difficulty associated with their design and implementation. 
Little is done using this type of encryption [5]. 

In blockchain, for example, the first proposal for the use of 
ABE was published in 2011 in [12], it is a decentralized ABE 
scheme that is based on access tokens assigned according to 
the rights of each node. Token tracking automatically goes 
through the processes that are in place. The distribution of 
tokens no longer relies on a central authority [4], several nodes 
can be elected through witnesses to play this role. Another 
ABE-based encryption proposal was patented in [13] and 
published in 2018. It consists of an encryption solution based 
on a pre-calculation phase that does not require exchanges with 
trusted servers and that significantly reduces the cost of 
computing encryption on devices with limited resources. This 
encryption is based on CP-ABE "Ciphertext-Policy Attribute-
Based Encryption" and defines an access policy for encryption 
by referring to an access structure in the form of a tree. 
Encryption goes through 2 steps, the first performs a 
multiplication between random elements defined by a 
randomly generated polynomial on each root of the tree and the 
elements of a cyclic group. The second step is based on the 
results of the pre-calculation performed previously and stored 
in a memory to accomplish the encryption task. 

B. Secure Multi-party Computing 

The Multiparty Computing Model (MPC) is a generic 
cryptographic scheme for performing secure calculations 
between two or more parties without revealing their private 
data inputs. The first variants of this type of encryption were 
proposed by Andrew Yao [9] [14], the first in 1982 concerns 
just two parts while the second in 1986 and is generalized on 
several parts. Other designs of this scheme have been 
successfully realized and applied on a variety of issues such as 
distributed voting, private auctions and lately in the 
Blockchain. In [15], Andrychowicz and all built an MPC 
protocol for Bitcoin to be used in the lottery field to ensure 
honest behavior within this Blockchain. This type of algorithm 
was also used in a work published in [16]. Ce Last offers a 
secure computing solution for Blockchain networks, it uses the 
MPC calculation protocol by separating the ownership of the 
data and the use of this data and allows to reduce the burdens 
of the computational work to a few nodes by using a layer 2 
solution, then it uses the message authentication code (MAC) 
to verify the accuracy of the calculation carried out. We thus 
conclude with another work in this same context; this is the 
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Enigma platform that is also based on SMPC and hardware 
privacy technology TEE (Trusted Execution Environment) to 
provide computation over encrypted data and guarantee 
confidentiality [17]. 

C. Homomorphic Encryption (HE) 

Homomorphic encryption (HE) is a new family of 
cryptographic tools. It adds a verifiable compute layer while 
maintaining the confidentiality of source data [4]. Indeed, 
homomorphic encryption must be able to evaluate encrypted 
data by performing certain arbitrary functions directly on the 
ciphertext [18]. On the other hand, when deciphering the 
results found we end up with values identical to those 
performed by the same operations on the plaintext. The 
application of this type of encryption within the Blockchain is 
of great use to ensure the confidentiality of data. It makes it 
possible to store the encrypted data in the distributed ledgers of 
the Blockchain [19], and then execute the validation process on 
this encrypted data without proceeding to its decryption. 
Y.Wang and A.Kogan proposed in [20], a new design of a 
transaction processing system based on the Blockchain and 
dedicated to accounting and auditing. This design aims to 
ensure the confidentiality of transactions by using on the one 
hand the Homomorphic algorithms and on the other hand the 
approach of the non-interactive proofs with zero knowledge 
NIZK and more precisely its variant zk-SNARK. 

D. Non-Interactive Zero-Knowledge Evidence (NIZK) 

Proposed in the early 1980s [21], the ZK zero-knowledge 
interactive proof system is the first version of this approach 
that allows a certifier to prove to a verifier that a statement is 
accurate without providing any useful information to the 
verifier, in other words, it allows, from a formal proof applied 
to a secret entry, generate an exit open to the public without 
disclosure of any other information [22]. This variant then 
became Non-Interactive in the sense that it no longer requires 
direct interaction between the certifier and the verifier. It is 
enough that the latter two share a common reference chain to 
achieve the same objective, which is zero knowledge. This is 
called NIZK. The use of this type of algorithm in the 
Blockchain is in great demand. It has been used in several 
cryptocurrencies in order to prove the validity of the transfer of 
the currency between the different entities without having any 
knowledge about the balance of each entity. Several other 
versions of this same protocol have been proposed in the 
context of the Blockchain, the best known of which are 
currently: 

 Zcash [23] a cryptocurrency based on the Bitcoin code 
and integrates zk-SNARK [24] in order to be able to 
verify transactions while keeping user information 
confidential. 

 Zerocash over Ethereum (ZoE), applied on Ethereum, 
it allows a user to store Ether (ETH) in a discreet 
manner by adding a "serial number" as a commitment 
in a Merkel tree, which is maintained by the contract 
[4]. 

Admittedly, all the approaches just mentioned offer very 
innovative solutions for ensuring the confidentiality of 
sensitive data, however, as we can see from the description of 
each one, these approaches nevertheless remain limited to 
specific cases and cannot be applicable on any type of 
consensus [6]. They are more applicable in cases where the 
process of validating a transaction requires the calculation of 
one or more operations [16]. So, in the case of a consensus 
based on a procedural and purely functional smart contract, the 
application of this type of solutions will not be possible 
otherwise it will be expensive [17]. 

Other disadvantages can hinder the use of this type of 
algorithm such as their slowness and cost in terms of 
consumption of physical resources [16]. This is due to the fact 
that the calculations/checks they use are not done directly on 
the raw data. On the other hand, these algorithms consider a 
limited amount of data and cannot support a large input 
volumetric [20]. And finally, these approaches still suffer from 
their lack of maturity and complexities related mainly to the 
difficulty of their implementation and implementation [13]. 

The encryption approach proposed in this work is generic 
and applicable on any type of consensus. In contrast to the 
solutions presented above, our model offers more fluidity and 
makes it possible to exploit the symmetric encryption 
algorithms that have largely proven their robustness and 
performance in the field. In addition, it integrates other security 
tools such as hash functions and digital signatures [25]. The 
flexibility of this protocol does not only concern the security 
tools put in place, but also at the level of the distribution of 
roles at each transaction, something that prevents the 
vulnerability of the system. 

III. METHODOLOGY 

The new PPCT protocol proposes to keep some of the 
information confidential and leave other non-sensitive 
information transparent and readable by everyone. It aims to 
use the principle of partial confidentiality in order to be able to 
share transactions in a public way while keeping sensitive data 
secret except in the eyes of authorized nodes. This solution 
promotes parallelization of the transaction verification activity 
to ensure the security of the system by separating the tasks 
between the different participants of the distributed network. 

To further explain the system, below are all the definitions 
and steps put in place under this protocol. 

A. Definition: Partial confidentiality 

This work presents a new concept of confidentiality which 
is partial confidentiality. As its name suggests, this concept 
aims to ensure the ownership of confidentiality just on a part of 
the data deemed to be sensitive. To do this, the partial 
confidentiality algorithm requires prior identification of 
sensitive information, then it proceeds to ordinary encryption 
processes to encrypt this data and reintegrate it at the end of the 
algorithm into its original context, Fig. 2. 
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Fig. 2. Principle of Partial Confidentiality. 

To better assimilate this algorithm, below are the details of 
the operations performed at the level of each step: 

 Step 1 – Identification: The first step of this system is 
to identify the sensitive information in the text to be 
shared using a separation mechanism before and after 
each part. 

 Step 2 - Extraction: The second step is to extract 
sensitive information from the text to be shared by 
referring to the separator used for this protocol. Then, 
they are grouped in an apartment block called black-
blocks (BBs) and which will be encrypted in the next 
step. 

 Step 3 – Encryption: Encryption is performed on the 
black blocks (BBs) containing the sensitive data using 

a symmetric encryption algorithm whose secret key is 
that of the entities authorized to validate the transaction 
or part of the smart-contract. 

 Step 4 – Reconstruction: The reconstruction step 
consists of integrating the different bytes of the 
encrypted BBs into their initial positions of the clear 
text by referring another time to the separator set up 
during the identification step. 

B. Transaction Trust Group: TTG 

Each participant /organization shall identify in advance its 
trusted group with which it must ensure the validity of the 
information exchanged in full transparency. This trusted group 
can be considered as a private subnet of our distributed 
network whose cryptographic key exchange is previously 
carried out outside the Blockchain. 

C. Transaction Base 

In a Blockchain several types of transactions can circulate 
and exchange between the different nodes of the network, each 
transaction reflects a specific functionality in the process to be 
digitized. It can present a purchase, a transfer, a contract 
verification, the result of a diagnosis, or others. Regardless of 
the type of transaction, in our system we require to specify the 
structure of all possible transactions and give them a well-
defined base. The Pillar of each transaction must distinguish 
between public information and information that must remain 
secret. 

D. Partial Confidentiality 

As we have presented before, partial confidentiality is a 
technique that has just been defined to ensure the privacy of a 
set of information included in a data model intended for the 
public. To do this, it is necessary to go through the separation 
of these two categories of data, encrypt the sensitive part based 
on a cryptographic encryption tool and finally reintegrate this 
part into the model in question, Fig. 3. 

E. Private Validation 

In order to validate the current transaction, each node in the 
trusted group partially decrypts the model, calculates the hash 
of the content in clear and then proceeds to the realization of 
their tasks necessary for their validation. 

Validators send their signed and encrypted responses using 
the hashed of clear text as the encryption key, it is also called 
the "public validation key" (kv). 
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Fig. 3. Protocol Preserving Confidentiality and Transparency (PPCT). 
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It should be noted that each validator node also has a base 
for its response and uses its own signature to sign its decision. 
The whole thing is encrypted using the hash of the clear. This 
encryption operation has a very important role in this security 
protocol. On the one hand, it ensures the credibility of the 
validator's decision because he had the right hash code and 
therefore was able to rely on the right information contained in 
the plaintext model. On the other hand, through this encryption 
we manage to protect the group against the infiltration of 
malicious nodes so as not to impact the final decision of the 
transaction, and therefore, we ensure the neutrality of this 
decision. This operation is considered a closed envelope 
intended to be broadcast on the network. 

F. Public Validation 

Once you receive the envelopes from the various validators 
of the trusted group, a notification is sent to the initiator of the 
transaction in order to send the hashed clear in the Blockchain. 
The final transaction is built based on the model, hash and 
envelopes of the trusted group. 

The transaction is added to the Blockchain block and sent 
to the public network for final validation. The public network 
opens the envelopes of each validator by performing the 
decryption operation with the key the hashed of the clear, then 
compares the results and performs its global checks to validate 
the operation. 

If the public validators manage to decipher the message 
with the hashed of the clear it means that the private validator 
had the right content of the model that the initiator of the 
transaction and therefore on the basis of the different answers 
the public validates the final transaction. 

Once the final validation consensus is passed, the block is 
stored and added to the ledger via the ordinary mechanisms of 
the Blockchain. 

IV. USE CASE: REIMBURSEMENT FOR CARE 

For example, in the field of health where trust holds a 
dominant and decisive place, the application of the Blockchain 
can open up very promising horizons and prospects. The desire 
for perfect traceability in an environment where information is 
shared and stored in a fairly transparent manner, while 
ensuring a reasonable degree of security for a real control of 
the data circulating there. This field of application, which 
requires the coexistence of these two seemingly antagonistic 
qualities, is very favorable for the production of our solution. 
Understanding this health process in a Blockchain is of great 
use. In fact, it reduces their complexity by facilitating the 

management of relationships between different heterogeneous 
information systems while ensuring a secure and transparent 
exchange of information. This Blockchain brings together the 
entire medical profession, patients, insurance companies, 
radiology centers, laboratories, pharmacies, physiotherapy 
centers.... In short, all professionals in the field of health must 
come together around this Blockchain, each from its own 
angle, to ensure the smooth running of different standards put 
in place in the service of health. These contributions in terms 
of: trust, security, simplification, and parallelization of 
verification procedures are immediately and not only in an 
economic gain in time and money but also in a huge 
improvement in the quality of life of the populations. 

We can imagine a simple and very recurrent use case in our 
daily life and it is the procedure of reimbursement of care by 
health insurance. Automating the reimbursement of care is a 
rather complex task because it depends on the credibility and 
commitment of all entities in the field of health. The normal 
course of this reimbursement process requires a complete 
medical record containing all the supporting documents on the 
consultations, diagnoses, care and treatments carried out. This 
proof must be signed and validated by the various interlocutors 
in the field. All these papers are then deposited with the insurer 
who in turn carries out its checks and validates the file for 
reimbursement according to the insured's health insurance 
contract. Communication between the different interlocutors of 
a medical file is carried out by the patient. We start from this 
same principle and we propose the scenario modeled in the 
sequence diagram in Fig. 4. 

Patient 

 Identifies its interlocutors in the blockchain. 

 Completes their medical file. 

 Request for the validation of his file. 

Healthcare Professional 

 Validation of the medical file by the interlocutors. 

Insurance: 

 Validation of the medical record by the insurance. 

 Reimbursement of the file. 

 Validation of the refund transaction by the network. 

 Transaction storage. 
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Fig. 4. Sequence Diagram for Healthcare Reimbursement. 
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V. RESULT AND DISCUSSION 

As Blockchain technology is based on a distributed 
network, the notion of a central authority no longer exists. As a 
result, all members of this network are invited to execute the 
consensus in question in order to validate the transactions of 
this network. Nevertheless, with the immense evolution of the 
size of current Blockchains, collective intervention becomes 
more expensive whether in terms of quantity of calculations or 
transaction fees [26]. Thus, it causes real latency and 
performance issues on the network [27]. In addition, the 
security aspect is also impacted and is becoming increasingly 
difficult to ensure. Our protocol responds to this problem and 
offers advantages to keep the potential of the blockchain to the 
maximum while promoting its scalability and security. These 
benefits can be discussed in the following points: 

A. Confidentiality 

Confidentiality is ensured based on the process of partial 
confidentiality using ciphering algorithm [28] . This process 
makes it possible to encrypt sensitive data not necessary for the 
public validation of the transaction and then reintegrate it into 
the overall base of the transaction containing other public 
clauses. In this way, the public clauses as well as the basis of 
this type of transaction will be validated in public. On the other 
hand the trusted group of this transaction guarantee the 
validation of the private elements as a whole by performing the 
partial decryption and thus verifying the overall content of the 
current transaction. 

B. Integrity 

In addition to the confidentiality of sensitive data, the 
PPCT protocol also ensures the integrity of this data based on 
the hash of the clear part [25] [29]. The latter is designated in 
our protocol by the Kv validation key. This key is the same for 
all participants in the TTG group. It is used by each member of 
this group to encrypt all the elements of its envelope and 
distribute it within the distributed network. Once all envelopes 
are retrieved, the nodes in the public network ask the initiator 
to reveal the Kv validation key by distributing it to the 
network, and then they verify the integrity of the committed 
transaction. They decipher different envelopes of the TTG 
group. If the decryption of each envelope passes well it means 
that the hashed of the clear was the right one for this participant 
and its validation can be considered in the public validation. 

C. Authentication 

Ensuring authentication is also one of the advantages of this 
solution. Indeed, adding the signature [25] [29] of the validator 
of the TTG group makes it possible to verify his identity and to 
ensure that the decision sent in the network concerns the right 
person designated in the TTG group. 

D. Off-chain Processing on a Small, Private and Dynamic 

(Cyclical) Network 

The PPCT makes it possible to move part of the work 
outside the public network. It allows you to create a verifiable 
property in the outsourced calculation task [6]. This property is 
ensured by the Kv (Validation Key) which is carried out 
according to the sensitive data of each transaction. The Kv Key 

is an effective way for the public to confirm their validation 
without resorting to sensitive data from that transaction. The 
network delegates this task to the TTG while maintaining 
control over the work of this small private network. This 
solution is very useful in that it applies the principle of off-
chain calculation [30] [16] in order to be able to solve this 
problem effectively. So, he 

 does not depend on the size of the blockchain [16]; 

 promotes the scalability of the blockchain [27]; 

 reduces calculation costs [16]; 

 reduces overall transaction validation time [16]. 

E. Independent Treatment of Public Network Trust 

The PPCT does not manage access to the Blockchain in a 
strict and permanent way, it is only at the time of the creation 
of the transaction that the initiator of the transaction designates 
his trusted group. This increases the security of the protocol for 
two reasons, the TTG group represents entities that are 
concretely trusted in reality and not defined in a procedural 
way. The second related to the dynamism of this group so even 
if one of the malicious nodes manages to integrate the TTG 
group of the current transaction, it will not necessarily be able 
to be in the other time. And so, the attack can only concern a 
single transaction and for which it can be well identified in the 
public validation stage. 

 Permissions are not fixed and change from one 
transaction to another by favoring the choice of the 
initiator of the transaction. 

 The initiator of the transaction designates his trusted 
group. 

F. Efficient and Secure Processing Capacity 

For the PPCT protocol, the calculation and validation time 
passes faster because it is realized after the decryption of 
sensitive information by the trusted group. Thanks to 
decryption [31], validation calculations do not represent any 
complexity and do not require any requirements in terms of 
computing power. 

G. Independence of Data Type and Size 

Digital or literal, Log file or raw data, the PPCT can be 
applied easily on the different types of transaction unlike other 
confidentiality protocols that are restricted to numerical data to 
perform calculations or to some private data to represent 
identity [32]. In our case, just choose the right Symmetric 
Encryption algorithms that perform better on the volume and 
types of data to be exchanged to improve the performance of 
the protocol [33]. 

H. Flexibility of Cryptographic Tools 

Cryptographic tools can be appropriated according to the 
constraints of the entities that come into play in this Blockchain 
[33]. 

The following table (Table I) summarizes the advantages 
and disadvantages that we have been able to identify, in order 
to conclude a static comparison with our work. 
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TABLE I.  COMPARATIVE SUMMARY 

Technique Advantage Disadvantage Application 

HE 

It can perform 

confidentiality-
preserving 

calculations by 

performing 
calculations directly 

on the ciphertext. 

Only certain types of 

operations, such as 

addition and 
multiplication, can be 

implemented 

effectively. The 
computational 

efficiency of complex 

functions is very low. 

Etherium 

MPC 

It allows multiple 

parties to perform 
calculations jointly 

on their private data 

entries without 
violating their input 

confidentiality. 

Only certain simple 
functions can be 

supported, and 

complex functions are 
less efficient. 

Enigma 

ABE 

It can simultaneously 

ensure data 

confidentiality and 
precise access 

control. 

Issuing and revoking 

the attribute 

certificate in a 

distributed 

environment has yet 
to be resolved. 

SO 

NIZK 

The user can easily 

prove that he has a 
sufficient balance for 

the transfer with 

NIZK, without 
revealing the account 

balance. 

Less effective Zcash 

PPCT 

Ensures partial 

confidentiality while 
maintaining 

transparency on 

transaction.et also 
integrity and 

authentication 

Latency to improve SO 

VI. CONCLUSION 

The work presented in this paper has opened a new 
compromise track between transparency and privacy within the 
blockchain. First, through the introduction and after giving a 
general overview on blockchain technology, we have exposed 
the problem studied during this work as well as the main 
objective of our proposal which is: the confidentiality of 
sensitive data while preserving transparency within the 
blockchain infrastructure. We then presented the various 
related works in this context that are generally designed at the 
basis of secure calculation algorithms namely: ABE, SMPC, 
Homomorphic encryption and NIZK algorithms. Then we gave 
the detailed description of our solution entitled "Protocol for 
Partial Confidentiality & Transparency (PPCT)" by discussing, 
at the end of the article, its advantages over other equivalent 
systems. In summary, and through this work, it can be 
concluded that the PPCT protocol proposed here, was able to 
solve the problem of privacy by exploiting the conventional 
tools of cryptography and adapting them to the concepts of the 
blockchain in a new perspective. We defined a new notion of 
confidentiality that is partial confidentiality and then we 
integrated hash functions and signature algorithms at the heart 
of the validation process. The integration of the latter ensures 
the increase in the level of security of the system by 

guaranteeing the other two pillars of security, namely: integrity 
and authentication. Thus, the PPCT protocol makes it possible 
to ensure the confidentiality of the sensitive data of each 
transaction via the partial encryption of it, then the integrity of 
this data using its hash, then the authentication of the first 
validators’ decision-makers of this transaction via their 
signatures. As presented in the discussion section, the 
performance of this protocol is well in line with other privacy 
solutions that rely on secure calculation tools. In our next work, 
we want to focus more on the latency time between the initial 
validation and the final validation of the transaction while 
studying ways to improve this criterion by adding the aspect of 
parallelism in this process. We also want to carry out 
comparative experiments between the different possible 
combinations and proposing a clearer scheme of use on each 
type of need. 
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Abstract—Substantial amounts of Bacillus cereus bacteria 

present in food indicates that the food is unsafe to eat, so 

counting B. cereus colonies in food samples is a common test for 

food cleanliness. Manual counting of B. cereus bacteria colonies 

requires approximately 2-5 minutes per Petri dish, depending on 

the number of colonies present. This study presents a new 

smartphone-based method called Bacillus Cereus Image 

Counting System (BCICS, “B. kiks”) for automatic counting of 

B. cereus colonies. BCICS uses image processing techniques 

including Projection Profiling, Circle Hough Transformation, 

Adaptive Thresholding, and Power-Law Transformation to 

achieve high image clarity and then uses the Connected-

Component Labeling (CCL) technique to correctly count the 

colonies, including overlapping colonies. These techniques are 

built into a convenient Android smartphone application. Results 

of counting the colonies with BCICS were compared with results 

of hand counting the same dishes. The accuracy rate of each dish 

count was calculated, as well as the average dish accuracy across 

all dishes. BCICS counted total colonies with an accuracy of 

90.14%, which is close to that of hand counting accuracy since 

hand counting itself commonly involves an error rate of 5-10%. 

Importantly, the application took only 3-5 seconds to count one 

Petri dish, which is more than 74 times faster than the time 

required for manual counting. 

Keywords—Bacillus cereus bacteria; colonies; automatic 

counting; android phone application; image processing 

I. INTRODUCTION 

Bacillus cereus, or B. cereus, is an aerobic spore-forming 
bacterium that naturally inhabits soils and plants [1,2]. B. 
cereus is one of the most important foodborne pathogenic 
bacteria, and it can cause two types of food poisoning. The 
first, emetic syndrome, is characterized by nausea and 
vomiting and occurs within a few hours of consumption of 
contaminated food. The second, diarrheal syndrome, is 
characterized by abdominal pain and diarrhea [3] and occurs 
within 3-4 hours of consumption of contaminated food. 
Besides B. cereus, other members of the Bacillus group of 
bacteria can cause food poisoning outbreaks through 
consumption of raw fruits and vegetables, and this is a major 
concern in food safety [4-6]. 

B. cereus food poisoning most commonly occurs when 
prepared foods are left to sit without adequate refrigeration for 
several hours before serving. B. cereus concentrations 
reaching approximately 10

6
 cells/gram of food will typically 

provoke abdominal pain and bloody diarrhea. There is an 
incubation period of 4-16 hours following ingestion, with 
symptoms lasting for 12-24 hours [4]. In Slovakia, B. cereus 

colonies in pasteurized milk at 30°C are not allowed to exceed 
a total dish count of 3 × 10

4
 CFU/ml. When pasteurized milk 

is incubated for 5 days at 6°C, the total dish count must not 
exceed 5 × 10

4
 CFU/ml. [7]. 

The Standard Petri Count (SPC) method is a conventional 
technique used to examine Petri dishes for microbiological 
growth that is large enough to be seen with the naked eye or 
with a magnifying glass. SPC can be used to test milk quality. 
To do this, a sample of the milk is diluted with distilled water 
and then spread onto a Petri dish that contains a medium 
where bacteria present in the food will start to grow. Once a 
Petri dish is inoculated and incubation begins, the bacteria 
colonies will usually be apparent and ready for counting 
within 24-48 hours [8-9]. When only a few colonies of B. 
cereus are found, this indicates that the milk meets common 
quality standards. Colony counting normally requires 
physically seeing and tallying the colonies by hand, and the 
accuracy of the total count for a dish can vary from one 
counter to another, because the B. cereus colonies can be 
numerous and appear in many sizes. An experienced counter 
can count the colonies in one Petri dish in approximately 2-5 
minutes, depending on the number of colonies present in the 
dish. 

The current study introduces a new method of B. cereus 
colony counting in which an image is taken of the Petri dish to 
be counted. The image goes through a series of image 
processing techniques, including Color Transformation, 
Thresholding, Projection Profile, Circle Hough Transform, 
Adaptive Thresholding, and CCL, which together count the 
colonies automatically. These procedures are built into a 
convenient Android smartphone application called Bacillus 
Cereus Image Counting System (BCICS, “B. kiks”) that 
substantially reduces the time needed to count B. cereus 
colonies, compared to hand counting. 

Deep learning and machine learning are not suited to this 
study, because they both require large amounts of data. All 
educational institutions in the region were under strict Covid-
19 protocols when the study was conducted, so 20 cultured 
Petri dishes were obtainable and no more. Analysis was 
conducted on 420 images from these dishes. Brightness and 
contrast were variously increased and decreased (from -15% 
to +15%) on a portion of the images to test the method 
rigorously under a variety of conditions. Bacteria colonies 
were counted using image processing techniques. 

The purpose of this study is to reduce the amount of time 
required to count colonies, which can benefit microbiologists, 
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nutritionists, and others. The paper is organized as follows. 
Section I provides an introduction. Section II reviews relevant 
previous studies. Section III describes materials and methods 
used. Section IV reports the experimental results. Section V is 
a discussion of the results. Section VI summarizes the study in 
a conclusion. Section VII acknowledges various people who 
contributed support and assistance in the course of this study. 

II. RELATED WORK 

Previous studies on the counting of bacteria colonies have 
varied in both the type of bacteria counted and the methods 
employed. Hogekamp et al. (2020) developed an automated 
image-based system for counting Escherichia coli DH5-Alpha 
colonies. When each petri dish image was imported into 
Hogekamp’s program, it was divided into 6 equal parts similar 
to slicing a pizza. The system randomly selected 1 of these 6 
parts. After that, five image processing techniques were used 
to count the colonies: background removal, contrast increase, 
median filter (to reduce visual noise), brightness increase, and 
dark maxima detection of colonies. The resulting number of 
colonies was multiplied by 6 to make up for the unprocessed 
image parts. The main problem that caused counting errors 
was the random selection of image parts, because the parts did 
not all have similar numbers of colonies [10]. 

Ferrari, Lombardi, & Signoroni (2017) designed and tested 
two different machine learning approaches to counting 
colonies. The first method was based on extraction of a 
complete set of custom-designed morphometric and 
radiometric features used within a Support Vector Machine 
(SVM) solution. e second approach was based on the design 
and configuration of a Convolutional Neural Network (CNN), 
a kind of deep learning architecture. Both approaches used the 
same 28,500 images. The study found that the CNN method 
worked better and had a 91.5% accuracy rate. Ferrari et al. 
were able to use machine learning because of the large number 
of images available [11]. 

Siragusa et al. (2018) developed a semi-automated, image-
based colony counting system named CoCoNut (Colony 
Counter developed by the Nutech department at the Technical 
University of Denmark). CoCoNut consists of an ImageJ 
macro program and a 3D-printed photo light box. V79 and 
HeLa colonies were tested. Results were compared to other 
available programs. CoCoNut succeeded in distinguishing 
between freestanding and overlapping colonies. CoCoNut 
software was also faster than other available programs. 
However CoCoNut required the user to adjustment program 
parameters according to colony size. Depending on users to do 
this correctly is by nature risky and best avoided when 
possible. CoCoNut's counting results were sometimes 
inconsistent because of the parameter input requirement [12]. 

Correa et al. (2020) developed semi-automated counting of 
the bacterium Bacillus pumilus and the yeast Meyerozyma 
guilliermondii, both isolated from diesel oil. Correa’s method 
involved a series of steps. First, the original image is resized 
to a smaller image to save processing time, and this smaller 
image is then converted to grayscale. The grayscale image is 
then converted to a binary (black and white) image. A binary 
opening filter is applied to filter out most of the optical noise. 
Next, colonies are identified using the luminosity features, 

because a colony is more luminous at its core than at its edges. 
Using that fact, the identification method involves computing 
the points of local maximum luminosity. Correa’s method was 
compared with regular hand counting, and the results showed 
accuracy of 94.64% and 93.41%, respectively. Correa’s 
system delivers good accuracy, but it runs on computers, not 
on phones, so it is not particularly mobile [13]. 

III. MATERIALS AND METHODS 

A. Materials 

Three kinds of software were used in this study. The 
tinkercad.com website was used to design models for 3D 
printing. Python 7.2 software was used to test the image 
processing techniques. Finally, Android Studio 4.2 software 
was used to write the BCICS phone application. Materials 
used consisted of a photo light box, a Petri dish box, an 
Android smartphone (OPPO Reno 2 with 48-megapixel 
camera), a phone stand, and Petri dishes with B. cereus 
colonies. The photo light box, the Petri dish box, and the 
phone stand were designed using tinkercad.com and the 
objects were then formed using a 3D printer (Flashforge 
Finder 2.0; Flashforge; Jinhua City, Zhejiang Province, 
China). Fig. 1 shows an actual representation the photo light 
box arrangement. 

B. Methods 

The new BCICS method to count B. cereus colonies in 
Petri dishes involves three stages: the input stage, the 
processing stage, and the output stage. 

1) Input stage: B. cereus colonies from milk samples were 

cultured on Plate Count Agar (PCA) in Petri dishes in advance 

at a microbiology laboratory. All Petri dish images in this 

study were taken using the previously described photo light 

box and smartphone camera. The images had a focal length of 

4.77 millimeters, an aperture of f/1.7, and an ISO in the range 

of 700-799. 

Sample images showing the color, size, and shape of B. 
cereus colonies can be seen in Fig. 2. While some of the 
colonies are quite large, others are small enough to be difficult 
to see with the naked eye, so a magnifying glass is used for 
hand counting. 

 

Fig. 1. Actual Representation of the Photo Light Box Arrangement. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

629 | P a g e  

www.ijacsa.thesai.org 

  
(a)    (b) 

Fig. 2. Sample Images of B. Cereus Colonies in Petri Dishes, showing how 

the Denseness of the Colonies has been Intentionally Varied, with (a) Sparsely 

Inoculated and (b) Densely Inoculated. 

2) Processing stage: The prepared images are processed 

in seven steps: isolate the Petri dish box, isolate the Petri dish, 

remove heightened brightness, reduce turbidity, remove the 

background, mark the colonies, and count the colonies. These 

steps are shown in Fig. 3. 

 

Fig. 3. The Seven Image Processing Steps Carried out by BCICS. 

All seven steps involve image processing techniques. The 
first six steps prepare the image for colony counting, and the 
last step is where the actual counting occurs. Each of the seven 
steps in the processing stage is explained in more detail below 
in Table I. 

a) Isolate Petri dish box: Whenever possible, it is good 

to remove irrelevant parts of an image that could potentially 

cause errors when looking for the B. cereus colonies. In this 

first step, the Petri dish box is detected and then everything 

outside the box is removed. Apart from reducing potential 

errors, this step also centers the Petri dish in the image. In 

order to isolate the petri dish box, the image will first be 

converted to grayscale. The grayscale image will then be 

converted to a binary image. Finally the Petri dish box can be 

isolated from the binary image. 

Each of the original color images has three color 
components: red, green, and blue (RGB). Each pixel in the 
color image is defined by three integers in the range 0-255, 

which represent the intensity of the three colors red, green, 
and blue, respectively. The conversion to grayscale is carried 
using the luminosity method (also called the weighted 
method) rather than the average brightness method, because 
the luminosity method considers that the pixel value weight of 
each color component is different. This solves the problem of 
the image having three different color components (RGB) that 
have three different wavelengths. Therefore the luminosity 
method gives better results than the average method, which 
tends to produce a darker image. The luminosity method is 
also the most common option for conversion to grayscale [14-
15]. After the image is converted to grayscale, each pixel is 
instead defined by a single integer in the same range, but with 
0 representing black, 255 representing white, and each integer 
in between representing a corresponding shade of gray. 

TABLE I. THE SERIES OF STEPS IN THE PROCESSING STAGE OF BCICS 

Step Action How It Works Image Result 

1 
Isolate Petri 
Dish Box 

White pixels are summed 

horizontally and 

vertically to define the 
four corners of the Petri 

dish box and enable 

cropping.  

2 
Isolate Petri 

Dish 

The Petri dish is detected 

from its circular shape 

and then all the pixels 
outside the dish are 

turned to black. 
 

3 
Remove 
Heightened 

Brightness 

The V component of the 
HSV color model is used 

to isolate the band of 

heightened brightness 

and then the pixels in the 

band are turned to black.  

4 
Reduce 
Turbidity 

Contrast is increased to 

overcome the effect of 
turbidity. 

 

5 
Remove 

Background 

The difference between 
the colonies and the 

background is 

accentuated by 
converting all pixels to 

black or white.  

6 Mark Colonies 

Red dots are plotted 

along the perimeter of the 
colonies.  

 

7 Count Colonies 

Overlapping colonies are 

identified and all colonies 
are counted. 

 

Isolate Petri 
Dish Box 

Isolate Petri Dish 
Remove 

Heightened 
Brightness 

Reduce Turbidity 
Remove 

Background 
Mark Colonies 

Count Colonies 
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After the grayscale image is ready, the conversion of the 
grayscale image to a binary image is accomplished using the 
thresholding technique. This means designating all pixel 
values as either 0 (black) or 1 (white). When a grayscale pixel 
value is below a chosen threshold value, that pixel is set to 0. 
When the grayscale pixel value is equal to or higher than the 
threshold value, that pixel is set to 1. An example of an image 
converted from color to grayscale and then to binary is shown 
in Fig. 4. 

The Petri dish box is isolated in the binary image by using 
the projection profile technique. This means that the number 
of white pixels in the binary image is summed vertically and 
horizontally to define the corners of the Petri dish box. These 
coordinates in the form of pixel positions are then used to 
remove the irrelevant area outside the Petri dish box. 
Examples of the horizontal and vertical projection profiles of a 
Petri dish box image are shown in Fig. 5. 

Specifically, the sum of white pixels on the horizontal axis 
is used to define the top and bottom edges of the Petri dish 
box, and the sum of white pixels on the vertical axis is used to 
define the left and right edge of the Petri dish box. On the 
horizontal axis, the top edge of the Petri dish box can be 
determined as the last row from the top at which the sum of 
white pixels is still zero, and the bottom edge of the Petri dish 
box is the last row from the bottom at which the sum of white 
pixels is still zero. Similarly, on the vertical axis, the left edge 
of the Petri dish box is the last column from the left where the 
sum of white pixels is still zero, and the right edge of the Petri 
dish box is the last column from the right where the sum of 
white pixels is still zero. Using these four reference points, the 
original color image is cropped. The binary image is 
discarded. A sample result is shown in Fig. 6. 

b) Isolate Petri dish: If the Petri dish box is not 

removed from the image, errors will occur as a result of visual 

noise caused by the rough surface of the box. The circular 

shape of the Petri dish makes it suitable for use with the Circle 

Hough Transform (CHT) technique, which can detect circular 

objects in an image. The CHT technique accepts a radius 

range specified by the user and then scans an image, looking 

for circles with a radius that falls within the designated range 

[16]. In the current study, the radius range to seek was defined 

as 150-200 pixels, which corresponds to the radius of a Petri 

dish. Once the circle of the Petri dish was found by CHT, all 

pixels outside of the circle were set to 0 (black) in order to 

isolate the dish image from background, as shown in Fig. 7. 

c) Remove heightened brightness: A heightened band of 

brightness just inside the perimeter of the dish, as seen in Fig. 

8(a), can contribute to errors later when the background is 

removed, because the brightness makes it more difficult to 

distinguish the bacteria colonies from the background. This 

band can be removed using the HSV color model, which 

consists of three components: hue (H), saturation (S), and 

value (V) [17-18]. The current study, uses only the V 

component, shown in Fig. 8(b), which represents the degree of 

brightness of a pixel, ranging from 0 to 255, where 0 (black) 

is low brightness and 255 (white) is high brightness. The V 

component is used for thresholding here to create a binary 

image. Any V component pixel value that is greater than or 

equal to 60 is set to 1 (white), and values less than 60 are set 

to 0 (black). An example is shown in Fig. 8(c). The white 

pixels resulting from thresholding are then set to black in the 

original image to remove the band of heightened brightness. 

The Petri dish image after removal of the heightened 

brightness is shown in Fig. 8(d). 

   
(a)    (b)   (c)  

Fig. 4. A Sample Petri Dish Image Converted from (a) Color to (b) Grayscale 

and then to (c) Binary. 

 

Fig. 5. Example of the Horizontal and Vertical Projection Profile of a Petri 

Dish Image. 

 

Fig. 6. After using the Projection Profile Technique, the Cropped Image 

Contains only the Petri Dish and the Petri Dish Box. 

 

Fig. 7. After use of the CHT Technique, the Petri Dish is alone in the Image, 

with only Black Pixels outside the Dish Edge. 
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(a)     (b)  

  
(c)     (d)  

Fig. 8. Removing the Band of Heightened Brightness from the Petri Dish 

Image: (a) Area of Heightened Brightness, (b) V Component of Previous 

Image, (c) Binary Image from V Component, and (d) Image after Removal of 
Heightened Brightness. 

d) Reduce turbidity: The culture medium has a natural 

turbidity from the variety of chemicals it contains, as seen in 

Fig. 9(a). Turbidity, too, makes removal of the background 

more difficult later because it decreases contrast in the image. 

Power-Law transformation is therefore used to overcome the 

effect of the turbidity by increasing contrast in the image, as 

shown in Fig. 9(b). 

e) Remove background: Removing the background 

involves setting the background pixels to 0 (black) and the 

colony pixels to 1 (white). However, while regular 

thresholding was a useful technique earlier to prepare for the 

projection profile, the level of visual noise it generates is too 

high for the current situation, which is more sensitive. 

Therefore, Adaptive Thresholding (AT) is used to remove the 

background. Unlike regular thresholding, AT has no set 

threshold value. The threshold value is dynamic and changes 

in order to adapt to different brightness environments in 

different parts of the image [19]. AT works in the following 

way. Every pixel in the image is processed one by one. At 

each pixel, a square block of surrounding pixels at which the 

target pixel is at the center are examined for their brightness. 

The average brightness of the block is calculated, and the 

threshold, which is inputted by the user only as a constant, is 

adjusted automatically to the average brightness of that block 

before determining if the target pixel will be set to black or 

white. When the target pixel is at or near the image edge, the 

missing part of its block that would theoretically extend 

outside the image is automatically ignored, and the average 

brightness is calculated from the remaining portion of the 

block that can still be constructed within the image. In the 

current study, the block size was set to 555 x 555 pixels, and 

the AT constant value was set to -25. An example of a Petri 

dish image after completion of this step is shown in Fig. 10. 

    
(a)    (b) 

Fig. 9. Petri Dish Image (a) with Natural Turbidity in the Culture Medium 

and (b) after Turbidity was decreased using the Power-Law Transformation. 

 

Fig. 10. A Petri Dish Image after use of Adaptive Thresholding to make the 

Colonies Stand out more clearly from the Background. 

f) Mark Colonies: Colonies currently appear in a binary 

image as clusters (i.e. blobs) of white pixels against a black 

background. Since the colonies are of many sizes and often 

overlap, the Connected-Component Labeling (CCL) technique 

is now used. First CCL finds all the blobs of white pixels [20]. 

However this is not enough to distinguish between 

overlapping colonies. So CCL then marks the perimeter of 

each blob with red dots. Fig. 11 shows these red perimeter 

dots superimposed on the original petri dish image, with the 

red dots surrounding each colony or group of overlapping 

colonies. 

 

Fig. 11. Standalone Colonies and Overlapping Colonies Marked with Red 

Dots on their Perimeter after using the Connected-Component Labeling 
Technique. 

g) Count Colonies: All of the previous steps have 

prepared the image for the actual counting of the Bacillus 

cereus colonies, which happens now. When there are 

overlapping colonies, CCL will always place a red dot at each 

intersection of the perimeters of the overlapping colonies. 

Most of the red perimeter dots are not at perimeter 

intersections, but wherever there is an intersection, CCL will 

put a dot there. CCL can use these perimeter intersection dots 

(PIDs) to distinguish and count overlapping colonies with the 

Convex Hull Detection function. Fig. 12 schematically 

represents two overlapping colonies, showing sample 
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placement of red dots along the perimeter and the two PIDs 

for this configuration. 

A total of 1-2 PIDs represents 2 cell colonies, 3 PIDs 
represent 3 cell colonies, 4 PIDs represent 4 cell colonies, and 
so on. The number of colonies in the whole Petri dish is 
summed for the final result. 

3) Output stage: The previously described Input Stage 

and Processing Stage have been incorporated into a 

convenient and user-friendly tool, the BCICS android 

application. This is where the results of the first two stages are 

processed and displayed to the user. The BCICS app was built 

with Android Studio (Version 4.2.2) and OpenCV library 

(Version 3.4.14). 

When the user launches BCICS, they are prompted to take 
a petri dish photo. If for any reason the user wishes to retake 
the photo, they can do so as many times as desired. As soon as 
the user confirms the photo, the application processes the 
image and displays the total number of colonies counted. At 
this last step, the user can choose either to photograph another 
Petri dish or to exit. A flowchart of the application is shown in 
Fig. 13. 

 

Fig. 12. A Schematic Representation of Two Overlapping Colonies, showing 

Red Dots Placed along the Perimeter and the Two Perimeter Intersection Dots 

(PIDs) for this Configuration. 

 

Fig. 13. Flowchart of the BCICS Smartphone Application. 

  
(a)    (b) 

    
(c)    (d) 

Fig. 14. Steps in using the BCICS Application: (a) Home Page, (b) 

Photography Page, (c) Photo Confirmation Page and (d) Result Display Page. 

A sample usage of the BCICS app is shown in Fig. 14. The 
application opens with the home page in Fig. 14(a). Pressing 
Start takes the user to the dish photography page in Fig. 14(b). 
Taking a dish photo brings the user to the photo confirmation 
page in Fig. 14(c). Acceptance of the photo initiates the 
automatic counting of the colonies, and the user is taken to the 
result display page in Fig. 14(d), where both the total number 
of colonies in the dish and the colony locations are displayed. 

IV. RESULTS 

The BCICS application counted the bacteria colonies in 
each Petri dish in an average of 4.44 seconds. The minimum 
time was 3.50 seconds, and the maximum was 5.41 seconds. 
Hand counting of the same dishes for comparison took an 
average of 5:32 minutes. The minimum time was 53.04 
seconds, and the maximum was 6:51 minutes. Previous studies 
report that hand counting takes most people 2-15 minutes per 
dish. The percentage error was calculated according to the 
formula shown in Equation 1: 

                      

          
                (1) 

Fig. 15 shows the distribution of various error rate ranges 
across all dishes. The error rate range with the most incidences 
is 0-3.6. The average error rate across all dishes is 9.86% and 
the standard deviation of the error rate is 7.64. In comparison, 
the error rate for hand counting falls in the range of 5-10%, 
because accurate hand counting depends on many factors [21]. 
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Fig. 15. Histogram Showing a Spectrum of Error Rate Ranges and the Number 
of Petri Dishes inside each Range. 

V. DISCUSSION 

Although BCICS delivers high accuracy results, at present 
some errors are still unavoidable. Within the 8.53% error rate, 
overcounting represents 66.15% of the errors and 
undercounting represents 33.85%. Interestingly all errors can 
be traced back to only two steps: Step 3 (Remove Heightened 
Brightness) and Step 6 (Count Colonies). All the overcounts 
occurred in Step 6, while most of the undercounts occurred in 
Step 6, with some in Step 3 as well. The most common cause 
of overcounting is the presence of a gap in a colony group. An 
example of such a gap is shown in Fig. 16. These gaps create 
inadvertent extra PIDs that disrupt the formula for counting 
colonies based on the number of PIDs. This issue is a common 
limitation of CCL. Koomsap et al. (2014) also encountered 
this issue, and they developed a topological hierarchy-contour 
tracing algorithm to handle nests of interconnected contours 
[22]. It might be possible to adapt Koomsap’s solution to 
BCICS as well. 

The main cause of undercount errors is another kind of 
unusual formation of overlapping colonies that interferes with 
the system of counting PIDs to count colonies. Undercounting 
can happen when curves of two or more overlapping colonies 
are so similar and closely aligned to each other that they 
appear to be a single curve with no perimeter intersection and 
therefore no PID. This kind of missing PID leads to an 
undercount error. An example of such a configuration is 
shown in Fig. 17. Fig. 17(a) shows a common configuration of 
two overlapping colonies. The perimeters of the two colonies 
are distinguishable enough that CCL can sense the need for 
placement of two PIDs, and the colonies are counted correctly. 
However, Fig. 17(b) shows a less common configuration in 
which two colonies are even closer, and their perimeters have 
almost merged. In this unusual case, CCL may not sense the 
need for PIDs, so this configuration can generate an 
undercount error. The overlapping of colonies or other objects 
is a common issue that other researchers have tried to solve in 
various ways, including the erosion algorithm (a 
morphological image processing technique) [23], the 
watershed transform algorithm [24], and the distance 
transform algorithm [25]. Unfortunately none of these 
alternative techniques were found to give better results that 
CCL. 

 

Fig. 16. An Example of a Gap inside a Colony Group, which Causes Creation 

of Inadvertent Extra PIDs that Disrupt the Formula for Counting Colonies. 

  

  

  
(a)    (b) 

Fig. 17. Examples of Overlapping Colonies in which (a) the Perimeters are 

Sufficiently Distinguishable to Generate PIDs and be Counted Correctly and 

(b) the Perimeters are too Similar to Generate PIDs and an Undercount can 
occur. 

A less common cause of undercount errors is unintended 
removal of a colony from the image during image processing 
step 3, when the HSV color model and thresholding are used 
to remove the band of heightened brightness. An example is 
shown in Fig. 18. Recently, Yifei et al. (2021) encountered an 
issue similar to this one when processing photos of car license 
plates. Reflection from another car’s headlights created glare 
and thus areas of excessive brightness in the photos. Yifei 
applied tone mapping, and this technique was effective in 
enhancing the local contrast and preserving the image details 
and structures [26]. It is possible that tone mapping might also 
be useful in the current study. 

  
(a)    (b) 

Fig. 18. Examples of Colonies Inadvertently Lost from an Image during 

Processing Step 3 are shown (a) before Removal of the Heightened Brightness 

Band and (b) after Removal of the Band. 
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VI. CONCLUSION 

The BCICS application developed in this study 
successfully reduces the time needed to count Bacillus cereus 
bacteria colonies in a Petri dish from the average of 5:32 
minutes required by hand counting to an average of 6.04 
seconds in this automated method. By integrating and 
automating the seven steps involved, BCICS makes the 
counting process intuitive and easy to carry out. Because the 
application utilizes image processing rather than less nimble 
methods such as densitometric software, it can handle any 
number of Petri dishes images, even if there are only a few. 
Although BCICS makes counting B. cereus much faster than 
hand counting, its accuracy rate of 90.14% is high and 
comparable to hand counting. In future research, use of the 
morphological operation called erosion might enable 
highlighting of inconspicuous perimeter intersections of 
overlapping colonies and thereby raise the performance of 
BCICS yet further. 
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Abstract—In this study, an Intrusion Detection System (IDS)
is designed based on Machine Learning classifiers, and its
performance is evaluated for the set of attacks entailed in the
UNSW- NB15 dataset. UNSW- NB15 dataset contains 2,540,226
realistic network data instances and 49 features. Most research
uses a representative sample of this dataset with present training
and testing subsets, which includes 257,673 records in total. The
dataset was submitted to visual data analysis to discover poten-
tial reasons or flaws which likely challenge Machine Learning
classifiers. Pre-processing strategies are necessary before this
data can be used for data-driven prototype development for
IDS because of the class representation imbalance with pattern
counts and feature overlap. The method used for pre-processing
is implemented by min-max scaling in the normalization phase,
followed by applying Elastic Net and Sequential Feature Selection
(SFS) algorithms. This work employed ensemble methods using
three base classifiers, namely Balanced Bagging, XGBoost, and
RF-HDDT, augmented to address the imbalance issue. Parameters
of Balanced Bagging and XGBoost are tuned for the imbalanced
data, and the Hellinger distance metric supplements random
Forest to address the limitations of the default distance metric.
Two new algorithms are proposed to address the class overlap
issue in the dataset and applied during training. These two
algorithms are leveraged to help improve the performance on the
testing dataset by affecting the final classification decision made
by three base classifiers as part of the ensemble classifier, which
employs a majority vote combiner. The performance evaluation of
the proposed method for binary and multi-category classification
was evaluated using standard metrics, including those generated
from the confusion matrix, and compared to other studies
using the same dataset. The proposed design outperforms those
reported in the literature by a significant margin for binary and
multi-category classification cases.

Keywords—Machine learning; ensemble method; intrusion de-
tection system; UNSW-NB15 datasets

I. INTRODUCTION

Cybercrime has increased dramatically due to the rapid
development of technology and the broad distributed use of
internet networks around the world. If 2019 has taught us
anything, it’s that no firm, no matter how big or little, is
immune to a cyberattack. Cyber-attacks have become more
sophisticated, difficult to detect, more targeted than ever be-
fore. Security must be constantly upgraded as a result. It is
vital to network security to have a network intrusion detection
system (NIDS) in place, as it alerts the right authorities when
an incursion is detected. It is undeniable that we are becoming
increasingly dependent on Internet every passing day due to
human creativity and innovation. At the same time, the world

of cybercrime has been populated with the criminals looking
for a perfect crime such as stealing confidential information,
data, funds or causing harm to target computing infrastructure.
They explore possible avenues through the cyberspace and
formulate different strategies called cyberattacks, to gain unau-
thorized access to the computing systems. These strategies (aka
attacks) may be highlighted as follows: Distributed Denial-
of-Service (DDoS), Man-In-The-Middle (MITM), Password-
Based Attacks like Brute Force, Dictionary, Shoulder Surf-
ing, Phishing, Malware like Virus, Trojan, Worm, Rootkit,
Ransomware, Spyware, Botnet, Key Logger, Adware, SQL
Injection, Cross-Site Scripting (XSS), Eavesdropping, Social
Engineering [1]. The attackers leverage the attacks to get
access to system resources and either destroy them or collect
valuable information.

To reduce cyber threats or recover from damages caused by
cyberattacks, the organizations assess the cyber risks. Any un-
certainties related to the data resources and computer devices
that threatens the confidentiality, availability and integrity of
the information or information systems are identified as cyber
risks [2]. Confidentiality represents the system resources pro-
tected from unauthorized access. While integrity preserves any
piece of information from unauthorized changes, availability
guarantees that the authorized users can always gain access to
the required data resources [3]. According to study the most
commonly reported cyberattack is Ransomware, it is predicted
that a Ransomware attack may affect a business every 11
minutes and the concomitant damage reach $20 billion. The
total loss caused by cybercrimes are also projected to rise by
$6 trillion by 2022 [4, 5].

With the help of Intrusion detection system, malicious net-
work traffic and device activity standard security system might
not be able to see can be found and blocked. IDS is extremely
successful in detecting, identifying, and monitoring threats, to
put it more exactly. It is very important for keeping computer
systems safe from threats that could harm their availability,
integrity, or secrecy [6]. Traditional methods use a predefined
database of known attacks and signature patterns to evaluate
network packets. The user couldn’t use the system because
of the possibility of a new zero-day that isn’t represented
by any of the signatures detected in the database [7]. When
it comes to detecting zero-day attacks, existing IDS systems
have been found to be ineffective [8]. Because of this, it
may be concluded that no matter how precise an intrusion
detection (ID) technology is, malevolent attempts can degrade
IDS stability. The main contributions of this work include:
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• The development of a novel ensemble-based classi-
fication model for detecting intrusions that uses data
from the UNSW-NB15 dataset.

• A cross-comparison of several methods for selecting
features has been done.

• The suggested IDS has been tested to see how well it
performs for binary and multi-class classification

II. RELATED WORK

An ML classifier’s accuracy can be improved by picking
features that can represent incursion patterns. Multiple clas-
sifiers can reduce false positives and produce more accurate
classification results than a single classifier, according to the
research [9].

Kumar et al. [10] developed the unified intrusion detection
system (UIDS) by generating the new training and test subsets
out of UNSW-NB15. They utilized the k-means clustering
algorithm to increase the attack sensitivity as the k-means
clustering algorithm was able to identify the similarities be-
tween different attack classes. In each cluster, the number of
records in some type of attack classes was more than the
rest. The authors randomly picked 65% of the records of
the dominating class categories to form a training dataset.
The remaining 35% of the instances were used to build the
test set. They also used information gain algorithm for the
feature selection phase. 13 features out 47 were selected due
to the improvement of accuracy scores by C5, Chi-Squared
Automatic Inference Detection (CHAID), Classification and
Regression Tree (CART) is also known as Decision Tree
(DT) and Quick Unbiased Efficient Statistical Tree (QUEST)
algorithms. These algorithms were used to form the proposed
UIDS model. Their study reported 77.87% and 79.12% for the
average sensitivity and F-measure, respectively. It also offered
3.80% false alarm rate for Normal instances and 86.15% attack
sensitivity.

The authors in [11] implemented MLP as an anomaly
detection system for binary classification. They employed RFE
along with the Random Forest classifier for the purpose of
dimensionality reduction. This method selected the top four
informative features. The MLP-based IDS scored 85% for
sensitivity and 89% for accuracy on the test subset of UNSW-
NB15: 15% of the attack traces and 2% of the normal records
were misclassified.

Bayu et al. [12] applied Gradient Boosted Machine (GBM)
on three datasets including UNSW-NB15. No feature selection
technique was implemented. All 47 features were kept for
training and testing phases. The results showed that GBM
outperformed four other algorithms, namely RF, Deep Neural
Network (DNN), SVM and CART, with the average accuracy
value of 93.64% and missed alarm rate of 0.0206 where GBM
performance was evaluated on NSL-KDD, UNSW-NB15 and
GPRS datasets. While running GBM on UNSW-NB15 alone
provided 95.08% accuracy and 2.97% false alarm rate using
10-fold cross-validation and the accuracy of 91.31% and false
alarm rate of 8.60% using the Hold-Out method on the original
UNSW-NB15 train and test subsets.

In [13], nominal features were converted to numerical and
then the Min-Max normalization method was utilized to scale

down the values to the range of 0 to 1. They used 5-fold cross-
validation without resampling to generate the test and training
subsets. They calculated the average of the sensitivity, false
alarm rate and accuracy of 5 folds. The authors utilized SVM
by taking advantage of hyper clique property of hypergraph to
improve the performance of SVM. This optimization technique
implemented the feature selection as well. The SVM algorithm
was trained with the entire 47 features and then the results
were compared with the case when SVM was trained with the
optimal number of feature subsets. The optimal feature subset
is not reported. However, the number of optimal features is
in the range of 30 to 35. They concluded that the feature
selection had significant influence on the proposed model
which delivered 98.47% sensitivity and 2.18% false alarm
rate. However, 94.11% accuracy and 2.18% false alarm rate
suggests a relatively large value for the missed alarm rate,
which is not reported.

ML and DL are used to develop various IDS systems.
Due to the enormous dimensionality of the data, improving
IDS efficiency and classification prediction requires feature
selection from the complete dataset. Chaouki et al. [14]
employed genetic algorithm and logistic regression methods to
choose the optimal collection of attributes for NIDS. They used
KDD99 and UNSW-NB15 datasets for analysis. The primary
purpose of their work was to locate the subset of features with
the highest classification accuracy and the smallest number of
features. RF, C4.5 and NB Tree are used in the classification
stage to evaluate the performance of the generated features.
Their results show an accuracy of 99.81% for the KDD99 and
81.42% for the UNSW-NB15 dataset. The results conclude that
the UNSW-NB15 dataset is more complicated than the KDD99
dataset. In order to enhance the classification accuracy for
the UNSW-NB15 IDS datasets, we must thus attempt various
methodologies.

Tian et al. [15] addressed the issues of overfitting and inad-
equate classification accuracy. They proposed a model based
on DBN by using probabilistic mass function encoding and
the Min-Max normalisation technique. The proposed method
achieves 96.17% and 86.49% accuracy on the NSL-KDD and
UNSW-NB15 public datasets. They did not explore the class
overlap problem of the UNSW-NB15 dataset, and the selection
of DBN values was challenging to acquire without experi-
mentation. It was challenging to choose the best parameter
impacting detection accuracy.

The efficient classification of network traffic has been
hampered by repetitive and unnecessary data attributes and
this problem can be solved by feature selection method to
recognize the most important elements. M. S. Abirami et al.
[16] proposed Least Square Support Vector Machine (LSSVM-
IDS) feature selection methods for IDS. With a 95% accuracy
rate, this LSSVM system has correctly predicted the output
95% of the time. Ensemble learning was applied to the UNSW-
NB15 dataset using a stacking classifier approach. They used
logistic regression as a meta-classifier to integrate RF, SVM,
and NB algorithms, and they reached a 95% accuracy rate.
When selecting features, the author should have utilised an
embedded process that might have improved accuracy. There
is no mention of the problem of overlapping classes follow-
ing feature selection. The class overlap problem, embedded
methodology, and feature selection can further improve the
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proposed model’s accuracy.

A dynamically scalable ML-based NIDS was proposed by
Soulaiman et al. [17] to solve the imbalanced class problem
using SMOTE. The author has not mentioned the class overlap
problem in the UNSW-NB15 datasets, decreasing the attack
prediction accuracy in real-time.

In [18], the authors proposed the ensemble extreme learn-
ing machine (ELM) along with one-vs-all method to generate
multi-class classification model. The proposed algorithm is
a combination of a single hidden layer feedforward neural
network and a softmax layer to make a multi-class prediction
out of an ensemble of single output which was 0 or 1.
This algorithm scored 95.66% average accuracy. Also, the
authors implemented ExtraTree classifier in order to reduce the
dimensionality of feature space. Accordingly, 21 features were
selected. In the final stage, weighted extreme learning machine
(WELM) was implemented and the accuracy of each attack
type increased but still need more improvment. The training
was done on 80% of the original training set and the remaining
20% was used for validation to avoid overfitting. The entire
UNSW-NB15 test subset was utilized for the test phase.

D. Papamartzivanos et al. [19] combined the decision tree
and genetic algorithm to generate classification rules and called
their model Dendron. Wrapper technique was used for feature
selection, which resulted in 23 being selected as informative
features. The authors reported the sensitivity of 97.39% for
Normal records and the average false alarm rate of 2.61%. In
this study, 10% of the instances for each of the 9 classes were
considered for building the training set and the remaining 90%
was kept for the test set. To address the imbalance problem
of multi-class classification in UNSW-NB15, 50% of Worms
attack class records were included in the training subset and
remaining 50% was kept to test the model.

The integrated rule-based model in [20] is trained to
detect five class types to avoid overlapping. These rules were
generated from four tree-structured classification algorithms,
C5, CHAID, CART and QUEST. Training and test sets were
built by eliminating some instances from the original training
and testing subsets using k-means clustering. These instances
belong to Analysis, Backdoor, Fuzzers, Shellcode and Worms
attack types. These attack types suffer from overlapping prob-
lem and their presence may cause poor results. For the feature
selection phase, the genetic algorithm was used and 22 features
were picked accordingly. They reported good accuracy and
sensitivity values for the Normal records. However, the average
accuracy and sensitivity are 93.94% and 65.21%, respectively.

III. PROPOSED METHODOLOGY

A. Data Preprocessing

Data preprocessing transforms raw data into an appropriate
framework or format before processing using a learning algo-
rithm. These techniques significantly impact Machine Learning
(ML) and Deep Learning (DL). This section explains these
strategies and how they help to maximize the proposed en-
semble model’s performance.

Data Cleaning: It removes duplicate or irrelevant entries or
features from the dataset. The UNSW-NB15 has no duplicate
characteristics or records. However, all 49 functionalities are

not required to be used. IP address and port number all work
together to identify a computer’s infrastructure. Other charac-
teristics, such as record start time and record last time, may
not have a great deal of use either. Because of overfitting, the
Machine Learning (ML) model may not generalize correctly if
these attributes are retained. The attack cat feature was used
for multiclass classification, and the label was used for binary
class classification.

Data Transformation: Nominal features make up three
of the 41 features that aren’t targeted. Nominal features have
transformed into integers to make ML models and scalers eas-
ier. The label encoder is used to convert the nominal features
to numerical features. All the features have transformed to the
same range of values using scalers, which helps most learning
algorithms weigh in the entire features equally. The nearest
shrunken centroid has been measured for each attack class. The
Euclidean and Mahalanobis distance was used to measure the
distance between the attack class centroids. The transformation
algorithm which maximizes the intra-cluster distances has
been identified and used to address the overlapping problem.
According to the finding, the min-max scaler increases the
distance of the centroids of four attack classes (Backdoor, DoS,
Generic, and Reconnaissance) away from the Normal class
centroid more than other methods like Normalization, Robust
Scaler, Standardization, Quantile and Power transformation.
Consequently, min-max scalar has been employed in this study.

Feature Selection: Fourteen different feature selection
algorithms were implemented on the dataset to extract the
informative as well as representative features. Chi-squared,
Information gain (tree-based feature selection), CFS, ReliefF,
and mRMR, are employed among filter-based feature selectors;
genetic algorithm, Recursive Feature Elimination (RFE), and
Sequential Feature Selection (forward selection and backward
elimination) are picked as wrapper methods; and Lasso and
Elastic Net are chosen among embedded feature selectors. The
effect of feature selection algorithms on the classifier perfor-
mance was assessed and evaluated using ensemble algorithms
including Random Forest, Bagging, Balanced Bagging (BB),
AdaBoost, XGBoost, Gradient Tree, Extremely Randomized
Trees (ERT), Easy Ensemble (EE) and many other algorithms
such as naı̈ve Bayes, SVM and MLP Neural Network using
Back Propagation (BP) optimization algorithm. Performance
evaluation of classifiers on the dataset, which was preprocessed
with the set of feature selection algorithms, indicated that
the two best feature selection algorithms are Elastic Net and
Sequential Forward Selection (SFS) running in conjunction
with Random Forest, Bagging and XGBoost classifiers. The
Elastic Net feature selection algorithm combined with the
Balanced Bagging machine learning classifier and the SFS
feature selector with the Random Forest classifier and XGboost
performed the best among all possible combinations tested
when considering the F1-score as the metric. In conjunction
with the Balanced Bagging classifier, the Elastic Net feature
selector performed the best for 24 features from the datasets. In
conjunction with the Random Forest classifier, the SFS feature
selection algorithm performed the best for 8 features that form
a proper subset of 24 features.

www.ijacsa.thesai.org 637 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

TABLE I. MISSED ALARM RATE VALUES FOR THE SET OF 11 CLASSIFIERS

Classes SVM NB Bagging NN RF ERT AdaBoost GT BB XGBoost EE
Analysis 1.00 1.00 0.99 1.00 0.86 1.00 0.87 1.00 0.77 0.87 0.86
Backdoor 1.00 1.00 0.93 0.98 0.76 0.95 0.93 0.95 0.59 0.64 0.60
DoS 0.90 0.99 0.88 0.98 0.87 0.87 0.99 0.93 0.81 0.83 0.99
Exploits 0.90 0.97 0.21 0.82 0.21 0.28 0.70 0.09 0.42 0.04 0.99
Fuzzers 0.94 0.63 0.42 0.89 0.39 0.42 0.93 0.55 0.32 0.29 0.75
Generic 0.51 0.03 0.03 0.03 0.03 0.03 0.42 0.03 0.04 0.02 0.42
Normal 0.04 0.65 0.24 0.24 0.21 0.23 0.86 0.34 0.34 0.39 0.70
Recon 0.65 0.71 0.19 1.00 0.17 0.22 0.17 0.21 0.17 0.18 0.99
Shellcode 0.96 0.98 0.31 1.00 0.30 0.52 0.92 0.60 0.06 0.12 0.81
Worms 1.00 0.95 0.86 1.00 0.04 0.86 1.00 0.56 0.09 0.43 0.88

B. Classifier Development Methodology

This research uses the training and testing subsamples
existing on the UNSW website. There are 175,341 records
in training and 82,332 records in testing data subsets. Each
of which contains the records belonging to 9 different at-
tack classes consisting of Analysis, Backdoor, DoS, Exploits,
Fuzzers, Generic, Reconnaissance, Shellcode, Worms, and the
Normal class. Exploits, Generic and Normal instances make
up a large portion of subsamples at 16%, 22% and 38%
of the overall records in the training subset, respectively. In
extreme cases, Worms attack instances form a mere 0.06% of
training and test sets. Since the number of records of majority
classes significantly outnumber the records of minority classes,
there exists a severe class imbalance problem.The overlapping
problem is present in these datasets between the Normal class
and some attack classes. This work develops a design to
address these problems and an ensemble classifier to identify
the threats as normal or attacks.

The model has been implemented by numerous machine
learning classifiers such as SVM, naı̈ve Bayes (NB), multi-
layer perceptron (MLP) neural network (NN), Bagging, Ran-
dom Forest (RF), Extremely Randomized Trees (ERT), Ad-
aBoost, Gradient Tree (GT), Balanced Bagging (BB), XG-
Boost, and Easy Ensemble (EE) on the dataset for the case
where the classifier algorithms employed all of the original
features without implementing data normalization methods.
The results are shown in Table I in terms of missed alarm rate
(MAR) which is one of the, if not, most critical performance
metrics for intrusion detection context. Table I shows that
Balanced Bagging, XGBoost and Random Forest lead in their
performances for this dataset with respect to the MAR metric.
Consequently, these three classifiers will be employed in the
design of an ensemble classifier.

The model also employ the Hellinger distance criterion [21]
along with the Random Forest classifier to improve the quality
of split. Decision Trees are easy to code, interpretable, fast, and
nonlinear. However, they suffer from overfitting, axis-parallel
splitting and skewness sensitivity. The overfitting problem is
mitigated by tree pruning, while axis-parallel splitting can
be addressed by building a forest of orthogonal and oblique
decision trees. Skewness sensitivity of decision trees arises due
to utilizing some popular splitting criteria including informa-
tion gain and Gini measure. Hellinger distance measure can
address this problem due to its skew insensitivity property. For
instance, suppose that the model have two classes and Random
Forest is applied on the training subset with 175,341 records.
Also, in this scenario, the model have 1% of the entire data in

class ‘A’ and the remaining records are in class ‘B’. In the case
that Random Forest splits the data on the feature ‘rate’ using
a test or threshold value of 200,000, one splitting scenario for
such an imbalanced dataset could be as presented in Fig. 1.

A: 1753 (1%) 
B: 173588 (99%) 

‘rate’<200000 ‘rate’>200000 
(A+B) = 175,341 

A: 141 (0.08%) 
B: 171,976 (99.92%) 

A: 1612 (50%) 
B: 1612 (50%) 

 

 

 

 

 

 

 

 

 

            (A+B) = 172,117 

 
 

(A+B) = 3224

Fig. 1. An Example to Illustrate Hellinger Distance Metric Utility

In fact, regardless of balanced or imbalanced property of
a dataset, the best split is made for binary classification when
the entire data points in class ‘A’ are placed in the left node
and all data points in class ‘B’ are placed in the right node.
If that is the case, the perfect score for Entropy and Hellinger
distance would be 1.0 and

√
2, respectively. In this example,

which is a reasonably good but not a perfect split, the scores
measured by Entropy and Hellinger are tabulated in table II.

TABLE II. ENTROPY AND HELLINGER DISTANCE SCORE
MEASUREMENTS

Entropy Hellinger
Perfect Score 1.0

√
2 ≃ 1.41

Evaluated Score 0.015 1.29

According to score, Hellinger distance takes this split into
account to form the final prediction. In contrast, given the
Entropy formula as

E = −
n∑

c=1

pc log2 pc (1)

and the IG formula as

Gain = E(parent)− WL

Wparent
EL − WR

Wparent
ER (2)

The split in Fig. 1 does not appear to be “desirable”. In
equations (1), pi is the probability distribution associated with
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class c, and c={1,2,...,n}. Information gain(IG) in equation (2)
is the difference of Entropy in parent node (Eparent) from the
Entropy of its left (EL) and right (ER) child where wL is the
number of data points in the left node, wR is the number of
data points in the right node, and wparent is the number of
data points in the parent node.

For this split, it looks very probable that a record coming
into the right node will be misclassified. This misclassification
probability is 3224

175341 (2% of the entire data), while 98% of
the data will be most probably classified correctly if they find
their way into the left node. Accordingly, it can be considered
as a good split. However, the information gained by Entropy
measurement indicates that this split is a very bad one since
the score is 1.5% of the perfect score shown in Table II. All
the while, the Hellinger distance metric values this split by
assigning it 91.49% of the perfect or maximum achievable
score. Hellinger distance metric thus addressed, for the most
part, the problem of skewness sensitivity if utilized by a
decision tree classifier and will likely improve the performance
of such an algorithm.

C. Training Methodology

The training set is split into two subsets: one subset, aka
training subset, is used to train the classifier and the second
subset, aka validation subset, is used to calculate its error
rate to determine the convergence or stopping point. The
training set is split into two subsets using stratified sampling:
90% of the training set is extracted in order to train the
proposed model and the remaining 10% is kept to calculate
the model’s error. Each stratum is formed by ten different
classes following a frequency distribution. In other words, the
samples are picked randomly from each attack class as well as
Normal records.Next, the training subset is processed with the
Elastic Net feature selection algorithm. This algorithm selects
24 features out of 40 before the training subset is used to train
the Balanced Bagging and XGBoost classifiers. Concurrently,
the SFS algorithm selects 8 informative features out of 24 that
were already selected among the original 40 by the Elastic Net.
The output of SFS, which are 8 features, is used to train the
Random Forest classifier. The classifier development schematic
diagram has shown in Fig. 2.

Each classifier generates a matrix consisting of probability
scores. Entries in this matrix are computed by dividing the
number of votes for each class by the number of decision
trees in each model. For instance, if the model had 30 decision
trees in Random Forest and 20 of them vote for normal class
on a new sample, the probability of Normal class is 0.67
(20/30). The first seven rows of the matrix produced by the
Balanced Bagging is shown in Table III. It consists of 10
columns, representing 10 (9 attack plus Normal) classes, and
N rows, where N designates the number of data samples in
the validation subset. Since the validation subset has 35,068
records representing 10% of the training set, each model
generates a probability matrix consisting of 35,068 rows. Both
the probability matrix and the confusion matrix produced by
XGBoost and Balanced Bagging classifiers are used as the
inputs of Algorithm #1. This algorithm is employed to process
the XGBoost and Balanced Bagging outputs to compute the
errors caused by class overlap issue associated with the dataset.

Fig. 2. Classifier Development Schematic Diagram

The output of Algorithm #1 is a nested list in Fig. 3 that
consists of 10 items representing all the existing attack classes
along with the Normal class which constitute the Level-1.
Each item in Level-1 points to 9 sub-items in Level-2 as well.
The corresponding sub-items in Level-2 for each item will
not hold the item itself in Level-1. For each sub-item in the
Level-2 of the nested list, there is a corresponding two-element
list in Level-3. To make it more clear, it can consider this
sole nested list as two two- dimensional arrays with the same
dimensionality as the confusion matrix (10 by 10) storing mean
and standard deviation. In other words, one matrix could hold
the mean and another would hold the standard deviation values.
Each row and column represents nine different attack classes
along with the Normal class with the same order, similar to the
rows and columns of the confusion matrix. These arrays store
zeros along their main diagonal. The reason for that is that
the aim of Algorithm #1 along with Algorithm #2 is to find
the prediction errors or the errors existing in the membership
scores. Since the main diagonal is holding true positives in
confusion matrix, there is no error to calculate. That is why
in the nested list, these entries are eliminated automatically.

Investigating the confusion matrix using Algorithm #1,
if class A is misclassified x different times as class B, this
algorithm iterates x times to calculate the difference between
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Backdoor 
DoS 
Exploits 
Fuzzers 
Generic 
Normal 
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Shellcode 
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 In line 2, Backdoor attack class is placed in variable y. 
 
 
 

Level-3  
 

Mean 
Standard Deviation 
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Figure 5-3 Illustration of partial output by Algorithm #1 
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Exploits 
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Normal 
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Worms 

Analysis 
DoS 
Exploits 
Fuzzers 
Generic 
Normal 
Recon 
Shellcode 
Worms 

0.08 
0.02 

0 
0 

Fig. 3. Illustration of Partial Output by Algorithm #1

TABLE III. FIRST SEVEN ROWS OF A PROBABILITY SCORE MATRIX
GENERATED BY BALANCED BAGGING CLASSIFIER
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the probability score of class B and class A as well as class
B and the eight remaining classes. If the former difference is
smaller than the latter, this difference value (between class B
and class A) is stored in a temporary variable (array D) for
further calculation. Otherwise, the value is discarded. In the
next step, the mean and standard deviation of the stored values
are calculated and kept in arrays M and SD, respectively. These
two values are placed in the third level of the nested list, which
is an output of Algorithm #1, where the class A is the element
of the first level of the list and class B is the element of the
second level of the list.

To clarify how Algorithm #1 works, its application has
been trace step by step next. The first row of Table IV(a)
represents a confusion matrix for the Analysis attack and
Table IV(b) represents the probability scores generated by
the Balanced Bagging classifier in a two-dimensional array or

matrix form after it is trained and its performance evaluated
on the validation subset. Values of these matrices are held by
CM and PS, two-dimensional array variables in the Algorithm
#1, respectively. Initially, DL, OLM and OLSD are empty lists
and eventually holding values for distances, output for mean
values, and output for standard deviation values, respectively.
AL is another list that initially contains the Normal and all the
attack classes.

Algorithm 1 – Compute Means and Standard Deviations

Require: Mean-Standard-Deviation(CM, PS)
in:
two-dimensional array CM10×10 holding the confusion
matrix and two-dimensional array PSn×10 holding the mem-
bership scores, n = the number of samples of validation
subset
out:
two-dimensional array OLM10×10 initialized with zero
two-dimensional array OLSD10×10 initialized with zero
local:
empty array DL representing the minimum value of the
membership scores difference and empty variable SD repre-
senting the computed Standard Deviation value and empty
variable µ representing the computed Mean value and empty
variable D representing the value obtained by subtracting the
membership
scores constant:
array AL = {Analysis, Backdoor, DoS, Exploits, Fuzzers,

Generic, Normal, Recon, Shellcode, Worms}
1: for all x ∈ AL do ▷ AL is an ordered list
2: for all y ∈ ( AL - x) do
3: if CMx,y > 0 then
4: j � 0
5: for i � 1 . . . CMx,y do
6: D � PSi,y - PSi,y ▷ where x is misclassified as y
7: for all z ∈ (AL - (x, y)) do
8: DT � PSi,y - PSi,z
9: if DT < D then
10: count � 1
11: end if
12: end for
13: if count = 0 then
14: DLj � D
15 j � j + 1
16: end if
17: end for
18: sum � 0
19: for h � 1 . . . length(DL) do
20: sum � sum + DLh
21: end for
22: µ � SUM

N

23: SD �
√

1
N

∑N
i=1(DLi − µ)2

24: OLMx,y � µ
25: OLSDx,y � SD
26: end if
27: end for
28: end for
29: return OLM, OLSD
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TABLE IV. (A) CONFUSION MATRIX AND (B) FIRST TWO ROWS OF
PROBABILITY SCORES MATRIX.
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Fig. 4. An Example to Show how Algorithm 1 Calculates the Prediction
Error Range

TABLE V. (A) THE CONFUSION MATRIX, (B) MEAN AND STANDARD
DEVIATION ARRAYS THROUGH ALGORITHM #1 AND (C) MEAN AND

STANDARD DEVIATION ARRAYS THROUGH ALGORITHM #2
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Analysis 501 124 0 0 46 0 3 3 0 0
(a)

Analysis Mean 0.08 0 0 0.09 0 0.04 1.3 0 0
SD 0.02 0 0 0.02 0 0.03 0.1 0 0

(b)

Analysis Mean 0.08 0 0 0 0 0 1.3 0 0
SD 0.02 0 0 0 0 0 0.1 0 0

(c)

Fig. 4 shows that the Fuzzers, Backdoor, and Normal
overlap. In this figure, Fuzzers represents a range of value
between 0.09 -0.02= 0.07 and 0.09+0.02=0.11, Backdoor has a
range of values between 0.08 -0.02= 0.06 and 0.08 +0.02= 0.1,
and Normal is associated with a range of values between 0.04 -
0.03= 0.01 and 0.04+ 0.03= 0.07 where Analysis is incorrectly
predicted as Fuzzers, Backdoor, and Normal, respectively.
These values are taken from Table V(b) and after finding
the overlaps, Table V(c) would be the final Mean and SD
values generated for all the classes in preparation for the test
phase. In Table V(c) the Mean and SD values for Recon
remains unchanged since its error range is from 1.3-0.1= 1.2 to
1.3+0.1=1.4 and does not have any overlap with other ranges.
Since Fuzzers, Backdoor, and Normal ranges overlap as well

as the greater number of Analysis records are misclassified
as Backdoor, Mean and SD values calculated for Backdoor
remain unaltered and the Mean and SD values associated with
Fuzzers and Normal are changed to zero. The process of
finding the range overlaps and addressing them takes place
for all of 10 classesThis procedure gives us a list of Means
and SDs that is shown in Fig. 3. The list is eventually utilized
in the test phase to minimize the prediction errors caused by
data overlap.

D. Testing Methodology

In this phase, Mean and SD values computed by Algorithm
#1 and revised after finding the overlaps are used to reduce the
errors made by XGBoost and Balanced Bagging classifiers
in identifying unseen samples. Due to data overlap issue
associated with UNSW-NB15, classifiers may tend to predict
class membership for certain new samples incorrectly. A new
sample mimicking the behavior of data points belonging to
another attack class is most likely to be misclassified. The
probability scores matrix generated by the classifiers for a new
sample in class ‘A’ contains error if this sample is incorrectly
classified as class ‘B’. In this case, the probability matrix score
for class ‘A’ is lower than that of class ‘B’, while it must be
just the opposite. The model consider the difference between
the probability scores for classes ‘A’ and ‘B’ as error.

Algorithm 2 Membership Score Modification

Require: Membership-Score-Modification(PS, OLM, OLSD)
in: two-dimensional array PSn×10 holding the member-
ship scores, n = the number of samples of test subset
two-dimensional array OLM10×10 two-dimensional array
OLSD10×10
out: two-dimensional array PSn×10 holding the (modified)

membership scores, n = the number of samples of test subset
1: for i � 1 . . . n do
2: max � 0 ▷ holding zero in max to find the

maximum membership score from line 3 to 8
3: for j � 1 . . . 10 do
4: if PSi,j > max then
5: max � PSi,j
6: index max � j
7: end if
8: end for
9: min � 1010 ▷ holding a very big constant value in
min to find the minimum values obtaining from line 10
to 15
10: for j � 1 . . . 10 do
11. if ((max-PSi,j) < min) and (index max ̸= j) then
12. min � max - PSi,j
13: index min � j
14: end if
15: end for
16. if(min≥(OLMindex min,index max - OLSDindex min,index max))

and (min≤(OLMindex min,index max+OLSDindex min,index max))
then

17: PSi,index min � (PSi,index min + OLMindex min,index max)
18: end if
19: end for
20: return PS
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To reduce this error, Algorithm #2 has been applied on
the probability score matrices generated through XGBoost and
Balanced Bagging classifiers.

Since only the test set is utilized to evaluate the perfor-
mance of our model, it is definitely unknown to the model.
So, the model does not know the real target variable and it
cannot calculate the errors using ground truth. This algorithm
is designed to go through the membership scores generated
by XGBoost and Balanced Bagging classifiers for the test
subset in order to calculate the errors regardless of real target
variables. The following steps discuss the functionality of
Algorithm #2:

Using the revised mean and standard deviation values
obtained by implementing Algorithm #1, Algorithm #2 is able
to realize and correct the errors in the probability matrices
where the errors arise from data overlap. Although, errors
are not zeroed out using this algorithm, they may be reduced
appreciably. The modified membership scores were used along
with the membership scores obtained by the augmented Ran-
dom Forest in the testing phase to make the final prediction
using the majority vote. Using this method, the most voted
prediction wins and taken as a final prediction. In other words,
if more than two classifiers cast a vote for a particular class,
the class will gain the final vote.

IV. EXPERIMENT AND RESULT ANALYSIS

An Intel Core i7 processor with 16 GB of RAM and Python
with TensorFlow was used to create the proposed system.
Before getting into the results, it is necessary to provide some
background information on the UNSW-NB15 dataset. This
dataset has been selected because of its advantages over older
standard datasets. The lack of current cyberattacks types in the
KDD98, KDDCUP99, and NSLKDD datasets and insufficient
normal traffic and an unbalanced distribution of classes in
the training and testing sets cause the datasets to suffer. The
UNSW-NB15 benchmark dataset, explicitly designed for IDS
design, has been presented to address these issues.

A. Experimental Results Evaluation

The confusion matrix is used to calculate performance
measures for classifiers. The confusion matrix is used to cal-
culate True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FN). TP, TN, FP, and FN denote
records that are correctly identified as positives, negatives, or
incorrectly identified as positives. The most standard measures
include sensitivity, specificity, false positive, false negative,
precision, and accuracy [22]. Abnormalities in a dataset must
be taken into account while evaluating it. Due to the im-
balanced datasets, accuracy is not appropriate. Insufficient
datasets can use F-measure. This study aims to evaluate
accuracy using the same parameter as previous studies has
shown in equation (3). Accuracy is identified as the ratio of
the correct classifications to the total number of samples and
defined by the following formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Sensitivity or Detection Rate (DR), shown in equation
(4), corresponds to the proportion of true positives to all

positives. It measures the probability of a sample being actually
positive from all positive data points. Specificity indicates the
proportion of false positives to all negatives. It measures the
probability of a sample being actually positive from all data
points that are predicted to be positive. They are used when
the only positive or negative matter.

Sensitivity =
TP

TP + FN
(4)

False Positive Rate (FPR) or False Alarm Rate (FAR)
represents the ratio of incorrect positive predictions to the
overall number of negatives. At the same time, the Precision
measures the probability of samples classified as positives for
actually being positive. These two metrics are defined as shown
in equation (5) and (6).

FPR =
FP

FP + TN
(5)

Precision =
TP

TP + FP
(6)

False Negative Rate (FNR) or Missed Alarm Rate, as
shown in equation (7), indicates the ratio of incorrect negative
predictions to the total number of positives. The evaluation
metrics used in this study are based on the parts of the
confusion matrix.

FNR =
FN

FN + TP
(7)

F-measure is the harmonic mean of Sensitivity and Preci-
sion and is given by equation (8).

F −Measure =
2 ∗ Precision ∗ Sensitivity
Precision+ Sensitivity

(8)

B. Binary Classification

Table VI shows that 790 attack records are misclassified
among the entire 45,332 attack records. It means that less
than 2% of the overall attacks are misclassified as non-attack
or Normal which leads to 0.017 missed alarm rate. In other
words, the sensitivity for the attack class is 98.26%. On the
other hand, 1022 of 37,000 Normal records are incorrectly
classified as attacks which indicates less than 3% false alarm
rate. Several evaluation metric values are shown in Table VII
in order to comprehensively assess the performance of the
proposed classifier design.

TABLE VI. CONFUSION MATRIX ON TEST DATA SUBSET FOR BINARY
CLASSIFICATION

PredictedActual Normal Attack
Normal 35978 1022
Attack 790 44542

TABLE VII. PERFORMANCE EVALUATION OF THE PROPOSED MODEL
FOR BINARY CLASSIFICATION

Metrics
Class Type

Sen
(%)

Spe
(%) FPR FNR Precision

(%)
F-measure

(%)
Normal 97.24 98.26 0.017 0.028 97.85 97.75
Attack 98.26 97.24 0.028 0.017 97.76 98.01
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The main objective of any intrusion detection system (IDS)
is to identify the pattern of the network traffic that may imply a
suspicious activity. Accordingly, the performance of proposed
IDS on UNSW-NB15 data is competitive in comparison with
the other studies reported in the literature as shown in Table
VIII. Two columns are dedicated to present the performance of
the proposed classifier design. The first column indicates the
average of calculated metrics in Table VII for both the attack
and Normal records. On the other hand, the second column
shows the values of performance metrics associated with the
attack class in Table VII, which suggests that the performance
of the proposed classifier design.

TABLE VIII. COMPARISON OF THE PROPOSED CLASSIFIER DESIGN WITH
FOUR OTHERS CITED (NR INDICATES NOT REPORTED)

Metrics
Proposed
Design
(Avg)

Proposed
Design

[10]
(Avg) [11] [12] [13] [14] [15] [16]

Sensitivity 97.75 98.26 79.12 85 NR 98.47 NR NR NR
FNR
(%)

2.25 1.74 NR 15 NR NR NR NR NR

FPR (%) 2.25 2.76 NR 2 8.6 2.18 NR 5.56 NR
Precision

(%) 97.81 97.76 NR 99 NR NR NR NR 96

F-measure
(%) 97.88 98.01 77.87 91 NR NR NR NR 95

Accuracy
(%) 97.8 97.8 NR 89 91.31 94.11 81.42 86.49 95

C. Multiclass Classification

In this research, the performance of different estimators
were evaluated separately by implementing them on the refined
dataset. The results are shown in Table I. This study combined
the first three estimators produced satisfactory performances
to form an ensemble method along with Elastic Net and Se-
quential Forward Selection while Min-Max scaler had already
implemented on the refined dataset. The results of the model
evaluation is shown in Table IX in terms of confusion matrix.
Although the outcome of the ensemble method has effectively
improved the performance of each classifier contributed in the
method, the model still suffered from generating large number
of false negatives. In order to cover this issue, the study pro-
posed two algorithms utilizing the basic statistic methods such
as mean and standard deviation. Comparing Table IX with the
performance of the proposed model depicted in detail for the
multi-class case in Table X, represents the significant improves
in most classes, such as Normal class to shrink the number of
false negatives. This improvement verifies the effectiveness of
Algorithm #1 and Algorithm #2. Although the study observe
the increasing number of false negatives in some elements
in confusion matrix, such as Fuzzers incorrectly classified as
Backdoor, when the proposed algorithms implemented on the
final decision, they are mostly seen between two attack class
rather than an attack class and Normal records. On the other
words, false negatives in one attack class may be increase due
to the attack class to attack class misclassification. In Table X,
the share of attack records which are incorrectly categorized as
Normal traces is 4.14% for the 28% overall missed alarm rate.
The remaining 23.86% missed alarm rate is associated with
misclassification among attack classes which is not equally as
problematic for network transactions. Although, 4.14% missed
alarm rate for attack records alone could be detrimental for an
intrusion detection system, our design achieves better results

in comparison with the classifiers in other studies as shown in
Table XI. Normal traces are also misclassified as Shellcode,
Fuzzers and Analysis which suggests approximately 3% false
alarm rate and 97.24% sensitivity.

TABLE IX. CONFUSION MATRIX SHOWING THE PERFORMANCE OF THE
ENSEMBLE METHOD
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TABLE X. CONFUSION MATRIX SHOWING THE PERFORMANCE OF THE
PROPOSED DESIGN
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8 0 0 0 0 7 0 9 3 358 1
9 0 0 0 1 0 0 2 0 5 36

This is because these attack types mimic the behavior of
Normal records [20, 23, 24]. This is the main reason that
some attacks are also incorrectly predicted as Normal activity.
In the associated confusion matrix, it can see that 19.20%
of Analysis, 6.69% of Backdoor, 4.35% of DoS, 3.04% of
Exploits, 0.33% of Generic, 0.88% of Reconnaissance, 2.38%
of Shellcode, and 4.55% of Worms attack records are confused
with Normal records.

Performance comparison of the proposed model with those
studies reported in the literature is presented in Table XII
and Table XIII. Many of the relevant performance metrics
including the missed alarm rate, which is one of the most
critical ones, are not reported in these studies by others. Con-
sequently, performance comparison is done only for accuracy
and sensitivity as these are the only metrics commonly reported
in the cited studies.

Fig. 5 depicts the performance of the model in comparison
with two models, Integrated and Dendron [18,19] that are
proposed recently in terms of the F-measure. The proposed
model in this study outperforms the other two given the
F-measure values. The main reason is that the imbalance
and overlapping problems in our model are addressed. This
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TABLE XI. PERFORMANCE OF THE PROPOSED DESIGN FOR
MULTI-CLASS CASE

Metric
Class

Accuracy Sensitivity Specifity FPR FNR Precision F-
measure

Class0 95.56 48.30 95.95 0.041 0.51 0.15 64.25
Class1 96.89 69.47 97.09 0.029 0.31 0.84 80.99
Class2 96.27 27.15 99.89 0.001 0.73 0.42 42.70
Class3 95.98 76.46 99.03 0.009 0.24 0.84 86.29
Class4 96.78 72.25 98.73 0.012 0.28 0.77 83.44
Class5 99.12 96.15 100.0 0.000 0.28 1.00 98.04
Class6 97.81 97.24 98.26 0.017 0.02 0.97 97.75
Class7 95.39 84.87 95.86 0.041 0.15 0.61 90.03
Class8 99.31 94.71 98.33 0.017 0.05 0.34 96.49
Class9 99.73 81.82 99.74 0.003 0.18 0.24 89.90

CLASS0: ANALYSIS CLASS1: BACKDOOR CLASS2: DOS CLASS3:
EXPLOITS CLASS4: FUZZERS CLASS5: GENERIC CLASS6: NORMAL
CLASS7: RECONNAISSANCE CLASS8: SHELLCODE CLASS9: WORMS

TABLE XII. THE ACCURACY OF PROPOSED MODEL VS. THE ACCURACY
OF DIFFERENT MODELS (NR: NOT REPORTED)

Attack
Type A

cc
ur

ac
y

A
cc

ur
ac

y
[1

7]

A
cc

ur
ac

y
[1

8]

A
cc

ur
ac

y
[1

9]

A
cc

ur
ac

y
[2

0]

D
iff

er
en

ce

Analysis 95.56 99.44 99.26 99.3 NR -3.88
Backdoor 96.89 99.06 99.11 97.93 NR -2.22

Dos 96.27 96.14 94.9 95.71 94.52 0.11
Exploits 95.98 93.91 90.12 93.58 89.72 2.07
Fuzzers 96.78 96.52 91.47 95.04 NR 1.74
Generic 99.12 98.34 98.23 98.7 87.7 0.26
Normal 97.81 98.16 93.54 94.59 98.64 -0.3

Reconnaissance 95.39 98.74 95.33 96.18 99.1 -3.71
Shellcode 99.31 99.22 99.4 98.33 NR -0.09

Worms 99.73 97.28 99.92 99.78 NR -0.14

TABLE XIII. THE SENSITIVITY OF PROPOSED MODEL VS. THE
SENSITIVITY OF DIFFERENT MODELS (NR: NOT REPORTED)

Attack Type Sensitivity
Sensitivity

[19]
Sensitivity

[20] Difference
Analysis 48.30 20.45 NR +27.85
Backdoor 69.47 67.32 NR +02.15

Dos 27.15 14.29 5.0 +12.86
Exploits 76.46 76.22 54.64 +00.24
Fuzzers 72.25 64.42 NR +07.83
Generic 96.15 81.37 96.72 -00.57
Normal 97.24 97.39 98.00 -00.76

Reconnaissance 84.87 46.04 71.70 +13.17
Shellcode 94.71 36.39 NR +58.32

Worms 81.82 18.37 NR +63.45

work have a combination of ensemble methods to handle the
imbalance and if-then-else rules to mitigate the adverse effects
of overlapping issue and using Hellinger distance criterion to
choose the best split considering the imbalance problem.

V. CONCLUSION

This study presents design and performance evaluation
of an intrusion detection (and identification) system using
machine learning for the UNSW-NB15 dataset. The study
evaluated the performance of classifier design which employs
three ensemble classifiers and two proposed algorithms where
the later is developed for minimizing the errors due to one of
the two issues inherent to the UNSW-NB15 dataset, namely the
class overlap and class imbalance. To deal with the imbalanced
data, this work utilized the Balanced Bagging and the XGBoost
ensemble classifiers which offer a set of hyper-parameters that,

120 

100 

80 

60 

40 

20 

0 

Proposed Model Dendron Integrated Model 

 

Fig. 5. F-measure Comparison

through judicious adjustments of the same, help contribute
to improved performance in the presence of the imbalanced
data. To address the class overlap issue, the study proposed
two algorithms and utilized them to process and modify the
classification outputs from the Balanced Bagging and the
XGBoost ensembles. Outputs of three ensemble classifiers,
namely Random Forest, Balanced Bagging and XGBoost, were
provided as inputs to a combiner that implemented majority
voting to determine the final class membership of an input
data record under test. The performances of the classifiers are
assessed by employing six different normalization methods on
the modified UNSW-NB15. The results showed that min-max
scaler enhanced the performance of the classifiers in terms of
accuracy. Min-max scaler as a normalization method helped
increase the distances between the data points of two different
attack classes reducing the degree of class overlap. Application
of the combination of preprocessing, feature selectors, tree-
based ensemble classifiers, and the proposed algorithms for
this design resulted in superior performance when compared
to seven other classifiers, reported in the recent literature,
implemented on the UNSW-NB15 dataset for both multi-class
and binary classification cases. Performance of the proposed
model was compared with both the binary classifiers and multi-
class classifiers cited in the literature. In the binary class
classification case, this model could classify more than 98% of
the attack classes correctly. The model also performed highly
for the classification of Normal records with more than 97%.

In comparison with other studies reported in the current
literature on the UNSW-NB15 dataset, this model achieved
impressive results. It addresses two major issues that a dataset
may suffer from, overlap and imbalance. The study employed
Balanced Bagging and XGBoost offering a range of hyperpa-
rameters in order to address the dataset imbalance. Also, the
study utilized the Hellinger distance for the Random Forest for
the same reason. The study further proposed two new post-
processing algorithms for the outputs of training models to
minimize the errors caused by the large number of impure
nodes generted during the training phase due to the data
overlap issue. In future this work plan to use Hellinger distance

www.ijacsa.thesai.org 644 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

as split criterion for both Balanced Bagging and XGBoost
to enhance the performance of this model. The future works
are also aimed at utilizing the proposed algorithms, known as
Algorithm #1 and Algorithm #2, along with Random Forest.
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[19] D. Papamartzivanos, F. G. Mármol, and G. Kambourakis, ”Dendron:
Genetic trees driven rule induction for network intrusion detection
systems,” Future Generation Computer Systems, vol. 79, pp. 558-574,
2018.

[20] V. Kumar, D. Sinha, A. K. Das, S. C. Pandey, and R. T. Goswami, ”An
integrated rule based intrusion detection system: analysis on UNSW-
NB15 data set and the real time online dataset,” Cluster Computing, pp.
1-22, 2019.

[21] D. A. Cieslak, T. R. Hoens, N. V. Chawla, and W. P. Kegelmeyer,
”Hellinger distance decision trees are robust and skew-insensitive,” Data
Mining and Knowledge Discovery, vol. 24, pp. 136-158, 2012.

[22] Abhijit Das, S G Balakrishnan and Pramod, “Network Intrusion
Detection System based on Generative Adversarial Network
for Attack Detection” International Journal of Advanced
Computer Science and Applications(IJACSA), 12(11), 2021.
http://dx.doi.org/10.14569/IJACSA.2021.0121186

[23] N. Moustafa and J. Slay, ”The evaluation of Network Anomaly Detec-
tion Systems: Statistical analysis of the UNSW-NB15 data set and the
comparison with the KDD99 data set,” Information Security Journal: A
Global Perspective, vol. 25, pp. 18-31, 2016.

[24] Y. Yang, K. Zheng, C. Wu, X. Niu, and Y. Yang, ”Building an effective
intrusion detection system using the modified density peak clustering
algorithm and deep belief networks,” Applied Sciences, vol. 9, p. 238,
2019.

www.ijacsa.thesai.org 645 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

An Efficient Feature Selection Approach for
Intrusion Detection System using Decision Tree

Abhijit Das1
Research Scholar, Dept. of CSE

PES Institute of Technology & Management
Affiliated to VTU, Shivamogga, India

Pramod2
Associate Professor, Dept. of ISE

PES Institute of Technology & Management
Affiliated to VTU, Shivamogga, India

Sunitha B S3

Associate Professor, Dept. of CSE
PESITM, Affiliated to VTU

Shivamogga, India

Abstract—The intrusion detection system has been widely
studied and deployed by researchers for providing better security
to computer networks. The increasing volume of attacks, com-
bined with the rapid improvement of machine learning (ML)
has made the collaboration of intrusion detection techniques
with machine learning and deep learnings are a popular subject
and a feasible approach for cyber threat protection. Machine
learning usually involves the training process using huge sample
data. Since the huge input data may cause a negative effect on
the training and detection performance of the machine learning
model, feature selection becomes a crucial technique to rule out
the irrelevant and redundant features from the dataset. This
study applied a feature selection approach for intrusion detection
that incorporated state-of-the-art feature selection algorithms
with attack characteristic feature to produce an optimized set
of features for the machine learning algorithms, which was then
used to train the machine learning model. CSECIC- IDS2018
dataset, the most recent benchmark dataset with a wide attack
diversity and features have been used to create the efficient
feature subset. The result of the experiment was produced using
machine learning models with a decision tree classifier and
analyzed with respect to the accuracy, precision, recall, and f1
score.

Keywords—Intrusion detection; feature selections; decision tree;
machine learning; cyber security

I. INTRODUCTION

Nowadays, computer networks have been applied to every
aspect of people’s lives and daily production. People use
desktop computers, laptop computers, or other types of Internet
enabled devices to access public information that has been
published online. Different organizations, such as companies
and schools, build up networks to exchange information within
the organizations. Network security has become one of the
major concerns of most people and organizations when using
computers and other Internet-enabled devices to access online
resources and store valuable data [1].

IDSs are generally used as an effective tool to defend
network protection by identifying network attacks from ma-
licious users on the Internet. These techniques examine traffic
by analyzing the packet information at various layers of the
communication model [2], a method known as packet analysis.
The use of machine learning approaches to enhance IDS and
solve network threats has risen in recent years. More and
more researchers are beginning to employ machine learning
approaches to detect and classify abnormal activities by allow-
ing the method to learn various threats from example data [3].
Machine learning and deep learning techniques are becoming

more sophisticated and used in various technological fields.
Additionally, machine learning, which is a subset of artificial
intelligence, has significant potential in cybersecurity.

The general process of machine learning could be straight-
forward and comprehensible, but it is never limited to what
will be presented in this research. When researchers apply
the machine learning approaches, they need to identify the
features of sample data that are summarized patterns ofthe
sample data in the packet of network traffic. For example,
IP address, protocol, port number, etc. The researchers use
features to train models, reach a higher identification rate and
accuracy, and then apply the trained machine learning models
to detect further and classify network attacks in network traffic.
However, when using machine learning to study different
problems in the same field, the features used for training
and testing may not necessarily be the same. For instance,
detecting DDoS attacks may require investigating different
packet information from detecting spam. Hence, solid domain
knowledge and choosing the right features play an important
role in machine learning.

Applying machine learning in network intrusion detection
is well studied. Many studies on machine learning in NIDS
are published each year. Weirdly, researchers seem to be eager
to experiment with various machine learning techniques for
detecting network intrusion. Yet, at the same time, many
investigators are stingy at explaining why they choose certain
features or use up all features in the dataset, except for some
researchers who are focusing on the feature engineering aspect
of machine learning.

After taking a deeper look at machine learning, it is easy to
notice that using a large number of non-representative features
could create the challenging problem for creating an effective
and accurate ML model. Feeding a large amount of data will
create millions of possibilities for a machine learning model,
making it hard to distinguish the attack patterns during the
monitoring process [4]. On the other hand, the redundant
or irrelevant feature is one of the most critical factors that
force excessive training and classification time [5]. However,
the importance of feature selection is often neglected or
underrepresented by some researchers [6]. Attribute selection
plays an essential role in creating the machine learning model
for classifying or predicting purposes. Each kind of network
attack has specific attack patterns that could be discovered
in the data sorted in different features [7]. In many types of
research about machine learning and deep learning in network
security, the significance of feature selection solutions has
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been emphasized repeatedly. Applying the advanced feature
selection approaches could significantly improve network in-
trusion detection systems; Cai et al. [8] found that effective
attribute selection outcomes might enhance learning precision,
decrease training time, and clarify results. A machine learning
strategy that relies on interconnected essential features can cut
down on the number of iterations of an experiment [9]. Over-
fitting and model generalisation can be reduced by finding the
best feature subset, which can assist reduce the number of
features utilised for training machine learning models [10]. It
is also much faster to process and train models with fewer
data when fewer characteristics are fed into them [11]. The
classification accuracy of an ML model can be improved by
removing irrelevant features using feature selection techniques
[12].

This work aims to design a new feature selection ap-
proach to enhance the machine learning models in network
intrusion detection by creating the optimal subset of features.
By finishing this study, multiple deliverables would be pre-
sented as follows. The importance of different features in
network intrusion detection would be identified based on the
characteristics of each kind of network attack. The optimal
combinations of features for each network attack in the study
would be identified by comparing the detection rate of different
combinations. As a part of this work, data analysis will be
carried out to demonstrate how the ML model’s performance
was improved utilising the best possible set of features.

Research Question:

• Is it possible for a machine learning model to produce
better predictions for network intrusion detection us-
ing a hybrid method that combines feature selection
techniques with attack characteristic features?

II. RELATED WORK

It is possible to choose the most closely related features
from a dataset without using machine learning techniques
using a filter approach of feature selection [13]. Test scores
from various statistical methodologies are all that is needed
to determine the relationship between attributes. Linear or
non-linear associations can exist between any of these numer-
ous features. Many popular statistical procedures, including
correlation coefficients and Chi-square tests, as well as the
ANOVA test, are used. According to the statistical techniques,
the attributes are ranked according to their correlation or joint
distribution. In general, the more closely two features are cor-
related, the more closely they are linked; conversely, the less
closely two features are correlated, the less closely these two
features are related. Since the filter method is not dependent
on any other complicated mining or validating methods, it is
a simple implementation that effectively eliminates extraneous
features.

The filter method of feature selection is commonly used
in the data preprocessing stage. The machine learning model
has not been applied yet with the sample data of the selected
features that are decided in the feature selection stage. This
characteristic creates another important advantage of the filter
method, which makes building a machine learning model much
faster. The features were only selected once using the filter
method to create the subset of highly related features. Since

the data dimension is reduced dramatically before the data is
fed into the machine learning algorithm, it is less prone to
over-fitting [14].

The wrapper feature selection method shows a significant
difference from the filter method. The wrapper method evalu-
ates the goodness of the features by considering the prediction
results through the machine learning models [15]. The wrapper
method’s commonly used machine learning algorithms includ-
ing SVM, DT, BN, k-means, RF, etc. To assess the accuracy
and precision of every group of extracted features, such as the
rate at which estimates are correct or incorrect, the machine
learning model’s training procedure must be repeated many
times.

When using the wrapper technique, all possible combi-
nations of features are tested to determine which set has
the best accuracy and error rates. Over-fitting might slow
down and complicate the wrapping process. In addition, the
wrapper technique is less transitive because of the changes
in ML concepts [16]. To ensure that the chosen features are
compatible with the newly learned learning algorithm, it should
be done again if the ML algorithm is modified after the
learning process has concluded.

There are three major techniques in the wrapper feature
selection method: forward feature selection, backward feature
elimination, and Bi-directional elimination. Forward feature
selection initiates selecting process when there is no feature
in the feature subset, and a new feature that could best
improve the prediction results of the machine learning model
is added into the feature subset in each selecting iteration
until the result cannot be improved anymore [17]. The fea-
tures selected by this method represent the best subset of
features that could achieve the highest accuracy rate during
the classification. Backward feature selection is completely
opposite to the forward selection, which starts the selecting
process with all of the features in the dataset and removes
one feature in every iteration that makes the largest decrease
in the model’s accuracy. The reducing process would repeat
until the accuracy could not be further improved or all of the
features have been exhausted [18]. Bi-directional elimination
can be seemed as combining the forward selection with the
backward elimination. This method first sets thresholds of
significance level for the forward selection as well as the
backward elimination. Then the forward selection is applied
by adding one feature and examining the significance level of
the feature in each selection round. After the forward selection
has been finished, the backward elimination will be performed
by removing the feature with a higher significance level than
the elimination threshold in each reducing round. These two
methods will be repeated until the optimal feature subset is
found [19].

The Embedded Method of attribute Preference overcomes
the disadvantages of filter and wrapper methods [20]. Because
it is integrated into the learning process rather than being sepa-
rate, the embedded approach makes it possible to pick features
during the training process of ML algorithms and decreases
data volumes internally. On the other hand, the embedded
method is less likely to require many computing resources. The
embedded technique has a better overall detection rate than the
filter method because it interacts with the machine learning
algorithms instead of relying purely on the rank of features.
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For example, LASSO is a regression technique, while Decision
Tree(DT) and Random Forest (RF) are examples of tree-based
algorithms [21]. The embedded method optimizes the objective
functions with the regularization penalty terms and measures
the feature importance [22]. L1 regularization used by LASSO
regression penalizes the weight of less important features
to zero. The features that have the least coefficient will be
eliminated automatically for achieving better detection results.
The tree-based algorithms examine the feature importance. The
features are permuted based on the importance score, and the
most important feature will keep close to the tree’s root.

Dataset is a key component of machine learning and is used
to train the machine learning algorithms. The dataset contains
all the information that machine learning may use to recognize
and classify the patterns of the objective, for example, the
network activities for intrusion detection. Dataset is composed
of various features, and each represents a piece of data that
indicates some information about the objective. Some of these
features are directly extracted from the raw data, called basic
features; for example, the IPs, port numbers and TCP flags are
originally contained in the network packet. There are also a
lot of features in the dataset that are the statistical information
created by analyzing the raw data [23]. This kind of feature
is called the derived feature. The researchers manually create
these statistical features to describe the objective’s characteris-
tics better. Onut and Ghorbani divided the derived features into
two major groups: single connection dependent and multiple
connection dependent [24].

The single connection dependent derived features are cre-
ated using the flow information from a single connection.
The functionality of the single connection dependent features
is to verify whether the current connection has malicious
intent or not. The single connection dependent derived features
could be used to detect the bursty and stealthy attacks based
on the packet data within a certain time interval and the
whole lifetime of a single connection. The examples of the
single connection dependent derived feature include number of
packets, packet length, number of TCP flags per packet, etc.
The multiple connection dependent derived features are used
to represent the relationships between multiple connections.
These features are mostly used to detect any kind of network
attack launched through multiple network connections, such as
worm attacks, DDoS attacks, etc. In machine learning research
in intrusion detection, some derived features are created to
detect various network attacks better.

Najafabadi et al. introduced three derived features that
present the packet information extracted from the network flow
following the IPFIX standard to provide better detection of the
brute-force attacks: the number of packets, packet size, initial
flags, and session flags [25].

• The number of packets describes how many packets
are captured in the flow. Since the attackers need to
frequently guess the password of the users’ accounts
until they obtain the correct one, the packet number
of brute force attacks would be much larger than that
of normal login activities.

• Packet size describes the total size of the packets in
the flow. On the reasoning of the small size of network

flow for the failed logins, the normal login activities
would have apparently larger byte size.

• Flow flags describe the flags of all packets seen in
the flow. This feature can recognize the attack traffic
containing the complete set of TCP flags, including
FIN, SYN, PSH, and ACK flags, which is not normal
for the common TCP connections with only SYN and
ACK flags.

Constructed features mentioned above were applied in 5-
Nearest Neighbor, C4.5 Decision Trees, and Naı̈ve Bayes
algorithms to predict SSH brute force attacks by Najafabadi et
al. The results showed that the constructed feature significantly
improved the performance of weak algorithms like Naı̈ve
Bayes and achieved 99% accuracy using 5-Nearest Neighbor
and C4.5 Decision Trees.

The botnet attack can be detected using the derived features
extracted from the network traffic mentioned in the last section.
Since the bots need to contact the command and control
server to obtain instructions for further malicious activities,
TCP connections are required between bots and the command
and control server. And this kind of TCP connection shows a
periodic pattern according to the observations by Wang et al.
[26]. Under this situation, the interval time between request
and response flow could be an important feature. On the other
hand, Wang et al. found that the TCP connections between
bots and C&C server usually follow the periodical DNS query
from bots to C&C server. Therefore, the information extracted
from the DNS query can be used as an effective feature to
detect botnet attacks. Three derived features based on the DNS
query were introduced: interval time of DNS queries, the total
number of DNS responses and the failed DNS responses [26].
As mentioned above, Jin et al. constructed similar features
to predict the botnet attack using Adaboost, C4.5 Decision
Trees, and Naı̈ve Bayes algorithms. The result showed that
using contracted features, Adaboost and C4.5 Decision Trees
classifiers achieved over 90% for precision, recall, f1, and ROC
area, and Naı̈ve Bayes reached over 70% for all scores as well
[27], which proved that the constructed features were critical
for detecting botnet attack.

In order to pick up the web attacks more efficiently, eight
derived features were introduced by Qin et al. using the
information extracted from the webserver logs: diffReqPercent,
stutas200Percent, avgBytePerRequest, urlLevelRate, maxFre-
quency, FrequencyTimes, requestTimeDistrubution, and avgIn-
terval [28]. Each of these features can be computed using the
statistical information based on the webserver records [29],
including the total number of requests, different requests, and
successful requests, and the total length of requests from the
same user within a certain time interval. After applying the
constructed features in Naı̈ve Bayes, Radial Basis Function
Network and C4.5 decision tree, Qin et al. achieved accuracy
and detection rate for more than 98% and false positive rate
for lower than 2%.

The port scanning attacks take advantage of the TCP, UDP,
and ICMP responses to detect the accessible open ports of
any hosts existing in the network. These scanning attacks
usually get involved in the flows either to various ports in the
single host or the same port in the multiple hosts. However,
the network event associated with these protocols can also
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be used to identify the port scanning attacks. Ring et al.
created two derived features that target different kinds of
port scanning attacks: ICMP-Error count and RST count [30].
Decision trees and Support Sector Machine were used to test
the performance of constructed features. The results indicated
that both classifiers reached 100% detection rate and 10% false
alarm using the constructed features.

III. METHODOLOGY

Hypotheses for this study were as follows:

• H0: The proposed feature selection approach of com-
bining feature selection algorithms and attack char-
acteristic features does not improve the detection per-
formance when compared with the detection approach
using all features in the given dataset.

• Hα: The proposed feature selection approach of com-
bining feature selection algorithms and attack charac-
teristic features improves the detection performance
when compared with the detection approach using all
features in the given dataset.

This study focused on Feature formation and feature se-
lection in machine learning (ML) for identifying network
threats. The study required a grasp of the ML process and
development approach and mainly focused on investigating the
suggested solution’s effectiveness. The following is a step-by-
step breakdown of the research process.

1) Understand the functionality and process of machine
learning.

2) Study and analyze the current feature selection ap-
proaches for network intrusion detection.

3) Set up machine learning model.
4) Design a new feature selection approach and apply

the proposed approach to obtain optimal feature sub-
set.

5) Generate findings of the tests, analyze and document
the performance of the proposed solution.

The machine learning model contained three major stages:
preprocessing data, training model, and classifying target data.
The detailed activities in each stage are depicted in Fig. 1.

1) Preprocessing data aimed to organize the raw training
data in an acceptable data structure and convert the
dataset into the proper format permitted by the ma-
chine learning models. Data preprocessing involves
handling null values, categorical variables, standard-
ization, one-hot encoding, and multicollinearity [31].

2) Training machine learning model allowed it to fit with
the training data and tune model parameters for clas-
sification needs. This stage repeatedly adjusted the
hyperparameters of the machine learning algorithm
to find the function that best described the data.

3) Classifying target data was to apply the trained ma-
chine learning model to perform detection function-
ality on the test data that had never been fed into the
model before.

The proposed approach of feature selection was divided
into six steps shown in Fig. 2. Firstly, the CSE-CIC-IDS2018

Fig. 1. Machine Learning Workflow

dataset with raw features as input. Secondly, attack character-
istic features that might indicate the attack patterns were added
into the dataset. Thirdly, all data was preprocessed to make
sure all features were processible by the machine learning
model. Fourthly, all features were scaled to make the data
normalized in magnitude. Fifthly, all features were calculated
through multiple feature selection algorithms for filtering out
the majority of irrelevant features. The final step was to output
the attribute set to train the ML model and produce prediction
results.

Fig. 2. Proposed Solution Process

The CSE-CIC-IDS2018 dataset contained benign back-
ground traffic and malicious traffic based on seven kinds
of network attacks, including brute-force attack, Heartbleed
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TABLE I. CONFUSION MATRIX

Positive Prediction Negative Prediction
Positive Condition True Positive (TP) False Negative (FN)
Negative Condition False Positive (FP) True Negative (TN)

attack, botnet attack, DoS attack, DDoS attack, web attacks,
and infiltration attack. The attacks studied in this work were
brute-force, botnet, web, and infiltration attacks. The dataset
included seven features extracted from the raw data flow, for
example, protocol, timestamp, IP address, etc.

This work evaluated the prediction results of different
experiments using the test scores produced from the confusion
matrix. The confusion matrix is a two-dimensional matrix that
represents the correlation of true conditions and predictive
results shown in Table I.

TP describes the number of abnormal samples being ac-
curately classified. TN defines the number of normal samples
being accurately classified. FP specifies the number of normal
samples being falsely classified as abnormal samples. FN spec-
ifies the number of abnormal samples being falsely classified
as normal samples. Various test scores were calculated using
the confusion matrix in this work: Accuracy, Precision, Recall,
and F1 Score.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1Score =
2 ∗Recall ∗ Precision

Recall + Precision
(4)

IV. EXPERIMENTS

The experimental environment was implemented on
JupyterLab hosting on a Jupyter Docker container that con-
tained various Jupyter applications and interactive computing
tools. All experiments were conducted on the server having
2.93 GHz 6 cores Intel Xeon X5670 CPU with 96 GB RAM
for the physical device.

In this work, the selected machine learning classifier was
a decision tree that continuously splits the data according to
the defined parameters. The decision tree contains three major
components: Nodes, Branch, and Leaves. The node represents
a test for the data of a certain feature. The branch contains
the result of a node and connects to the next node or leaf.
The leaf is the final node of a tree that provides the prediction
corresponding to the label of the sample data. The decision
tree algorithm was specified with some parameters that helped
to optimize the performance.

The decision tree employed the Gini impurity to evaluate
the quality of data splitting. Gini impurity calculated the prob-
ability of a sample being randomly misclassified regarding the
distribution of different labels. The algorithm also controlled
the data selection to use different random values for each run of
the classification by setting random state to none. The decision
tree classifier was set to use the best splitter that split the data

on the most relevant feature instead of randomly shuffling the
feature. Other hyperparameters of the selected architecture are
shown in Table II.

TABLE II. SAMPLE HYPERPARAMETERS OF DECISION TREE ALGORITHM

Hyperparameter Value
Criterion gini
Random state None
Splitter Best
Class weight None
Max depth None
Max feature None
Max leaf nodes None
Min impurity decrease 0.0
Min impurity split None
Min samples leaf 1
Min samples split 2
Min weight fraction leaf 0.0
Presort False

The work involved three major stages: Preprocessing data,
Training model, and Classifying target data. However, in order
to present the technical details of model construction, when
writing the code using Python programming language, the
model was expended into six phases: Data Loading & Presen-
tation, Data preprocessing, Feature Scaling, Feature Selection,
Building the model, and Prediction & Evaluation. Table III
summarizes the functions of all stages.

TABLE III. MODELLING STAGES AND DESCRIPTIONS

Stage Description

Data Loading & Presentation
This stage was to import the CSE-CIC-IDS2018
dataset and provide the sample view and statistical
summary of the dataset.

Data Preprocessing This stage was to laundry the CSE-CIC-IDS2018
dataset.

Feature Scaling
This stage was to split train & test set and
normalize the data of the CSE-CIC-IDS2018
dataset.

Feature Selection This stage was to use the feature selection
algorithms to produce a subset of features.

Building the model This stage was to build the decision tree classifier.

Prediction & Evaluation This stage was to predict the network attacks and
evaluate the results of experiments.

A. Data Loading

The Data Loading & Presentation stage was to import the
proper Python libraries and the CSE-CIC-IDS2018 dataset and
provide the dataset’s sample view and statistical summary. The
CSE-CIC-IDS2018 intrusion detection dataset was released
by the Communications Security Establishment (CSE). The
updated version is structurally similar to CICIDS2017 and has
a class imbalance as well. As a result, the dataset for CSE-CIC-
IDS2018 contains 16,233,002 instances drawn from 10 days’
worth of network traffic, as opposed to the smaller network
used for CSE-CIC-IDS2018. Attack traffic accounts for about
17% of all occurrences. CSE-CIC-IDS2018 represents seven
different types of network traffic. Ten CSV files containing
the data are available for download from the cloud. There
are 79 independent features in nine files and 83 independent
features in the remaining nine files. Due to the scope of the
project, network attacks related to Dos and DDOS weren’t
considered and used in the project. Therefore, the first step
of Data Loading & Presentation stage was to remove the .csv
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files containing data of Dos and DDOS attack from the dataset.
All other csv files were required to import as a data-frame, a
two-dimensional data structure containing labeled axes. Data-
frame of the dataset was essential in order to convert the .csv
file into Numpy array format containing all numerical values
of dataset for further training the machine learning model.

B. Data Preprocessing

Laundering the CSE-CIC-2018 dataset and creating train
and test sets were the objectives of this step. It was necessary
to pre-process the dataset before feeding it to the machine
learning model so that all values fit into the proper data
type and were readable. The CSE-CIC-IDS2018 Dataset was
cleaned using the following steps:

• Remove insignificant features.

• Create a standard data type for the data.

• Remove rows containing “Infinity” and “NaN” value.

• Reduce the long decimal digits of the float numbers.

• Rename attack labels.

C. Feature Scaling

The CSE-CIC-IDS2018 dataset was normalized and split
into a train set and a test set at this stage. In order to create a
train and test set for the CSE-CIC-IDS2018 dataset, a random
percentage of the dataset had to be divided into two sets.
The test set was a set of data that was never used in the
train set and was employed to produce the prediction and
evaluate the final machine learning model. In the project,
the train and test sets were 80% and 20% of the processed
CSE-CIC-IDS2018 datasets. Since some float numbers had
extremely long digits after decimal, in order to avoid the
memory issue with these long digits during the computing
process, the number of digits after decimal was reduced to
1 for all float numbers. Label column contained label values
for all instances. Labels were divided into eight categories:
seven attack labels, mentioned in Data Loading section, and a
benign label. However, string value couldn’t be processed by
machine learning model. Under this situation, all seven label
values were renamed with numeric values from 0 to 7. Label
column was taken up from the data-frame and replaced the
label values with numbers respectively using labeldf.replace()
function, then new Label column was put back to the data-
frame.

This stage was to split the train set & test set and normalize
the data of the CSE-CIC-IDS2018 dataset. After finishing the
data laundry for the CSE-CIC-IDS2018 dataset, the next step
was to randomly create a train set and test set by separating the
dataset with a certain percentage. The train set was used to help
the machine learning algorithms fit the parameters that best
described the sample data. The test set was a set of data that
was never used in the train set and was employed to produce
the prediction and evaluate the final machine learning model.
In the project, the train set and test sets were 80% and 20%
of the processed CSE-CIC-IDS2018 dataset, respectively. The
data frame was separated into x and y. x was assigned as a
data frame of all features, and y was a series of labels in the
original data frame. Then x and y were split into train set

and test set respectively using train test split() function. The
parameter test size defined the proportion of the data-frame
and series assigned to the test set, and the rest of the data-
frame and series became the train set. Since the train & test
set for x data frame were still containing Label column that
was duplicated in the y series, the Label column was dropped
from the train & test set for x data-frame using commands
xTrain[:,:-1] and xTest[:,:-1]. The CSE-CIC-IDS2018 dataset
contained features that highly vary in magnitudes, units, and
range; for example, some features counted the number of
data packets, some counted the seconds of data flow, some
had huge numbers, some had negative numbers. However,
some machine learning models were highly sensitive to feature
scaling due to the optimization techniques and calculating
mechanisms. Therefore, the feature scaling played a significant
role to keep the machine learning model training properly.
MinMaxScaler was used to normalize the train & test set in the
project. The preprocessing module provided standardization,
normalization, transformation functions that converted datasets
into suitable representations for machine learning models. Pre-
processing.MinMaxScaler(), one of the data scalers provided
by the preprocessing module, translated values of each feature
of the train set and test set into the range between 0 and 1.

D. Feature Selection

The feature selection techniques extracted highly relevant
features. The project applied two feature selection techniques,
ANOVA F-test & RFE. ANOVA F-test & RFE have been
imported with f classif and RFE functions from sklearn li-
brary. A floating-point error was handled by ignoring zero and
invalid floating-point operation division. SelectPercentile func-
tion, called selector, passed the f classif function and defined
the highest scoring percentage of features to 10%. The returned
values of a selector, x f train, were the numbers of selected
instances and features from the train set. Since RFE required a
machine learning classifier to evaluate the feature importance,
the decision tree classifier was created first and named with
clf. n features to select parameter, the number of features
selected from the train set, was set to 5, corresponding to the
number of features that could reach the best accuracy based on
feature ranking from the RFECV function. x rfe train variable
was the returned values of selected instances and features.

E. Building the Model

This stage was to build the decision tree classifier. Machine
learning model was the key component of the project. Thanks
to sklearn library, the decision tree classifier was directly called
from the sklearn.tree module without complex and tedious
coding process. The function calling decision tree classifier
was DecisionTreeClassifier() and named clf all. Fit() function
fed the train set and corresponding labels into the machine
learning model for training.

F. Prediction and Evaluation

This stage was to predict the network attacks using test
data and evaluate the machine learning model along with
the proposed feature selection method. The machine learning
model was built and trained using train set, the model was
ready to produce the final prediction based on the test set.
predict() function provided by sklearn library was passed to
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trained machine learning model, clf all, and predicted the label
value for all samples in the test set, xTest. The predicted
output returned by predict() function was stored into the new
variable called Y all pred. Various test scores were calcu-
lated with cross validation strategy. make scorer module made
scorers based on the performance metric. Multiple scoring
functions, including accuracy, precision score, recall score,
and f1 score, were imported to compute corresponding scores.
Cross validation was employed to avoid the potential impact of
small samples for some targets, for example, there were only
8 instances of SQL Injection in the test set. cross validate
function split the dataset into four smaller sets with same
label distribution. Among four equal-sized sets, three sets
were used to train the model and the remaining one was
used to calculate the performance metrics. A customized func-
tion, average score on cross val classification, was defined
to evaluate the machine learning model using cross validate
function and return the absolute mean value for all four scores.

V. RESULTS AND DISCUSSION

This section introduces the results of the study. Dataset
presentation section was provided to describe the dimension of
the CSE-CIC-IDS2018 dataset and sample view of the dataset.
Feature construction section introduced the features that were
constructed using the data provided in the original dataset.
Feature selection section described the feature selection meth-
ods used in the project and listed the selected features. Model
evaluation explained the performance metrics based on the
different feature selection methods.

A. Feature Construction

Feature construction was completed by using CICFlowMe-
ter, a feature extractor that extracted information from the
bidirectional flows. CICFlowMeter provided functions to cre-
ate time-related features from Pcap files of both forward and
backward flows. In the original Pcap files, seven raw features
presented the sequence of the data flows and all sorts of packet
information. Seven raw features included FlowID, Timestamp,
SourceIP, DestinationIP, SourcePort, DestinationPort, and Pro-
tocol. However, SourceIP and DestinationIP were removed due
to the possibility of data leaks during the model training and
the difficulty of feature encoding. Using the feature construc-
tion of CICFlowMeter extra 76 features were identified for
various network threats like traffic rate, message size, duration
among messages, TCP flags, header size and fragment length,
preliminary window, active time and waiting time in forward
and reversed streams, respectively. Some samples of derived
features and descriptions were shown in Table IV.

B. Dataset Presentation

After loading the CSE-CIC-IDS2018 dataset, Executing
df.shape function presented the dimension of the imported
dataset. The output showed that the created data frame con-
tained 5138535 instances and 80 columns, which included 79
features and one label column. The statistical summary of
the CSE-CIC-IDS2018 dataset included the count of values,
unique values, top values, and frequency of occurrence in each
column, as shown in Fig. 3.

TABLE IV. SAMPLES OF DERIVED FEATURES

Feature Name Description
Flow Byte/s Flow rate in bytes per second (bps)
Flow Pkts/s Flow rate in packets per second
Flow IT Mean Inter-packet interval mean time
Flow IT Max The flow’s longest possible interval between packets
Flow IT Min The shortest possible interval between two packets in a flow
Fwd IT Min The min amount of time between forward flow packets.
Fwd IT Max The max amount of time between forward flow packets.
Fwd IT Mean Packet forwarding averaging time
Fwd IT Total Between-packet time in the forward flow
Bwd IT Min Between-packet intervals in the reversed flow
Bwd IT Max Between-packet intervals in a reversal flow
Bwd IT Mean reverse flow packet-to-packet delay
Bwd IT Total In reversed flow, the total amount of time between each packet.
FIN Pkts The number of FIN packets in the stream
SYN Pkts A flow’s number of SYN packets
RST Pkts There are a certain number of RST packets in the flow.
PSH Pkts A flow’s number of PSH packets
ACK Pkts The flow’s ACK packet count
URG Pkts Quantity inflow of URG packets
CWR Pkts How many packets of CWR are in the stream
ECE Pkts Data packets per second (DPP)
Fwd Sgmt Size Avg Dimensions of a typical forward flow PDU segment
Bwd Sgmt Size Avg Dimensions of the PDU segments in the reversed flow
Fwd Byte Bk Avg The forward flow of bytes has an average bulk.
Fwd Pkt Bk Avg In the forward flow, the average number of packets.
Bwd Byte Bk Avg In a reversed flow, the bulk of the average bytes
Bwd Pkt Bk Avg In the reversed flow, the average number of packets per second.

Benign Botnet
FTP-

BrutForce
SSH-

BruteForce Infiltration
BruteForce

-Web
BruteForce

-XSS
SQL

Injection

Train set 685105 228960 154306 150256 128361 485 181 79

Test set 171193 57231 39048 37330 32278 126 49 8
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Fig. 3. Label Distributionn of Train Set and Test Set

In the data preprocessing and scaling process, timestamp
information was removed from the dataset due to the insignif-
icance for model training; all remaining data was converted to
float datatype; all instances that contained Infinity and NaN
values were dropped from the dataset; long decimal digits
were reduced to one decimal digit for saving training time
and memory; the attack labels were renamed with numbers as
shown in Table V.

TABLE V. LABEL NAMES AND CORRESPONDING NUMBERS

Label Number
Benign 0
Bot 1
FTP-BruteForce 2
SSH-Bruteforce 3
Infiltration 4
Brute Force -Web 5
Brute Force -XSS 6
SQL Injection 7

Then training and testing were created using the dataset.
The training set has been created with 1,347,733 instances
and 78 features, and the test set had 337,263 instances with
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78 features. The train and test sets’ label distribution shows
a huge amount of benign traffic in the CSE-CIC- IDS2018
dataset. Compared with benign traffic, the number of attack
traffic was relatively small. Lack of balance between different
kinds of network attacks and benign traffic became the biggest
weakness of the CSE-CIC-IDS2018 dataset.

C. Feature Selection

ANOVA F-test and Recursive attribute removal were used
to choose features for this study. Using only the test results, the
ANOVA F-test was used to determine whether each attribute
connected to the label. An ML technique, such as a decision
tree classifier in this instance, was employed as a wrapper se-
lection approach to exclude features based on the significance
of each feature to prediction results.

ANOVA F-test feature selection tested if each feature had
any impact on classifying the attack categories. With one-way
ANOVA, the p-value was computed to verify the likelihood
that an attacker group could be accurately labelled based
solely on the results of every feature. P-values larger than
0.05 indicated a stronger relationship with a specific attack
category. All features were ranked in descending order based
on the p-values. As this work decided to select the top 10%
of the ranked features, the first eight features were selected
as the feature subset. Table VI showed eight features selected
by ANOVA F-test. The eight chosen features by ANOVA F-
test were all constructed features, proving that the constructed
features had a better statistical relationship with the attack
categories than raw features.

TABLE VI. SELECTED FEATURES BY ANOV F-TEST

Label Index Feature Name
16 Flow Pkts/s
37 Fwd Pkts/s
38 Bwd Pkts/s
46 RST Pkts
49 URG Pkts
51 ECE Pkts
66 Init Fwd Win Byts
69 Fwd Sgmt Size Min

Recursive Feature Elimination created the feature subset by
evaluating the feature importance through the machine learning
estimator. Training the decision tree predictor with the most
attributes was necessary to determine each feature’s impor-
tance. Due to the sample splitting mechanism, the decision
tree algorithm introduced a built-in function, such as Gini
Impurity, for calculating the feature importance in terms of the
misclassification rate. The feature with lower Gini Impurity
was preferred and significant because the misclassification
rate of this feature was lower. Once this was done, the most
insignificant feature was eliminated from the present extracted
features. Five features were needed to complete the iterative
training process and remove candidates. Table VII lists the
top five features that were eliminated using Recursive Feature
Elimination (RFE). The five features selected by Recursive
Feature Elimination showed the low misclassification rate
during the training process of the decision tree model.

D. Model Evaluation

This work calculated the confusion matrix’s test scores with
various experiments’ cross-verification procedure. The ML

TABLE VII. SELECTED FEATURES BY RECURSIVE FEATURE
ELIMINATION

Label Index Feature Name
0 Dst Port
26 Bwd IT Tot
28 Bwd IT Std
38 Bwd Pkts/s
69 Fwd Sgmt Size Min

model’s positive sample classification accuracy was evaluated
using the precision score. The capacity to correctly identify all
positive samples was referred to as a recall. In order to
calculate the F1 score, the weighted average of the precision
and recall scores was taken into account.

This section discusses the classification report of the ma-
chine learning model in four comparison experiments. The
classification report presented the precision, recall, and f1 score
for each kind of network attack and benign traffic individually
on the top: the macro average and weight average of test scores
and overall accuracy on the bottom. There were 8 numbers
from 0 to 7 on the top left of the report. Number 0 was the
benign traffic, and numbers 1 to 7 represented seven network
attacks, respectively.

Fig. 4 showed the performance metrics of the decision tree
model that used 7 raw features to classify each kind of network
attack and benign traffic with a cross-validation strategy.

 
 
 

 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Classification Report using 7 Raw Features

Fig. 5 showed the performance metrics of the decision tree
model that used all raw features and constructed features to
classify each kind of network attack and benign traffic with a
cross-validation strategy.
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5. The Classification Report using All Raw and Constructed Features

Fig. 6 showed the performance metrics of the decision tree
model that used the ANOVA F-test to obtain the feature subset
from all raw and constructed features and classified each kind
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of network attack and benign traffic with a cross-validation
strategy.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. The Classification Report using ANOVA F-Test

Fig. 7 showed the performance metrics of the decision
tree model that used Recursive Feature Elimination to obtain
the feature subset from all raw and constructed features and
classified each kind of network attack and benign traffic with
cross-validation strategy.

 
 
 
 
 
 
 
 
 

 
 

Fig. 7. The Classification Report using RFE

In Fig. 8, the overall test scores of the decision tree model
using constructed features and feature selection techniques
were much better than using raw features. Especially combing
feature selection and constructed features reached more than
95% on all test scores. But using raw features only got lower
than 80% for all test scores.
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Fig. 8. Weighted Average of Accuracy, Precision, Recall, and F1 Score for
Four Experiments

This part provided a comparison of the precision, recall,
and f1 scores for predicting different kinds of network attacks
in four experiments. By looking at Fig. 9, Fig. 10, and Fig. 11,
the decision tree model that used ANOVA F-test and Recursive
Feature Elimination to obtain the feature subset presented good
performance in detecting botnet attack, FTP-BruteFrce, and
SSH-BruteForce attack. The precision, recall, and f1 score
of detecting botnet attack, FTP-BruteFrce attack, and SSH-
BruteForce attack when using feature selection techniques and
constructed features reached more than 97%, which were way
better than the test scores using raw features.
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Fig. 9. Test Scores of Four Experiments on Botnet Attack
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Fig. 10. Test Scores of Four Experiments on FTP-BruteForce
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Fig. 11. Test Scores of Four Experiments on SSH-BruteForce

However, when detecting infiltration attack, web attack,
and SQL injection, the precision, recall, and f1 score did not
increase dramatically with feature selection and constructed
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features shown in Fig. 12, Fig. 13, and Fig. 14. But still,
the test scores using feature selection and constructed features
were slightly better than using raw features.
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Fig. 12. Test Scores of Four Experiments on Infiltration Attack
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Fig. 13. Test Scores of Four Experiments on Web Attack
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Fig. 14. Test Scores of Four Experiments on SQL Injection
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Fig. 15. Training Time of Four Experiments

In Fig. 15, adding constructed features to raw features
dramatically increased the training time and took over 327
seconds to train the decision tree model. More data was added
to the dataset, requiring the decision tree model to spend more
time processing them.
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Fig. 16. Testing Time of Four Experiments

However, after using ANOVA F-test and Recursive Feature
Elimination, the training time was reduced to around 29
seconds, even lower than the time used for training with
raw features. In Fig. 16, the testing time presented a similar
situation as the training time shown in Fig. 15. The com-
bination of constructed features and raw features made the
decision tree model spend much more time to produce the
prediction result than only using raw features or employing
two feature selection techniques. However, the testing time
of using feature selection techniques was slightly longer than
using raw features.

VI. CONCLUSION

Feature selection and derived features were combined in
this work to improve ML model performance in NIDS. A char-
acteristic attack feature was constructed using CICFlowMeter,
and a feature subset was created using ANOVA F-test and
Recursive Feature Elimination to achieve the goal. Using the
CSE-CIC-IDS2018 dataset from the Canadian Institute for
Cybersecurity and Communications Security Establishment,
the project used a decision tree machine learning model to
detect network threats. Python was used on Jupyter Notebook
to create the machine learning model and the testing envi-
ronment. Evidence suggests that the combination of feature
selection techniques and derived features can improve pre-
diction precision accuracy recall F1 score and the decision
tree model’s prediction accuracy and precision. The CSE-
CIC-IDS2018 dataset used in the project was the most recent
benchmark intrusion detection dataset. The dataset provided a
large number of samples for various kinds of popular network
attacks in the Internet, including Brute Force, Web attack, Infil-
tration, and Botnet attack. However, the only weakness of the
CSE-CIC-IDS2018 dataset was that the sample distribution of
network attacks was not quite balanced, which may influence
the machine learning model’s performance to some degree. In
order to reduce the impact of imbalanced samples, the project
employed the cross-validation technique to split the dataset into
multiple folds that contained the same distribution of samples
from different classes.
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More samples for different kinds of network attacks will be
collected to enrich and balance the current CSE-CIC-IDS2018
dataset in future work. Since this work only tested ANOVA
F-test and RFE, in the future additional feature selection
techniques will be used to investigate new combinations for
better network intrusion detection predictions.
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Abstract—This article proposes a path planning strategy for
mobile robots based on image processing, the visibility graphs
technique, and genetic algorithms as searching/optimization tool.
This proposal pretends to improve the overall execution time of
the path planning strategy against other ones that use visibility
graphs with other searching algorithms. The global algorithm
starts from a binary image of the robot environment, where the
obstacles are represented in white over a black background. After
that four keypoints are calculated for each obstacle by applying
some image processing algorithms and geometric measurements.
Based on the obtained keypoints, a visibility graph is generated,
connecting all of these along with the starting point and the
ending point, as well as avoiding collisions with the obstacles
taking into account a safety distance calculated by means of
using an image dilation operation. Finally, a genetic algorithm is
used to optimize a valid path from the start to the end passing
through the navigation network created by the visibility graph.
This implementation was developed using Python programming
language and some modules for working with image processing
ang genetic algorithms. After several tests, the proposed strategy
shows execution times similar to other tested algorithms, which
validates its use on applications with a limited number of ob-
stacles presented in the environment and low-medium resolution
images.

Keywords—Optimization; path planning; genetic algorithms;
visibility graphs

I. INTRODUCTION

Today more than ever, robotics is part of the daily life
in most of the world specially in big cities where the au-
tomation and smart stuff is everywhere. Mobile robots area
has been widely researched not only in its mechanical design
and locomotion type but in its motion planning [1], [2] in
applications such as movement in indoor environments [3],
obstacle avoidance [4], navigation in complex mazes [5],
path planning [6], [7], and some times using open source
robotics software [8]. Researching areas like UAVs (Unmanned
Aerial Vehicles) and self-driving or autonomous vehicles have
maintained the interest on one of the most important issues for
mobile robots, the path planning. In this area, one of the most
used algorithm has been the visibility graphs [9] supported
by image processing algorithms [10]. These visibility graphs
generates a high dense network of possible paths through
the some navigation keypoints obtained from the obstacles
image that is related with the navigation scene to solve by
the mobile robot. This path network includes also both the
starting point and the ending point, then a valid and short
path has to be found from the start to the end passing through
some segments of the connection network, for that reason it

is necessary to apply a decision or optimization algorithm
[11] to choose the best path inside on that network. A lot
of different optimization algorithms has been used for the
path planning issue such as ant colony optimization [12], [13],
particle swarm for mobile robots [14], [15], [16], [17], chaotic
particle swarm [18] particle swarm for manipulators [19], brain
storm optimization [20], Fuzzy-Wind Driven algorithm [21],
rapidly-exploring trees [22], gray wolf algorithm [23] among
others.

The Genetic Algorithms GAs are searching and optimiza-
tion methods based on the natural selection process and the
genetic operations involved in it, these ones have been used
for solving problems in a lot of different engineering areas
including robotics and of course path planning [24], [25], [26]
and other variations such as the Taxi carpooling algorithm [27].

Therefore, this research aims to propose a path planning
strategy combining both the visibility graphs method using im-
age processing algorithms and genetic algorithms to optimize
and obtain the best path, improving the overall execution time
respect other related works. All of this strategy is proposed to
be solved by means of using free software in this case all of
the algorithms will be implemented on Python language using
modules such as: scikit-image and geneticalgorithm2.

The paper is organized as follows: Section 2 presents
the methodology proposed to find the optimal path for mo-
bile robots using Genetic Algorithms (GAs), describing all
processes to identify the obstacles image by capturing the
image of navigating environment; going through the keypoints
obtaining, then generating visibility graph, and subsequently
selecting path optimization using GAs. Section 3 presents the
results of implementing the path planning strategy in Python
3 language and testing in different navigation environments
to evaluate overall execution time. Finally, Section 4 presents
the conclusions about this research’s main ideas, including
possible future jobs.

II. METHODOLOGY

The path planning strategy for mobile robots proposed in
this article is based on image capture of the navigating envi-
ronment in which the robot is involved [28], [29], where the
obstacles are perfectly differentiated from the void room. First
step is the calculation of some keypoints for each obstacle in
the scene in order to reduce the amount of information to work
with by the planning algorithm. After that, all the possible
paths from the start to the end are calculated, all of them
passing through the previously detected keypoints, producing a
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Fig. 1. General Algorithm Pipeline.

highly dense path network. Finally, the optimization algorithm
[30] is applied to the path network in order to obtain the
shortest path. The complete process can be sumarized through
the flow chart shown in Fig. 1, where it starts from a binary
image of the environment (a black background and white
obstacles), then some keypoints by each obstacle are calculated,
after that a visibility graph is generated and finally only one
path is selected. In the next sections, each step of the process
is explained in detail.

A. Obstacles Image

The proposed strategy starts with a Black & White image
of the scene with the obstacles [31], this binary image has a
black background and the obstacles are represented in white as
the example shown in Fig. 2. This image can be obtained from
a camera located at the top of the robot environment and after
turned into binary by means of applying an image threshold
operation.

Fig. 2. Starting Scene Binary Image.

B. Keypoints Obtaining

The keypoints obtaining step is supported by some digital
image algorithms, first the binary image of the obstacles is
dilated in order to expand the obstacles border, applying
the correspondent image morphology operation. After, the
main two axis and the centroid of each dilated obstacle are

calculated, this is done labeling and measuring each separated
region in the binary image (obstacles). Finally, four keypoints
per obstacle are calculated.

1) Image Dilation: In this proposal, the navigation key-
points are based on the obstacles borders, but this takes into
account a safe distance between these ones and the robot [32].
That distance is calculated from to the maximum radius of
the robot according to the eq. 1 and correspons to the dilation
radius rd.

rd = brm + ∆rc (1)

Where rm is the maximum radius of the robot and ∆r is
a radius tolerance defined at 10% in this case. Finally, rd has
to be an integer and it is represented in pixel units.

Once the dilation radius rd is obtained, the morphology
dilation operation is performed on the obstacles image by
means of applying a 2D convolution between the original
binary image and a square shape as wide as rd. The result is
shown in Fig. 3, where the obstacles are the same as the binary
image (see Fig. 2), but their area is expanded because of the
dilation operation. This operation allows assuming obstacles
with major areas to avoid future collisions due to the maximum
radius of the mobile robot.

Fig. 3. Dilated Obstacles Image.

2) Obstacle keypoints Computing: After dilating the obsta-
cles image, each obstacle is labeling and measured in order to
find its centroid and its two main axis, from this data a ∆x
and a ∆y are calculated for each axis according to eq. 2.

∀i ∈ I :

 ∆xi = cos(θ) ·
(
li
2

)
∆yi = sin(θ) ·

(
li
2

) (2)

Where li is the length of each main axis i of the obstacles
axis set I and θ the orientation of the major axis detected. Fi-
nally from these deltas, the keypoints are calculated according
to the eq. 3.

∀i ∈ I, ∀j ∈ J :

{
xij = x0 ±∆xi

yij = y0 ±∆yi
(3)
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Where j is each of the calculated points set J for each
main axis set I and (x0, y0) is the centroid of each obstacle.
The cardinality of the sets I and J is |I| = |J | = 2, so for each
obstacle two main axis are calculated, and for each of them
two points are generated, for a total of 4 generated keypoints
by obstacle, as shown in Fig. 4.

Fig. 4. Obstacle keypoints Computing.

The Fig. 4 shows schematically the dilation process. Hav-
ing an diamond-shaped obstacle (shown in gray) in the original
image, the external rounded shape (in white) represents the
same obstacle after the image dilation process. The main axis
are represented by dashed lines, (x0, y0) is the centroid and the
(xij , yij) are the obtained keypoints. The obtained keypoints
along with the original obstacles are shown in Fig. 5, where
the starting point is at the lower-left corner and the ending
point is at the right border.

Fig. 5. Navigable keypoints Image.

C. Visibility Graph Generation

After generating all of the navigating keypoints including
the starter and ending points, the visibility graph [33] is
generated (see Fig. 6) connecting all of these points (drawing
lines on the image) and after avoiding the crossing with the
obstacles as shown in Fig. 7.

The collision avoidance between these lines and the ob-
stacles is calculated by means of applying binary image

Fig. 6. Visibility Graph.

Fig. 7. Visibility Graph (Avoiding Collisions).

operations, specifically a binary XOR operation (exclusive
disjunction) between the dilated obstacles image and a copy
of the same image with the specific line drawn in black. If
there is a collision, a black segment line will appear over an
obstacle, that means that the two images will be different. Both
images have to be totally equals (pixel by pixel) for validating
the line, so each resultant pixel has to accomplish the eq. 4,

∀i ∈ I, ∀j ∈ J : Aij = Bij = False (4)

Where I and J for this equation, are the sets of all valid
indices in both dimensions of the dilated obstacles image A
and the image B which has the dilated obstacles plus the drawn
line.

D. Path Optimization-Selection

For selecting the shortest possible path in the generated
visibility graph, it is possible to use a lot of different selection
or optimization algorithms such as the A∗ algorithm [34]. In
this proposal, Genetic Algorithms (GAs) are used as optimiza-
tion tool [35] in order to find the shortest (and then the most
efficient) path in the dense navigating network generated by
the visibility graph.
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1) Target Function: Once defined the complete set of
keypoints P including the start ps and the end pe, it is
necessary to define the target function to optimize f(P ), this
depends on the cumulative distance of each segment pip(i+1)

from ps to pe, that accomplishes with the eq. 4. For the target
function definition, it is necessary to define the solution set
X as shown in eq. 5, where each x represents an index for
reading the keypoints set P , so the set X detemine the order of
a subset PX ⊆ P which is a possible solution (a short path).

X = {x0, x1, x2 . . . xn} (5)

The number of indices of the solution set X corresponds to
the number of objects in the scene, plus the inital and ending
points thus n = n-obstacles + 2. The number of elements of
the set X is less or equal of the number of elements of the
subset PX , so |PX | ≤ |X|, This occurs because a Pxi

different
from Pxn equals the ending point Pe, that is meant the path
reaches the final in less steps than the maximum allowed n, so
it is necessary to determine the real number of steps m. This
last is possible applying the eq. 6.

∀i ∈ {0, 1, 2 . . . n} : pxi = pe =⇒ m = i (6)

Once the steps m have been computed, the optimization
target function is defined from the solution set X as shown in
eq. 7.

f(X) =

m∑
i=0

|−−−−−−→pxip(xi+1)| (7)

Where |−−−−−−→pxi
p(xi+1)| is the distance of a segment between

two sequential keypoints. This target function is subject to
the first element of Pk were the starting point ps, then it is
generating the optimization restriction shown in eq. 8.

px0
= ps (8)

Additionally, as were described in the visibility graph
section, the target function also has an obstacle collision
restriction which can be implemented applying the eq. 4

2) Genetic Algorithm Implementation: The genetic algo-
rithm proposed in this article for optimizing the visibility
graph is setup as follows: there is no limit for the maximum
number of iterations, the number of iterations without any
improvement in the target function (fitness function) is set in
20, the crossover and mutation type era defined as uniform,
the selection type is roulette, a 100 individuals population is
defined, the rest of parameters are shown in Table I.

The fitness function or target function to minimize by the
genetic algorithm is implemented according to the eq. 7 and
specifying the restrictions (see eq. 4 and eq. 8), generation
a penalty when one of them is not accomplished, that is
meant f(P ) is carried to a maximum value f(P )max which
corresponds to the total perimeter of the image A, then
f(P )max = Axmax

∗ 2 +Aymax
∗ 2.

TABLE I. GENETIC ALGORITHM PARAMETERS

Parameter value
maximum iteration number None

population size 100
mutation probability 0.1

elitism ratio 0.01
crossover probability 0.5

parents portion 0.3
crossover type uniform
mutation type uniform by center
selection type roulette

max. iteration without improvement 20
dimension same number of obstacles

variable type integer
function timeout 10s

On the other hand the genome is built from the set X ,
taking into account that ∀i ∈ {0, 1, 2 . . . n} : xi ∈ E, the
genome is simply generated in order as shown in Table II,
being each gene an integer variable. No other variable different
to the xi is necessary to be appended to the genome.

TABLE II. GENOME ORDER.

gen0 gen1 gen2 gen3 . . . genn−1

x0 x1 x2 x3 . . . xn−1

III. RESULTS

All of the proposed path planning strategy was imple-
mented in Python 3 language on a simple office laptop (whose
features are described in Table III) running a GNU/Linux
distribution. In total 10 tests were done over different nav-
igation environments, all of them with the 6 obstacles as
shown in most of figures. In average only the genetic algorithm
execution time was in the interval of (65, 94)s with an average
value of 81.3s which is comparable with other previously
tested algorithms such as A∗ which showed over the same
conditions an average execution time of 83s.

TABLE III. TESTING PC FEATURES.

CPU AMD Athlon Gold 3150U @ 2.400GHz
cores 2 hardware (4 subprocess)
GPU AMD ATI 03:00.0 Picasso
RAM 12 GB

main drive SSD
OS Ubuntu 20.04.3 LTS x86 64

The genetic algorithm took in average 51.5 generations
(iterations) to reach an average f(X) = 1115, the Fig. 8 shows
a plot of one of the tests done, where the best target function in
each generation is plotted. This specific example, reaches the
convergence value in 44 generations. For the specific algorithm
setup used, never this one reaches the maximum number of
iterations (200), always this stops by reaching the maximum
number of iterations without improvement the fitness function
(20), that is meant the algorithm rapidly reaches a minimum
but this is not necesary the global (see Fig. 9).

In order to find the global minimum a new test was
done, this time with no limits of number of generations and
generations without improvement. As a result this last test gave
an execution time of 21min 33s, almost 16 times more than
the original tests, and this one reaches a f(X) = 1027.7
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Fig. 8. Target Function Minimizing with a Limit of 20 Generations without
Improvements.

Fig. 9. Obtained Final Path Example.

which represents an improvement of 7.83%, obtained after
829 generations. The minimizing plot of this second test is
shown in Fig. 10, where it is possible to graphically realize
that the target function value has practically no changes from
the generation number 110. The final path generated by this
last test is shown in Fig. 11.

On the other hand, the image processing operations in
charge of generating the collision restriction, spend around of
the 43% of the total execution time of the genetic algorithm,
mainly due to their use of pixel-to-pixel image comparisons
which have a high computational cost. This execution time,
can be exponentially increased by a linear increasing in the
image dimensions.

IV. CONCLUSION

The proposed strategy of path planning based on visibility
graphs and genetic algorithms, gave as a result execution times
similar to other previously tested algorithms, in cases of simple
environments such as the ones with a low amount of obstacles.
According to the optimization parameters and environment
images used, the genetic algorithm finds a valid solution with

Fig. 10. Target Function Minimizing without a Limit of Generations.

Fig. 11. Obtained Final Path, the Second Example.

workable execution times. If the resolution of the environment
input image or the number of obstacles increases, this proposed
strategy will reach high execution times which will make it
difficult to apply it on a real time robotics navigation task.
This last could happen also is the application needs that the
genetic algorithm finds the global minimum.

This proposal implements a safety distance between the
obstacles and the mobile robot, this distance is based on an
image dilation operation, this technique can limit the possible
paths in the visibility graph as shown in Fig. 7 where a
connection line is missing for the obstacle in the upper-
left corner, as well as obstacles with concave shape could
generate issues due to the methodology used for calculating
the keypoints.

As future work, it is proposed to generate and automatic
image resizing (without information losing) in order to reduce
its dimensions and therefore the computing time involved in
the image operations within the target function to be solved
by the genetic algorithm. Another future work proposal is to
develop a path planning strategy that uses directly the genetic
algorithm over all the navigating free space of the image, so
that the solution set will be not an index set but a set of (x, y)
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direct points on the image. This last proposal, could take better
advantage of the searching features of the genetic algorithms.
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“Intelligent bézier curve-based path planning model using chaotic
particle swarm optimization algorithm,” Cluster Computing, vol. 22,
no. 2, pp. 4745–4766, 2019.

[19] A. Machmudah, S. Parman, and M. Baharom, “Continuous path plan-
ning of kinematically redundant manipulator using particle swarm
optimization,” International Journal of Advanced Computer Science and
Applications, vol. 9, no. 3, pp. 207–217, 2018.

[20] E. Dolicanin, I. Fetahovic, E. Tuba, R. Capor-Hrosik, and M. Tuba,
“Unmanned combat aerial vehicle path planning by brain storm opti-
mization algorithm,” Studies in Informatics and Control, vol. 27, no. 1,
pp. 15–24, 2018.

[21] A. Pandey and D. R. Parhi, “Optimum path planning of mobile robot
in unknown static and dynamic environments using fuzzy-wind driven
optimization algorithm,” Defence Technology, vol. 13, no. 1, pp. 47–58,
2017.

[22] K. Qian, Y. Liu, L. Tian, and J. Bao, “Robot path planning optimization
method based on heuristic multi-directional rapidly-exploring tree,”
Computers & Electrical Engineering, vol. 85, p. 106688, 2020.

[23] M. Radmanesh, M. Kumar, and M. Sarim, “Grey wolf optimization
based sense and avoid algorithm in a bayesian framework for multiple
uav path planning in an uncertain environment,” Aerospace Science and
Technology, vol. 77, pp. 168–179, 2018.

[24] C. Lamini, S. Benhlima, and A. Elbekri, “Genetic algorithm based
approach for autonomous mobile robot path planning,” Procedia Com-
puter Science, vol. 127, pp. 180–189, 2018.

[25] R. M. C. Santiago, A. L. De Ocampo, A. T. Ubando, A. A. Bandala, and
E. P. Dadios, “Path planning for mobile robots using genetic algorithm
and probabilistic roadmap,” in 2017IEEE 9th international conference
on humanoid, nanotechnology, information technology, communication
and control, environment and management (HNICEM). IEEE, 2017,
pp. 1–5.

[26] X. Liang, P. Jiang, and H. Zhu, “Path planning for unmanned surface
vehicle with dubins curve based on ga,” in 2020 Chinese Automation
Congress (CAC). IEEE, 2020, pp. 5149–5154.

[27] C. Ma, R. He, and W. Zhang, “Path optimization of taxi carpooling,”
PLoS One, vol. 13, no. 8, p. e0203221, 2018.

[28] S. Luo, Y. Singh, H. Yang, J. H. Bae, J. E. Dietz, X. Diao, and
B.-C. Min, “Image processing and model-based spill coverage path
planning for unmanned surface vehicles,” in OCEANS 2019 MTS/IEEE
SEATTLE. IEEE, 2019, pp. 1–9.

[29] F. M. Santa, S. O. Rivera, and M. A. Saavedra, “Enfoque de navegación
global para un robot asistente,” Tecnura, vol. 21, no. 51, p. 105, 2017.

[30] J. Krejsa and S. Vechet, “Determination of optimal local path for mobile
robot,” in Mechatronics 2017, T. Březina and R. Jabłoński, Eds. Cham:
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Abstract—In this paper, we analyze the security of a fragile
watermarking scheme for tamper detection in images recently
proposed by S. Prasad et al. The chaotic functions are used in the
scheme to exploit its pseudo-random behavior and its sensibility to
initial condition and control parameter, but despite that, security
flaws have been spotted and cryptanalysis of the scheme is
conducted. Experimental results shows that the scheme could not
withstand the attack and watermarked images were manipulated
without triggering any alarm in the extraction scheme. In this
paper, two different approaches of attacks are demonstrated and
conducted to break the scheme. This work falls into the context
of improving the quality of the designed cryptographic schemes
taking into account several cryptanalysis techniques.

Keywords—Cryptanalysis; watermarking; tamper detection; at-
tack; chaotic functions; forgery localization

I. INTRODUCTION

Nowadays we are living in the era of technology, and
with a huge leap of internet technology the advancement is
going faster and faster thanks to the easy and fast exchange of
information, this makes led to the emergence of powerful soft-
ware and hardware. Powerful devices with huge computational
capacity became available at reasonable prices.

The amount of data exchanged via the internet is huge,
multimedia contents represent a big percentage of these files,
and with the presence of powerful and easy to use software
the manipulation of these files became easier. With more than
300 million images uploaded every single day, the protection
of these images became a necessity since it can be used to
spread fake news, create problems between individuals or even
nations, and now digital images could be presented as evidence
in courtrooms. for these reasons, the scientific community is
facing the challenge to present efficient solutions to control
the integrity of these images.

Digital watermarking present a solution for these problems
[1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13],
[14], [15], [16], [17], [18], [19]. Digital watermarking could be
classified into three categories: robust, fragile, and semi-fragile
watermarking schemes.

Robust watermarking schemes are typically designed for
copyright protection [20], [21], [22]. The owner should be
able to extract and verify an embedded watermark even from
a falsified image, on the other hand, Fragile and semi-fragile
watermarking schemes are designed to control the integrity of
the cover image [23], [24], [25], [26], [27], [28], [29], [30],
[31], [32], [18], [19], any unauthorized modification on the
watermarked image should affect the embedded watermark and
therefore detected by the legitimate receiver. The legitimate

receiver is typically whoever possesses the secret key(s) to
extract the watermark, and despite that the schemes are pro-
tected by secret key(s), successful attacks on these schemes
has been conducted and the watermarks has been removed
without possession of the key(s) [33], [34], [35], [36], [37].
The work presented by the cryptanalysts helped improving
the quality of the future proposed security schemes. In this
context w analyze the security of a recently proposed fragile
watermarking scheme by S. Prasad et al [1], security flaws
have been spotted in the scheme and two different types of
attacks are performed and we were able to modify the image
without being detected by the detection scheme, finally, an
improvement of the scheme is proposed to cover the security
problems.

The rest of the paper is organized as follows: In Section 2
we present a description of the scheme under study, Section 3
two types of attack are demonstrated and results are presented,
finally, the paper is concluded in Section 4.

II. THE SCHEME UNDER STUDY

The scheme in [1] proposes a fragile watermarking scheme
for tamper detection in digital images. The scheme is based
on (7,4) hamming code and logistic map: for each pixel the 4
most significant bits (MSBs) are selected and (7,4) hamming
code is used to generate 3-bits authentication code that is then
further processed using the logistic map and embedded into
the LSBs of the pixel in question. In this section we present
a brief description of the scheme under study.

A. Authentication Watermark Generation and Embedding

Given a cover image I with size (M×N) the steps leading
to the generation and the embedding of the watermark are as
follows:

Step 1: The logistic map is used to generate a pseudo-
random sequence α where α = {αi; i = 1 : (M×
N)}.
The Logistic map is defined by equation 1.The
values generated by the equations are in [0,1],
α0 represents the initial condition provided by
the user, and β is the control parameter of the
function, where β ∈ [0, 4].

αi+1 = βαi(1− αi) (1)

The initial condition α0 and the control parameter
β are considered as secret keys of scheme.

Step 2: At this point we have a pseudo-random sequence
α = αi (i = 1 : MN), with the same size of

www.ijacsa.thesai.org 663 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

the image, each value from the sequence α will be
associated to a pixel, where i represent the index
of the pixel in processing.
The pseudo-random sequence is then converted to
be in the range from 0 to 7 using the equations 2,
3 and 4.

Ai = αi × 255 (2)

Bi = round(Ai) (3)

Ki = mod(Bi, 8) (4)

Step 3: The ith pixel in the cover image I is selected,
converted to binary then its 4 MSBs are
selected to compute its hamming code
c = (c7, c6, c5, c4, c3, c2, c1).
The watermark is considered the 3 LSBs of the
calculated hamming code: W = (c3, c2, c1)

Step 4: The computed watermark is converted into an
integer to obtain T .

Step 5: Starting from the secret value Ki a list R is
created:

R = {Ki, (Ki + 1)mod 8, (Ki + 2)mod 8, ..., (Ki + 7)mod 8, }
(5)

Step 6: The value of the watermark T is Searched within
the list R and its position in R is saved as ”j”.

Step 7: Calculate z = mod (Pi, 8). Where Pi is the pixel
in processing.

Step 8: Calculate list PR, where PR = {Pi−z+ t ; t =
0, 1, 2..., 7}.

Step 9: The watermarked pixel is represented by the jth
element in the list PR.

Step 10: The rest of the cover image is processed by ap-
plying the steps 3 to 9 to obtain the watermarked
image WI .

A flowchart of the embedding schemes is shown in Fig. 1.

Fig. 1. Flowchart of the Embedding Phase [1]

B. Extraction and Tamper Detection

Given a received watermarked image WI . The steps lead-
ing to the extraction of the watermark in order to locate any
possible tampering in the image are described as follows:

Step 1: Generate the same pseudo-random sequence α
using the logistic map defined in equation 1 with
the parameters α0 and β as secret keys keys.
α = {αi ; i = 1 : (M ×N)}. where (M ×N) is
the size of the image WI .

Step 2: The pseudo-random sequence α is then converted
to be in the range from 0 to 7 using the equations
2, 3 and 4.
The list K with the same size as the image and
each element represents the secret value that will
be used to generate the list R for each pixel.

Step 3: The ith pixel PWi in the received image WI is
selected, then converted to binary then its 4 MSBs
are selected to compute its hamming code c =
(c7, c6, c5, c4, c3, c2, c1).
The 3-bits authentication code watermark is the
3 LSBs of the calculated hamming code c: W =
(c3, c2, c1)

Step 4: The list R is generated starting from the elements
of the list K: for the ith pixel the element Ki is
used to calculate the list R:

R = {Ki, (Ki + 1)mod 8, (Ki + 2)mod 8, ..., (Ki + 7)mod 8, }
(6)

Step 5: Compute z = mod (PWi, 8)+1 which represents
the index of the extracted watermark EAC in the
list R.

Step 6: The comparison between the extracted watermark
EAC and the calculated one W will reveal if the
pixel in question has been tampered with: each
pixel where EAC 6= W is considered falsified,
therefore its position in the received image is set
to zero which represent the black color.

A flowchart of the extraction and tamper detection schemes
is shown in Fig. 2.

Fig. 2. Flowchart of the Extraction Phase [1]

III. CRYPTANALYSIS OF THE SCHEME

A. Offline Attack

In general, an attacker’s goal is is either to guess or recover
the value of the secret key(s) or something equivalent to the
key(s) in order to recover the plaintext without knowledge of
the secret key and that is due to kerckhoff’s principle that states
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that everything about the cryptosystem is public knowledge
except for the keys.

In other words, the only thing secret about a cryptosystem
is the secret key(s), everything else should be known and the
job of a cryptographer is to design a cryptosystem that stands
against any type of attack taking into consideration Kerckhoff’s
law [38].

The scheme under study [1] is a fragile watermarking
system for tamper detection in digital images, after a successful
cryptanalysis we should be able to manipulate the watermarked
images without being detected by the extraction scheme. To
achieve that goal, the keys or the equivalent of the keys are
needed.

In the scheme in [1] the keys are the initial condition α0

and the control parameter β of the logistic map.

The keys (α0, beta) are used to generate a pseudo-random
sequence α with the same size of the image then the sequence
is quantified to be in the range of [0,7] to obtain the sequence
K ad each element Ki in K is assigned to the pixel i in the
image and the sequence R is constructed : R = {Ki, (Ki +
1)mod 8, (Ki + 2)mod 8, ..., (Ki + 7)mod 8}

One of the main features of the chaotic maps is the high
sensibility to initial conditions and control parameter, which
make the attempt of any prediction or guess to their values
starting from the pattern of the function nearly impossible,
beside the pattern of the function is not available, but we know
that it has been used to construct the lists K and R.

Since that the main keys are very hard to find our goal is
to reveal alternative keys which are the lists R for each pixel
we attempt to modify, and the list K if needed in any other
attack intercepted from the same source.

In this section we will demonstrate how to reveal the list
R for each pixel and as a result we will be able to construct
the list K for the image:

Given an intercepted watermarked image ”WI” with size
M ×N , the steps leading to the revelation of the lists R and
K are as follows:

Step 1: The ith pixel PWi in the intercepted watermarked
image WI is selected, then converted to binary
then its 4 MSBs are selected to compute its
hamming code c = (c7, c6, c5, c4, c3, c2, c1).
The 3-bits authentication code watermark is the
3 LSBs of the calculated hamming code c: W =
(c3, c2, c1)
It should be noted that i represents the index of
the pixel in the image : i = 1 :M ∗N .

Step 2: Compute z = mod (PWi, 8) which represents the
index of the watermark W in the list R.

Step 3: Starting from the zth position, the list R could be
reconstructed using equation 7.

R((z+j)mod8) = (W+j)mod8 wherej = 0 : 7.
(7)

It should be noted that the authors in [1] used
z = mod (PWi, 8) + 1 based on the indexation
starts from 1 not 0, in our attack we dealt with
the lists from 0 to 7 indexation.

Step 4: The first element in the list R represents the value
Ki in the pseudo random-sequence K.
Once all pixels of the intercepted image are
processed the pseudo-random sequence K is re-
vealed.

Step 5: The ith pixel could now be modified and the
watermark is substituted with the new one with
the possession of the list R.

With the possession of the equivalent keys (The lists R and
K), the watermarked image could now be manipulated and the
watermark is replaced without being detected by the extraction
scheme. Next we present two examples how to calculate the
list R for a given pixel and find the corresponding value Ki.

a) Example 1:: In the first example the value of the
pixel Pi = 165 and Ki = 3.

First the watermark embedding process:

1) The list R is constructed using equation 5

R = {Ki, (Ki+1)mod8, (Ki+2)mod8, ..., (Ki+7)mod8, }

⇒ R = {3, 4, 5, 6, 7, 0, 1, 2}

2) Calculate z = mod (Pi, 8) ⇒ z = mod(165, 8) =
5.

3) Calculate list PR, where PR = {Pi − z + t ; t =
0, 1, 2..., 7}.
⇒ PR = {160, 161, 162, 163, 164, 165, 166, 167}.

4) Pi is converted to binary and the hamming code c for
its 4 MSBs is calculated:
⇒ (165)10 = (10100101)2
⇒ c = H(4,7)(1010) = 1010010 ⇒ T =
(c3, c2, c1) = (010)2 = 210.

5) Search for T10 in R and and its position in
PR is considered as watermarked pixel: R =
{3, 4, 5, 6, 7, 0, 1, 2}; T = 210 ⇒ 7thposition
PR = {160, 161, 162, 163, 164, 165, 166, 167} ⇒
PWi = PR(7) = 167

The image is then intercepted during transmission, next we
demonstrate how the list R is calculated along with the value
Ki.

1) PWi = 167 is the value of the ith pixel in the
intercepted watermarked image ”WI”
PWi is then converted to binary and the hamming
code is calculated for its 4 MSBs to obtain T .
⇒ (167)10 = (10100111)2
⇒ c = H(4,7)(1010) = 1010010 ⇒ T =
(c3, c2, c1) = (010)2 = 210.

2) Calculate z = mod (PWi, 8) ⇒ z =
mod(167, 8) = 7.
This means that the zth position in R contain the
value of T .
⇒ R(7) = 2;⇒ R = {?, ?, ?, ?, ?, ?, ?, 2}

3) The list R is now constructed using equation 7.
R((z+j)mod8) = (W +j)mod8 wherej = 0 : 7
⇒ R(7) = 2;R(0) = 3;R(1) = 4;R(2) =
5;R(3) = 6;R(4) = 7;R(5) = 0;R(6) = 1
⇒ R = {3, 4, 5, 6, 7, 0, 1, 2}
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4) The first element in the list R represents the value
Ki where i is the index of the pixel in question :
Ki = 3.

5) The ith pixel could now be modified and the water-
mark substituted with the possession of the list R.

b) Example 2:: In the second example the value of the
pixel Pi = 99 and Ki = 5.

First the watermark embedding process:

1) The list R is constructed using equation 5

R = {Ki, (Ki+1)mod8, (Ki+2)mod8, ..., (Ki+7)mod8, }

⇒ R = {5, 6, 7, 0, 1, 2, 3, 4}
2) Calculate z = mod(Pi, 8) ⇒ z = mod(99, 8) = 3.
3) Calculate list PR, where PR = {Pi − z + t ; t =

0, 1, 2..., 7}.
⇒ PR = {96, 97, 98, 99, 100, 101, 102, 103}.

4) Pi is converted to binary and the hamming code c for
its 4 MSBs is calculated:
⇒ (99)10 = (01100011)2
⇒ c = H(4,7)(0110) = 0110011 ⇒ T =
(c3, c2, c1) = (011)2 = 310.

5) Search for T10 in R and and its position in PR is
considered as watermarked pixel:
R = {5, 6, 7, 0, 1, 2, 3, 4}; T = 210 ⇒ 6thposition
PR = {96, 97, 98, 99, 100, 101, 102, 103} ⇒ PWi =
PR(6) = 102

The image is then intercepted during transmission, next we
demonstrate how the list R is calculated along with the value
Ki.

1) PWi = 102 is the value of the ith pixel in the
intercepted watermarked image ”WI”
PWi is then converted to binary and the hamming
code is calculated for its 4 MSBs to obtain T .
⇒ (102)10 = (01100110)2
⇒ c = H(4,7)(0110) = 0110011 ⇒ T =
(c3, c2, c1) = (011)2 = 310.

2) Calculate z = mod (PWi, 8) ⇒ z =
mod(102, 8) = 6.
This means that the zth position in R contain the
value of T .
⇒ R(6) = 3;⇒ R = {?, ?, ?, ?, ?, ?, 3, ?}

3) The list R is now constructed using equation 7.
R((z+j)mod8) = (W +j)mod8 wherej = 0 : 7
⇒ R(6) = 3;R(7) = 4, R(0) = 5;R(1) =
6;R(2) = 7;R(3) = 0;R(4) = 1;R(5) = 2
⇒ R = {5, 6, 7, 0, 1, 2, 3, 4}

4) The first element in the list R represents the value
Ki where i is the index of the pixel in question :
Ki = 5.

5) The ith pixel could now be modified and the water-
mark substituted with the possession of the list R.

B. Online Attack

The second approach to attack the scheme under study
is to use one of the online attacks. Online attacks could be
summarized in three main approaches [39]:

1) KPA Known plaintext attack : In this scenario the
cryptanalyst has one or several plain-text and their
corresponding cipher-text. the cryptanalyst then tries
to conclude the key or an equivalent key from the
analysis of these pairs.

2) CPA Chosen plain-text attack: As in the case of
KPA the cryptanalyst possesses pairs of plain-text and
their corresponding ciphers only in this scenario, the
attacker has access to the encryption machinery and
can chose the plain-texts to be encrypted.

3) CCA Chosen cipher-text attack : In this scenario
the attacker has access to the decryption machinery
and can chose cipher-texts to get the corresponding
plain-texts. Based on the study of these plain/cipher-
texts the cryptanalyst tries to conclude the key or an
equivalent of the key.

These scenarios represent the most common techniques in
cryptanalysis. any security system should be tested to avoid
vulnerability against these attacks.

Using KPA or CPA, only a single pair of original image
and its corresponding watermarked image is needed to break
the system and reveal the secret keys (The list R for each pixel
and the list K for the image):

Let ”OI” be the original image and ”WI” its corresponding
watermarked image with size M ×N , and OPi, WPi are the
pixels of ”OI” and ”WI” respectively, where i represents the
index of the pixel, the secret lists R and K could be calculated
as follows:

1) Find z = mod (OPi, 8), then calculate the list PR,
where PR = {Pi − z + t ; t = 0, 1, 2..., 7}.

2) Convert OPi (or WPi) to binary and and calcu-
late the hamming code for its 4 MSBs : c =
(c7, c6, c5, c4, c3, c2, c1). The value T is the integer
value of W = (c3, c2, c1)

3) Find the value of WPi in the list PR and save its
index as j.

4) j represents the position of T in the list R, so the list
R could now be calculated using equation 8

R((j+ t)mod 8) = (T + t)mod 8 where t = 0 : 7.
(8)

5) The first element in the list R represents the secret
value Ki. Once all pixel are processed the list K will
be revealed.

With the revelation of the secret list K the image could
be manipulated and the watermark is successfully replaced
without being detected by the extraction scheme.

a numerical example is presented next :

a) Example:: In this example the original value of the
pixel OPi = 165 and its corresponding watermarked pixel
WPi = 167.

1) Calculate z = mod (OPi, 8) ⇒ z =
mod(165, 8) = 5.
Calculate list PR, where PR = {Pi − z + t ; t =
0, 1, 2..., 7}.
⇒ PR = {160, 161, 162, 163, 164, 165, 166, 167}.

2) OPi is converted to binary and the hamming code c
for its 4 MSBs is calculated:
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⇒ (165)10 = (10100101)2
⇒ c = H(4,7)(1010) = 1010010 ⇒ T =
(c3, c2, c1) = (010)2 = 210.

3) Search for WPi in the list PR. ⇒ 167 in the 7th

position. ⇒ j = 7.
4) R(j) = T ⇒ R(7) = 2 ,⇒ R(7) = 2;⇒ R =

{?, ?, ?, ?, ?, ?, ?, 2}
Starting from the position j = 7 the list R is revealed
using equation 8.
R((j+ t)mod 8) = (T + t)mod 8 where t = 0 : 7.
⇒ R(7) = 2;R(0) = 3;R(1) = 4;R(2) =
5;R(3) = 6;R(4) = 7;R(5) = 0;R(6) = 1
⇒ R = {3, 4, 5, 6, 7, 0, 1, 2}

5) The first element in R represents the ith element in
the secret list K: Ki = R(0) = 3.

Fig. 3 shows the results of the attack. Multiples images
were used in the experiments, we were able to calculate the
keys used in the embedding process, as a result, the watermarks
were successfully removed in order to manipulate the images,
then using the calculated keys, new watermark are embedded
into the falsified images in order to prevent any alarms in the
extraction process.

The experiments shows that the extraction scheme failed
to detect the falsifications which proves the weakness of the
proposed scheme.

IV. CONCLUSION

In this paper, a cryptanalysis of a recently proposed wa-
termarking scheme is conducted, two types of attacks were
conducted successfully. As a result, the watermarked images
could be falsified without triggering any alarm in the extraction
process. This proves that even if very complicated steps were
used in the design of a cryptographic scheme, that doesn’t
mean that the scheme is secure, several cryptalysis techniques
could be used to attack these scheme, and these cryptanalysis
techniques should be taken into consideration when designing
a cryptographic scheme. As future work, an improvement of
the attacked scheme could be proposed to cover the flaws and
problems demonstrated in this paper.
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Abstract—Wifi Fingerprinting is a widely used method for
indoor positioning due to its proven accuracy. However, the offline
phase of the method requires collecting a large quantity of data
which costs a lot of time and effort. Furthermore, interior changes
in the environment can have impact on system accuracy. This
paper addresses the issue by proposing a new data collecting
procedure in the offline phase that only needs to collect some
data points (Wi-fi reference point). To have a sufficient amount
of data for the offline phase, we proposed a genetic algorithm and
machine learning model to generate labeled data from unlabeled
user data. The experiment was carried out using real Wi-fi data
collected from our testing site and the simulated motion data.
Results have shown that using the proposed method and only 8
Wi-fi reference points, labeled data can be generated from user’s
live data with a positioning error of 1.23 meters in the worst case
when motion error is 30%. In the online phase, we achieved a
positioning error of 1.89 meters when using the Support Vector
Machine model at 30% motion error.

Keywords—Wifi fingerprinting; indoor positioning; machine
learning; genetic algorithm

I. INTRODUCTION

As people spend more time indoors, many location-based
applications and services require to known user indoor loca-
tion. While the global positioning system (GPS) is a popular
positioning method, it can hardly be applied to indoor envi-
ronments because lacking in line of sight (LOS). Therefore,
many indoor positioning techniques have emerged and been
proposed in recent years.

An approach that many researchers have taken is to use
the network infrastructure like Wi-fi [1], [2], Bluetooth [3], [4],
Zigbee [5], Ultra-Wideband [6] to perform indoor localization.
Wi-fi is the most common because it is likely to be installed
in most public indoor places like malls, stations, airports and
nearly every smartphone is equipped with a Wi-fi transceiver
module. A popular method that utilizes Wi-fi signal is Wifi
Receive Signal Strength Indicator (RSSI) Fingerprinting [7],
[8], [9], [10]. The approach assumed that the RSSI measure-
ment from access points (APs) for every location is unique.
For that reason, RSSI measurements are recorded and stored
in a database called the radio map. Whenever a new RSSI
measurement is generated by the user, it will be matched to
the similar one in the database. One of the popular matching
algorithms is The Nearest Neighbors in Signal Space (NNSS)
[11], which calculates the distance of signal space between the
observed data and the recorded data. The step of constructing
the database is also known as the offline phase and the

matching step is known as the online phase. In the matching
step, machine learning can be also be used to take advantage
of the powerful pattern recognition ability to produce more
accurate results [10].

Another popular approach focus on exploiting the inertial
measuring units (IMU) because of their availability in mobile
devices and fast measurement update. A well-known method
that takes advantage of the IMU measurements is Pedestrian
Dead Reckoning (PDR) [12], [13], [14]. PDR extract step
event [15], step length [16] and heading angle [17] from
IMU raw measurements and output the location of the user.
The major benefit of this approach is that no infrastructure
needs to be installed. In addition, measurements are regularly
updated which enables real-time localization. However, the
initial position of the target is required to be predetermined in
PDR because PDR can not locate the current position of the
target without the knowledge of the target’s previous location
in the environment. Furthermore, IMU sensors are subjected to
noise, interference and disturbance thus produces accumulated
errors over time. For that reason, sensor fusion methods like
Kalman Filter [18] or Madgwick Filter [19] were employed to
counter the error but due to the complexity of those filters,
they raise the amount of computation to solve the indoor
localization problem.

Wi-fi Fingerprinting has advantages when it comes to
precision and deployment cost compared with other indoor
positioning schemes. However, it is worth mentioning the
drawbacks of the method. First, Wi-fi Fingerprinting method
performance is suffered from multipath, shadowing, and in-
terference in the environment [20]. Secondly, the number
of data points in the radio map can affect the positioning
accuracy. Therefore, in the offline phase of conventional Wi-fi
Fingerprinting, the coordinate system of the whole area needs
to be built, then numerous data points are marked to have
their RSSI measurements collected. This procedure consumes
a lot of time and effort. Additionally, changes like adding or
moving objects in the environment could make the radio map
no longer reliable and have to be reconstructed to maintain
accuracy. While the offline phase of the Fingerprinting method
poses difficulties in collecting data, the PDR method creates
a lot of data but they are unlabeled. Aiming to reduce the
amount of data needed to be collected in the offline phase
of the Wi-fi Fingerprinting method and taking advantage of
the results from the PDR method, this paper proposed a new
architecture for the offline phase of the Wi-fi Fingerprinting
method. From the results of PDR, a genetic algorithm is
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Fig. 1. Offline Phase Initialization Mode and Online Phase of the Proposed Method

implemented to combined with machine learning algorithms to
find labels (locations) for the user unlabeled Wifi RSSI data.
By creating more labeled data from user data, the proposed
method reduces the spent time and effort to collect labeled
data while still achieve good results.

Several approaches that used motion sensors and Wi-fi
signals for indoor positioning have been studied in the past.
Wi-fi SLAM proposed by Brian Ferris et al. in [21] take
advantage of a technique called Simultaneous Localization and
Mapping (SLAM), which is a popular navigation method in
an unknown environment. The authors used Gaussian Process
Latent Variable Model to find the location of unlabeled signal
strength data in the latent space and combine it with motion
data to rebuild the topological connectivity graph to perform
indoor localization. Naguib in [22] proposed an indoor posi-
tioning scheme that combines multi sources of information,
which are motion sensors and Wi-fi using a low-complexity
version of particle filter to increase accuracy. Constandache in
[23] utilized electronic compass and accelerometers in phones
to measure user speed and orientation. Then the recorded
data is matched against possible path signatures in the local
electronic map. The proposed method is different from others
because the user motion data are not used together with Wi-fi
to directly predict the user location but they are only utilized
in the offline phase to generate more labeled data for the
machine learning model. As the motion data is only utilized in
the offline phase, the proposed method does not contain any
heavy computation in the online phase, which enables real-
time localization.

The rest of the paper is arranged as follows. Section 2
presents the proposed system architecture and detail implemen-
tation of the genetic algorithm and machine learning models.
Section 3 presents the experimental design. Section 4 presents

the results and the discussion. The last section concludes the
paper with future direction.

II. THE PROPOSED SCHEME

Similar to the architecture of an indoor Wi-fi Fingerprinting
method, the system is divided into two-phase: the offline phase
and the online phase. In addition, there is central storage which
is responsible for saving collected data and trained machine
learning models.

In the offline phase, it is divided into two modes: the
initialization mode and the update mode. The initialization
mode is used on the first run of the system when the storage
is empty and it is illustrated in Fig. 1. First, a set of positions
is designated for Wi-fi RSSI measurements, this set is denoted
as Wi-fi Reference Points (WRP)s. Because the number of
collected WRPs is small, their locations should cover the whole
area. Then, for each WRP in the environment, the Wi-fi RSSI
signals are carefully measured from all the access points and
saved them to the central storage. The next step is letting
users with a device equipped with Wi-fi transceiver modules
and IMU sensors move around in the area. The raw motion
data and Wi-fi RSSI are recorded and saved to the storage.
When the system decided that it has collected enough user
data, it would start analyzing and creating machine learning
models. User raw motion data is separated from the user Wi-fi
RSSI and they are sent to the PDR block to output processed
motion data (step event, step length, and heading angle). Next,
the WRP data and user processed motion data are forwarded
into the block where a genetic algorithm and machine learning
model is implemented to estimate user positions. Details of
the implementation are presented in the later sections. Then,
the estimated positions are used as the labels for the user
Wi-fi RSSI data to form a new dataset. The new dataset is
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Fig. 2. Offline Phase Update Mode

combined with the WRP data to become the training dataset.
Next, machine learning models were used to fit the training
data then perform model tuning for better performance. The
optimized model is later saved to the central storage.

The online phase is mentioned first for better chronological
order. The online of the proposed system is used to estimate
the position of the user using the trained model from the offline
phase and it is illustrated in Fig. 1. First, user Wi-fi RSSI and
motion data are recorded while the user moves. Then, the Wi-fi
RSSI data are extracted from the user data and forwarded into
the trained machine learning model to output user location.
User data are saved to the central storage for further analysis
in the offline phase.

The offline phase update mode is presented in Fig. 2. It
is utilized when there are new user data collected during the
online phase and system operator want to analyze the potential
of this data to be used with the previous training dataset. First,
the WRP data and user data are loaded from the storage. Then
the user data is split into Wi-fi RSSI and raw motion data.
The raw motion data is forwarded to PDR to extract processed
motion data (step event, step length, and heading angle). Then,
the WRP and processed motion data are sent to the genetic
algorithm and machine learning block to create user positions
similar to the initialization mode. Next, the previous training
dataset is loaded from the central storage and compared with
the new one. If the new dataset satisfies the metric, then it will
be used as training data to generate a new model. Details of
the metric are described in the next section.

A. Implementation of Genetic Algorithm and Machine Learn-
ing Block

The input of this block is WRP data and user motion data,
the output is the estimated user position. WRP is defined as
(1):

WRPi = {(RSSI1i , ..., RSSI
j
i , ..., RSSI

M
i ), (xi, yi)} (1)

where i = 0 to NWRP and NWRP is the number of WRPs,
M is the number of Wi-fi AP, RSSIji is the RSSI measurement
from the jth AP of ith WRP, (xi, yi) is the coordinates of ith
WRP.

An assumption was made that a PDR algorithm was imple-
mented and it processed the raw motion data from IMU sensors
and output the step event, step length, and heading angle. Using
the output, the distance and the angle are calculated between
two consecutive Wi-fi RSSI measurement points. Then the user
Wi-fi RSSI data and the processed motion data is in the form
(2):

Ui = {(RSSI1i , ..., RSSI
j
i , ..., RSSI

M
i ), (αi, di)} (2)

Where i = 0 to NU , NU is the number of user data point,
αi is the angle formed by two vector

−−−−→
UiUi+1 and

−−−−−−→
Ui+1Ui+2

and di is euclidean distance between Ui and Ui+1

From the processed motion data
{(α1, d1), (α2, d2), ...(αNU

, dNU
)}, the user route shape

can easily be obtained. However, because of not knowing
the user’s starting point, it is not possible map the route to
the environment. As the starting point can be any position in
the area, if a searching algorithm is implemented to search
for every possible location, it would cost a lot of time and
computation resources. To tackle this, a genetic algorithm
was proposed.

Genetic algorithm (GA) was first introduced by John
Holland in 1960 in [24] and it has been applied as a method
to solve optimization and search problems. GA can be divided
into three main steps which are population initialization, fitness
evaluation [25] and applying genetic operations. The algorithm
repeats steps 2 and 3. For each repetition, a new generation
is created. The solution is obtained and the algorithm stops
when the fitness value has converged or GA has reached the
maximum number of generations. Based on the structure of
a standard GA, a version of GA was implemented to find
the user position in the 2-dimensional coordinate system from
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processed motion data. The following are the details of the
implementation.

1) Population Initialization: First, the representation of
an individual (chromosome) in the population is considered.
Although searching for the user’s starting point is the goal,
the whole route also has to be considered because when
calculating the error, it is important to calculate for the whole
track. An array with each element consisting of two floating-
point numbers representing the coordinates of the user in
the environment is chosen and shown in (3). No encoding
method method like Binary Encoding was used because it
requires further computation for binary conversion and loss
of precision.

pi = {(x1, y1); (x2, y2); ...(xNU
, yNU

)} (3)

While randomly generating the initial population (first
generation), it is important to determine the population size.
The number varies in real cases because of factors like search
space, processing capability, and environmental constraints.
After trials, the population size is selected to be 100. Con-
straints were also put on the whole route that every point must
be inside the range [xmin, xmax], [ymin, ymax]. This range is
to prevent the generated track from not being too far off
the indoor area. To get a random track, the starting point is
randomly generated, then the rest of the track positions are
calculated using processed motion data mentioned earlier.

Algorithm 1 Proposed Genetic Algorithm

INPUT: WRP data, user motion data
OUTPUT: Estimated user positions

1: begin
2: Set NP , mutation rate εM , convergence condition E
3: i = 0
4: Initialize first population P (i)
5: Calculate fitness of P (i)
6: p = individual with highest fitness of P (i)
7: while E is not satisfied do
8: Create empty P (i+ 1)
9: Populate P (i+ 1) using selection operator on P (i)

10: Apply crossover operator on P (i+ 1)
11: Apply mutation operator on P (i+ 1)
12: Calculate fitness of P (i+ 1) using ML and WRP
13: p̃ = individual with highest fitness of P (i+ 1)
14: if (Fitness(p̃) > Fitness(p)) then
15: p = p̃
16: end if
17: Replace P (i) by P (i+ 1)
18: i = i+ 1
19: end while
20: Output best p
21: end

2) Fitness Evaluation: The fitness value of an individual
needs to show how well that individual perform compared to
others. After the initial population is generated, a method to
calculate the fitness of the user track by taking advantage of
machine learning models was proposed. It is known that if a
machine learning model was trained using accurate training

data, then the error on the testing data would be small. Using
this idea, the random track position is used as the label for the
user Wi-fi RSSI data as the training set and the testing set is
the WRP dataset. Let’s say that the model prediction is (4).

WRP = {(x1, y1), (x2, y2), ..., (xNU
, yNU

)} (4)

Then the positioning error between WRP and WRP is
calculated using (5):

E(WRP ) =

∑N(WRP )

i=1

√
(xi − xi)2 + (yi − yi)2
N(WRP )

(5)

The intuition that an individual which performs better
would have a higher fitness value is better for comprehension.
Therefore, the fitness value is computed using (6).

F (pi) =
1

E(WRPi)
(6)

where i = 1 to Np and Np is the population size, WRPi is
the predicted WRP using the ith individual in the population.

A simulation is carried out to prove that the fitness function
in (6) can show how close and accurate the randomly generated
track is compared to the real user track. Details are described
in the experiment section.

3) Genetic Operations: Three operators that need to imple-
ment are selection, crossover, and mutation. For the selection
operator, Roulette Selection was used. The probability of an
individual being selected for the next generation is calculated
using (7).

P(pi) =
F (pi)∑Np

j=1 F (pj)
(7)

The crossover operator was designed so that between two
individuals, the one with higher fitness would have more
contribution to the offspring. The amount of contribution is
evaluated using the metric called fitness weight. If individual
A pA = {xAi , yAi , i ∈ [1, NU ]} and individual B pB =
{xBi , yBi , i ∈ [1, NU ]} are selected as parents, then the fitness
weight of A and B is computed as in (8):

wA =
F (pA)

F (pA) + F (pB)
;wB =

F (pB)

F (pA) + F (pB)
(8)

If the offspring of A and B is denoted as C pC =
{xCi , yCi , i ∈ [1, NU ]} then the coordinates in C are calculated
using (9), (10):

xCi = wA ∗ xAi + wB ∗ xBi (9)

yCi = wA ∗ yAi + wB ∗ yBi (10)

For mutation, mutations in the population are created by
randomly created 2 values (dx, dy) which represent how far
the whole track will be shifted in a 2-dimensional area.
The mutation rate is chosen to be a small constant number
because it helps the algorithm to converge faster. Details of
the configuration are described in the experiment section. The
steps of the genetic algorithm is shown in Algorithm 1.
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Fig. 3. (a)Wi-Fi Reference Points marked as Red (b) User Route where
Black Marks Indicate Locations of RSSI Measurements

TABLE I. GENETIC ALGORITHM PARAMETERS

Parameter Value
Population size 100

Maximum number of generation NG 50
Coordinate boundary [−5, 15] meters

Mutation [dx, dy] boundary [−3, 3] meters
Mutation rate 0.001

Convergence condition Reaching NG

III. EXPERIMENTAL DESIGN

The experiment was carried out in the laboratory which
is a square area of 10 by 10 meters. The room has tables,
chairs, computers, and other networking devices. The Wi-fi
network is set up and 8 APs are placed around the room.
First, The offline phase was performed by designating 8 points
in the testing site as the WRP, their locations are illustrated
in Fig. 3(a) Then, at each WRP, the RSSI measurements from
8 APs are collected and saved to the central storage. Because
the processed motion data (heading angle and distance) were
applied from other research and to ease the implementation
of the experiment, the user motion data are simulated with
random Gaussian noise (noise ranges from 5% to 30%). Then
one person would follow the path of the simulated route. While
going, the RSSI measurements are collected at marked points
in Fig. 3b and saved the data to the central storage.

After acquiring all the necessary data, the next step is to
run the genetic algorithm. In the population initialization step,
the boundary constraints on generated coordinates are set to be
in the range of [−5, 15] (meter) in both axes. The constraints
prevent the generated coordinates from being too far off and
the negative range while creating a diverse population. Table
I shows details of genetic algorithm parameters.

The fitness function needs predictions from the machine
learning model to calculate fitness value. However, machine
learning models usually take time to train and predict. As the
result, it is not recommended to use too many models and
perform hyperparameter tuning in this situation. Two machine

TABLE II. SVR MODEL PARAMETERS

Parameter Value
Kernel Radial basis function (RBF) kernel

Regularization parameter 1.0
Epsilon-SVR 0.1

TABLE III. KNN MODEL PARAMETERS

Parameter Value
Number of neighbor 5

Weight function Uniform
Algorithm Select from Ball-Tree, KD-Tree and Brute force
Leaf size 30

Metric Minkowski
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Fig. 4. Testing Point in the Experiment Area

learning models that have been widely used in indoor position-
ing research were selected which are Support Vector Machine
Regression (SVR) and K-Nearest Neighbors Regressor (KNN).
Fixed hyper-parameters were selected for both model in Table
II and Table III with no tuning while calculating the fitness.

When GA outputs the estimated user position, those posi-
tions are mapped to the user Wi-fi RSSI data and combined
with the WRP to become training data. At this step, four
machine learning models were selected: SVR, KNN, Multi-
Layer Perceptron (MLP), and Random Forest (RF) to train
and perform optimization on hyper-parameters to achieve the
best possible results. The optimization method is Grid Search
which was implemented in the sci-kit learn library.

Finally, the performance of the trained models is tested by
collecting 27 random points with Wi-fi RSSI measurements as
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Fig. 5. Relationship between the Fitness Value and the Distance Error of 100
Random Tracks
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Error

illustrated in Fig. 4. Then the prediction error of each model
is calculated and compared.

IV. RESULTS AND DISCUSSION

A. Fitness Function Evaluation

In this part, the effectiveness of the fitness function on the
collected data is illustrated. Using the processed motion data,
the obtained route shape is similar to the one in Fig. 3(b).
Then, 100 initial points in the environment were randomly
generated. From those points, 100 user tracks were acquired.
Equation (6) was used to calculate the fitness value of each
track and (5) was used to measure the error of the randomly
generated track to the real one. The relationship between the
two values is shown in Fig. 5.

From Fig. 5 it is clear that when the fitness value is high,
the distance error of the randomly generated track and the
real track is low. This shows that the fitness function can
create value that reflects how close a random track is to the
real track. Looking closely at the top right of Fig. 5, it is
noticeable that the track with the highest fitness value is not
the one with the lowest positioning error. This shows that the
fitness function can not find the absolute best because when
the machine learning models were used to make a prediction,
it is important to also account for the error in the WRP testing
set. As it is impossible create an error-free dataset, the error
is unavoidable and the only way to counter it is to carefully
measure each point in the WRP dataset. Although the track
with the lowest positioning error may not be found, the track
with the highest fitness is guaranteed to be its neighbors, which
gives a reasonable estimation.

B. Offline Phase Results

The positioning error of the estimated user track coor-
dinates is computed using (5). The same machine learning
models with the same configurations as in Table II and Table
III were used in the conventional Fingerprinting method for
comparison. In conventional Fingerprinting, ML models were
trained on the WRP dataset, and then they were tested with the
user Wi-fi RSSI dataset. Fig. 6 illustrated positioning error in
relationship with different amounts of processed motion error

(from 0 % to 30 %) of our proposed method and conventional
Fingerprinting method.
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From Fig. 6, the proposed genetic algorithm had better
performance in both cases using the SVR and the KNN. With
traditional Fingerprinting, it does not use motion data so the
results are the same across the different amounts of motion
error. For Fingerprinting the positioning error of the SVR is
2.32 meters and the KNN is 2.45 meters, which had been
optimized by the Grid Search search algorithm. On the other
hand, GA relies on motion data so when processed motion
error rises, the positioning error of the proposed method also
increases. From 0% to 20% motion error, the positioning error
of the proposed method increased slightly from 1.05 meters
to 1.11 meters for the SVR model, which is only 5.7% of the
increased error. The same trend can be seen with the GA and
KNN model where it rises from 0.78 meters to 0.9 meters.
From 20% motion error onward, both GA models had a sharp
rise especially for SVR at 30% motion error and KNN at 25%
motion error. However, even at 30% motion error, the results
of GA are 1.67 meters for SVR and 1.23 meters for KNN,
which is still much better than the conventional Fingerprinting
method. For comparison, our GA with the unoptimized SVR
and KNN has positioning error 28% and 46% lower than that
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of the Fingerprinting with the optimized models. However, it is
worth noticing that although the SVR model is more complex
and is supposed to have better performance than the KNN
model, GA with KNN has better performance. As mentioned
earlier no hyperparameters tuning was performed inside GA so
both models may not be optimized and KNN initial parameter
may be better than SVR.

To analyze the impact of the number of WRPs on the
positioning error, the experiment was carried out with a
different number of WRP. Fig. 7 and Fig. 8 show the results
when applying the same method and configuration but with
6 and 4 Wi-fi Reference Points. When lowering the number
of WRPs, it is expected that the conventional Fingerprinting
method would have positioning error increased because of
the smaller training dataset. The situation can be observed in
both Fig. 7 and Fig. 8. The fingerprinting SVR at 6 WRPs
has a positioning error of 2.60 meters, which increases by
12% compared to the similar one at 8 WRPs. In the case
of Fingerprinting KNN, the positioning error is 2.62 meters,
which is close to the Fingerprinting SVR. The proposed GA
with SVR and KNN also depend on the WRP dataset to
calculate fitness so the performance is also affected. In Fig.
7, GA with KNN has a lower positioning error than GA with
SVR. Compared to the performance of GA with KNN using 8
WRPs, the one using 6 WRP is similar. On the other side, GA
with SVR using 6 WRPs has positioning error significantly
higher than the one using 8 WRPs. The difference between
the two cases ranges from 0.3 to 0.4 meters.

Looking at Fig. 8, the difference in positioning error while
using less WRP is even more noticeable. For all cases in
proposed GA and Fingerprinting, they all experienced a sharp
increase. Although GA with KNN using 4 WRPs still be able
to maintain its position to be the best solution, the positioning
error has seen rises ranging from 0.7 to 0.9 meters compared
to positioning error of the same one using 6 WRPs, which
makes the result become 1.6 meters at 0% motion error and
reach up to 2.1 meters at 30 % motion error. GA with SVR
using 4 WRPs comes behind KNN and the result is not too
far off, it has a positioning error of 1.92 meters at 0 % motion
error and gets up to 2.42 meters at 30 % motion error. In the
case of conventional Fingerprinting, KNN has the worst result
with a positioning error of 3.76 meters, which is 35 % higher
than the same version that uses 6 WRPs. Fingerprinting with
SVR using 4 WRPs achieves a result at 3.19 meters, which
is better than the one with KNN but poor compared to the
proposed GA with both models.

From the above observations of the conducted experiment,
the proposed GA achieves better results than the conventional
Fingerprinting approach. However, as the proposed GA uses
user-processed motion data to create labels for the user Wi-fi
RSSI data, motion error can greatly affect the estimated labels.
Another factor that also has a big impact on the proposed
GA performance is the number of collected WRPs. Although
using fewer WRPs means the degradation of the results, the
experiment had demonstrated that even with just 8 WRPs in a
10 by 10 meters area, the proposed GA was able to produce
accurate estimations.

After GA outputs the estimated user track position, the
track generated by the KNN model was selected because it
has the lowest positioning error. Then, mapping from the

estimated positions to user Wi-fi RSSI and combining with
WRP dataset was done to create training data for 4 machine
learning models: SVR, KNN, MLP, and RF. After the training
and model optimization process, all models were saved to the
central storage for evaluation in the online phase.

C. Online Phase Results

After loading the trained model from the central storage,
27 points with RSSI measurements illustrated in Fig. 4 were
used as the testing dataset for evaluating model performance.
For comparison, Fingerprinting method was employed, 4 ML
models similar to the last training step in the offline phase were
used and they were trained and optimized on the WRP dataset.
Positioning error (5) was still used as the metric to measure the
distance between the estimated points and the ground truth. In
addition, positioning error was calculated at different amounts
of motion data in the training data from the previous section.
Results of the proposed SVR, KNN, MLP, and RF along with
its Fingerprinting version were shown in Fig. 9a, Fig. 9b, Fig.
9c, and Fig. 9d respectively.

Looking at the 4 graphs in Fig. 9, it is clear that all 4 mod-
els which were trained using the estimated positions achieved
lower positioning error than the Fingerprinting version. It can
be seen that motion error of the training set reflects on the
performance of the model on the testing set and they form a
linear relationship. Across 4 models, although there were some
exceptions, the general trend is when the motion error of the
training set grows, the positioning error of the trained model
in the testing dataset increases.

In Fig. 9(a) the positioning error of the proposed SVR
model on the testing set was 1.65 meters at 0% motion error
and it reached 1.89 meters at 30% motion error. Conventional
Fingerprinting using the SVR model had a positioning error
of 2.24 meters across all levels of motion error. The difference
between the two models in the worst case is 0.35 meters,
which makes the Fingerprinting SVR positioning error 18%
higher than the proposed SVR model. In Fig .9b, the result
of the Fingerprinting KNN is 2.23 meters which is close to
the Fingerprinting SVR. The proposed KNN positioning error
gradually increased from 1.67 meters at 0% motion error to
1.76 meters at 25% motion error. Then a sudden jump at 30%
motion error happened, which made the positioning error of the
proposed KNN become 2.02 meters. Results of MLP models
were illustrated in Fig. 9c. The proposed MLP error at 0%
was 1.75 meters, which was the highest among the 4 proposed
models but from 5% motion error, the performance was close
to the proposed SVR and KNN. Finally, Fig. 9d illustrates the
results of the RF model. It can be seen that the positioning
error of the Fingerprinting RF was 2.3 meters and it was the
highest across all models and methods used in this section.
While the fingerprinting RF result was poor, the proposed RF
achieved good results with positioning error at 0% motion error
was 1.63 meters and got up to 1.93 at 30% motion error.

Similar to the previous section, the impact of the number
of WRPs on the proposed model performance is analyzed.
Training data with the lowest positioning error using 6 WRPs
and 4 WRPs were selected from the previous section and
became the training data for 4 machine learning models.
Fig. 10 shows the comparison of positioning error among 4
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Fig. 9. Positioning Error of 4 Machine Learning Models using the Proposed Method and Conventional Fingeprinting with respect to Different Amount of
Motion Error. (a) SVR, (b) KNN, (c) MLP, (d) RF

proposed models with different numbers of WRPs across 6
levels of motion error.

From Fig. 10 it can be seen that using fewer WRPs would
result in the increase of positioning error for all models.
However, the difference between using 8 and 6 WRPs is not
significant while there is a huge gap between using 8 WRPs
and 4 WRPs.

At 5% motion error in Fig. 10(a), the positioning error
of all models that use 8 WRPs are close, ranging from 1.69
meters (RF) to 1.73 meters (KNN). When using 6 WRPs, all
model’s positioning errors had slight increases. The proposed
KNN model still had the worst result at 1.86 meters following
are MLP, SVR, and RF. At 6 WRPs, a big jump of positioning
error can be observed across all 4 proposed models. This time,
RF had the most significant increase and peaks at 2.45 meters,
which was also the highest positioning error among others.

As can be seen, the trend in Fig. 10(b) to Fig. 10(c) is
similar to Fig. 10(a), especially with the proposed RF model.
While its results among the lowest positioning error at 8 WRPs
and 6 WRPs, the performance dramatically decreased at 4
WRPs. Other proposed models had close positioning error and
they only had a mild rise across levels of motion error. The
proposed models at 10 % motion error that use 6 WRPs had
errors ranging from 1.84 meters (SVR) to 1.95 meters (KNN)
and they reached the range from 1.85 meters to 2.06 meters at
20 % motion error. A similar case can be observed with models
that used 4 WRPs at 10 % motion error had positioning error
ranging from 2.35 meters to 2.45 meters and they jumped to
the range from 2.42 meters (KNN) to 2.48 meters (RF). As the
motion error gradually increased and peaked at 30 %, Fig. 10(f)
shows the worst case for all models. From Fig. 10(f), it can be
seen that SVR has the best performance among others across

different numbers of WRPs. It has a positioning error of 1.89
meters at 8 WRPs and peaks at 2.61 meters at 4 WRPs. On the
other hand, KNN has the worst performance with positioning
error at 2.02 meters at 8 WRPs and got up to 2.61 meters at
4 WRPs.

From the above analysis, it is clear that the number of WRP
and proposed model performance has a close relationship.
When less number WRP were used, the positioning error of
the estimated user positions will rise. In addition, the training
data would have less accurate data points than before. For
those reasons, it is expected that the trained model performance
would get poorer when the number of WRP drops. In real
cases, it is important to select an appropriate number of WRP
to collect. When system users want to have more accurate
results, then more WRP may need to be collected. Another
recommendation is the designation of the WRPs location
should form a grid that covers the whole area so that they
can capture the pattern of Wi-fi signal in every position.

The above experiment presented the online phase in the
first run of the system. In practice, both user motion data and
Wi-fi RSSI are collected and analyzed for potential usage. If
the positioning error of a new user data is lower than the one
that was used previously, then the model can be retrained for
better performance. This creates a close loop system where
user data are collected and models are updated continuously
to suit the indoor environment.

V. CONCLUSION

This paper proposed a new architecture in the offline phase
of the Fingerprinting method. Our proposed architecture takes
advantage of the user motion data and GA to create labels
for the user’s Wi-fi RSSI data. It enables our models to have

www.ijacsa.thesai.org 676 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.70
1.77

2.36

1.73

1.86

2.32

1.70

1.83

2.29

1.69
1.74

2.45SVR
KNN
MLP
Random Forest

(a) 5% motion error

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.72

1.84

2.35

1.72

1.95

2.35

1.75

1.90

2.35

1.66

1.89

2.45SVR
KNN
MLP
Random Forest

(b) 10% motion error

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.68

1.84

2.42

1.75

2.00

2.36

1.75

1.93

2.43

1.71

1.88

2.46SVR
KNN
MLP
Random Forest

(c) 15% motion error

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.76
1.85

2.44

1.77

2.06

2.42

1.79

1.96

2.44

1.76

2.04

2.48SVR
KNN
MLP
Random Forest

(d) 20% motion error

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.85

2.05

2.41

1.78

2.03

2.49

1.83

1.97

2.46

1.86

1.99

2.51SVR
KNN
MLP
Random Forest

(e) 25% motion error

8 6 4
Number of WRP

0.0

0.5

1.0

1.5

2.0

2.5

Po
si

tio
ni

ng
er

ro
r(

m
)

1.89

2.06

2.48

2.02

2.16

2.61

1.96
2.07

2.51

1.93

2.12

2.58
SVR
KNN
MLP
Random Forest

(f) 30% motion error

Fig. 10. Positioning Error of 4 Machine Learning Models with respect to the Different Number of WRPs Across Different Amount of Motion Error

more training data to accurately predict user location while
reducing the amount of data that needs to be collected in
the conventional Fingerprinting method. However, it is worth
mentioning that our proposed offline phase procedure requires
heavy computation as the fitness value of every individual in
the population of GA needs to perform machine learning model
training and prediction. In addition, the proposed method
relies on motion data so any error, noise, and interference
in the motion data can affect the output of GA and machine
learning block. In the future, more studies on the application
of the genetic algorithm and also the field of evolutionary
computation will be conducted to improve the performance and
reduce the computational complexity of the existing system.
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Abstract—In Peru in recent decades it has undergone unex-
pected changes, often generating chaos among the population,
such as the excess of vehicles that travel daily on the roads
generating pollution. This has led people to seek alternatives,
such as the use of bike, as a means of transportation. The
objective is develop a mobile application for the creation of
alternative routes for cyclists. For them we have carried out a
survey of 50 people dedicated to the field of cycling as well as
people who do not exercise it in order to collect data, analyze
it and create mechanisms that help these users. This application
was developed in Android Studio implementing free libraries to
achieve its geolocation in a way that provides all the facilities for
the cyclist to move. For the process of creating this application,
the Scrum methodology was used, the design of the prototype
is done in Adobe Photoshop. It was obtained as results of the
investigation carried out in the survey that 75% of the people
are satisfied with the use of the application, 60% responded
defining it as very good and 100% answered yes they would
recommend the application.The investigation is of importance,
since it would allow as future work the reduction of environmental
contamination.

Keywords—Android studio; cyclists; mobile application; geolo-
cation; scrum

I. INTRODUCTION

During the years the vehicular influx has collapsed in the
Peru is faced with a large-scale social problem, of a critical
and unsustainable nature [1]. In addition to this, the crisis
would saturate as a result of the covid-2019 that paralyzed
the whole world submerging people to distance themselves
between families, friends and society [2]. This has motivated
many people who usually made use of public transport and
in some cases private transport seek other alternatives with
which they can move to their jobs, carry out their recreational
activities among other.

Cyclists in turn have merged their transport tool and have
originated the cyclotourism activity that has been developing
rapidly in recent months, and even so there is the possibility
of considerable growth in the coming months, which has been
reflected in the purpose of purchase and search of bicycles by
customers [3]. This has generated that friends, athletes, users
get together to visit tourist places in the capital as well as
recreational spaces located in different parts of the city for
recreational or sports purposes. That somehow seek to spread
this activity that in some way is an alternative to city vehicular
chaos [4].

In the development of this research, a mobile application

oriented to the use of this minor means of transport has been
created, a mechanism that help people who have a mobile
device and a bicycle to move around the city without the
fear that many times invades us like the fear of buses, taxis,
trucks or any high-speed vehicle including linear motorcycles,
traveling on vehicular roads due to lack of bicycle lanes, the
fear of being run over, also nerves when driving and robberies.

The main reason for this research development is based
on the fundamental problems generated by the lack of bicycle
infrastructure, the lack of information that users have to face
in a complicated scenario due to the lack of bicycle paths,
dangerous crossings, the lack of signage and obstacles. during
the tour.

Consequently, the research carried out on this problem
on the bicycle as a means of transport was the result of
the increase of this means in recent months. As well as the
interesting ideas that have for carrying out the application,
giving it added value in its basic functions in which it will
perform, such as the search for bicycle lanes in the city, the
location on the map and navigation during the transfer from
point A to point B.

For the development of this research, the Scrum method-
ology was used as a framework [5] [6], which was used
as a reference for the development of this project, with the
main objective of implementing a mobile application in order
to create new cycling routes in metropolitan Lima. Research
contributes to solving problems such as vehicular chaos for
some users, contributing to tourism in the city, increasing sales
of stores dedicated to this area.

The article is made up of the following sections: in Section
II, the review of the literature where the different investigations
are analyzed; in Section III, the methodology was used, which
allowed sequencing the steps to be carried out; in Section IV,
results and discussions of the investigation; and the section V
conclusions; the Section VI future work.

II. LITERATURE REVIEW

The following project aims to generate guidelines and
indications for the development of a mobile application im-
plemented with the Global Positioning System (GPS) oriented
to cyclists in the city of metropolitan Lima, Due to the high
demand for bicycles and skateboards / scooters in the city as
a result of the excess of automotive transport, also with the
use of smartphones and the GPS navigation system that is a
very helpful tool that for the trip is more efficient and agile,
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informing them about the routes predetermined by the search
engine, it also shows the alternate routes from the city, the
main points of interest and tourist attractions.

According to the authors [7], Law N ° 30936 decreed by
the Peruvian state and the actions taken by the municipality
of metropolitan Lima refer that this law is fundamental for the
project, as it reflects the fundamental axis on the evolution of
the bicycle as a means of transport, providing improvements so
that the bicycle lane network, committing itself to the growth
of this network in the short and long term. The author [8] used
the Scrum methodology for the development of your project,
using the Android operating system because it has 72.6% of
the Peruvian market, important data for the research.

Meanwhile the author [9], it refers that in Peru, given the
existence of the need of the unsatisfied market to which it
is directed, the project of mobile applications for cyclists is
a satisfactorily valuable tool and that also the bicycle as a
means of transport is an issue to be deepened due to the current
situation of the country.

What’s more [10], indicates that this social problem should
not only be treated like any innovation project, but also
from the legal framework starting from the literature review
because the analytical-synthetic method is used in addition to
employing a qualitative analysis with the use of interviews
to expert to complement the research and get a better focus.
As well as [11], concludes that in addition to being an
innovation tool to be used, the objective will be to carry out
educational campaigns and workshops on the advantages and
disadvantages of using bicycles as a means of transport focused
mainly on schools and universities, as well as work centers in
order to better project information and not minimize the risks
of insecurity.

For the author [12], mentions that during the last decade
mobile devices the world has become an important technolog-
ical tool for society so much so that it has been transformed
from a normal computer to something so small that can
carry it in the pocket which at the same time allows us to
perform various operations. In addition to contributing to the
development of society, in an educational and cultural way.

In the research carried out by the aforementioned authors,
they determine the importance of the implementation of this
application as a facilitating means for cyclists dedicated to
sports, businesses or any natural person who sees in the
bicycle an alternative of urban transport. During the research
processes, some of the authors mentioned did not take the
problem on a large scale as the problem of environmental
pollution that could decrease with the use of bicycles, but
instead focused on the increase in tourism as a benefit for the
private sectors dedicated to to the bicycle industry and not as a
good for the entire Peruvian society. That is why the research
work was carried out focusing on being able to use the mobile
application to be able to create alternative routes for itself to
contribute in giving improvements to the society as pollution
reduction and reduce excess traffic.

III. METHODOLOGY

For the research work, the Scrum methodology was applied
as it is an agile methodology that allows us to work the

processes incrementally generated by the phases and roles that
was detailed according to the meetings agreed in the process.
However, the modifications that are presented can be done at
any time since this framework allows us to do it both in the
final part as well as in any of the deliverables or iterations as
shown in Fig. 1 [13].

Fig. 1. Show Scrum Methodology [14].

A. SCRUM Phases.

They are the steps to follow for the development of a
project. According to this framework, they are defined by times
that guarantee the implementation of our mobile application
and are as follows, as shown in Fig. 2.

Fig. 2. Show the 5 Phases of Scrums

1) Beginning: It is where the research study begins, where
the project is analyzed looking for the fundamental needs for
each spring, which are the deliverables that was developed
during the development of the project, in addition to asking
questions such as: What do I want? How do I want? and When
do I want? The vision and mission of the project must be
created, identifying the Scrum master who was the leader of
the group that has the necessary characteristics of a true leader.

2) Planning and Estimating: This stage is where it is
created, in addition the user stories are identified, the user’s
requirements are studied, the iterations in which the mobile
application was developed are created, considering that this
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is the most important phase of the project, where the master
Scrum delegates the roles of each participant in the project.

3) Implementation: is considered the stage of greatest
distress not only of skill but requires mental work, since the
defined project begins to be created, in addition to reflecting
the ideas given in the meetings where it was arranged how to
optimize the work, in this stage the deliverables, as well as
the necessary tests are carried out taking into account that at
this stage no modifications should be made since this is seen in
the planning stage, but because this methodology facilitates the
developer to make the modifications in any of the iterations,
could do it if it were the case and what would help improve
the deliverables and therefore the project in general.

4) Review and Retrospective: In this stage, all the spring
or deliverables are validated, where the work team has to carry
out the necessary self-criticisms in addition to making the
corresponding improvements to achieve the favorable scope
of the work [15].

5) Launching: This is the last phase of the work, it is where
the finished product has to be delivered to the client, achieving
the best expectations, in addition to the acceptance of the end
user.

B. System Requirements

These are all the requirements that allowed us to create
the mobile application based on the information obtained to
create the user requirements, having these requirements, the
iterations were created.

Table 1 shows the user stories, which were raised according
to the data collection, as can be seen, each story has an
acceptance criterion which allows determining to what extent
the advance of the mobile application is acceptable, this it
was fulfilled by the work team, it also allows to reference the
working mechanism behind so that the user can be satisfied.
In addition, each user story has its description of the behavior
of the application and its functionality.

C. Product Creation Backlog

This section is made up of a list of user stories or the
requirements raised by the user that are ordered according to
their priority in which they are estimated to become iterations.

Table II shown the iterations carried out during the ap-
plication creation process. Accordingly, the iterations and
deliverables will be analyzed.

TABLE I. ESTIMATION OF USER STORIES.

User story Description criteria of acceptance
Register User. As a user I need to create an

account to be able to use the
application with my username
and password.

Register by mail or Google
account and be my username
and password.

Login. As a user, I need to authen-
ticate my account using my
username and password to be
able to use the application.

Login by email or Google ac-
count.

Show my lo-
cation on the
Map.

As a user I need to self-
authenticate my account using
my username and password to
be able to use the application.

Login via email or Google ac-
count.

Show current
city bike lanes.

As a user I need to be able to
view the city bike lane.

It allows you to view the city
bike lane network.

Search
Address.

As a user I need to be able to
view the address I am looking
for to be able to move.

Search through the address
drawn or by places where I
want to go.

Generate
default route
or select route
on the map.

As a user i need to be able to
visualize the route that will be
generated to go safely.

Generate the routes through
the bicycle lanes without us-
ing highly dangerous roads
and show the approximate
time that my trip will last.

Navigate dur-
ing the route.

As a user I need to be able
to navigate during the route
through audio directions.

Show the arrival time on
the screen, make directions
through the default Google
voice.

Create
Favorite
Destinations.

As a user I need to be able
to create, edit and delete fa-
vorite places, this way to al-
low quick access without the
need to search for it.

Show the list of favorite
places.

Register places
of interest or
tourist.

As a user I need to be able to
view the address I am looking
for to move and to be able to
register it.

Search through the back ad-
dress or by places where I
want to go.

Create custom
routes and be
able to save
them.

As a user I need to be able to
create custom routes and use
them in future trips.

The routes are assigned to
the menu create route, list the
routes.

Show notifica-
tions.

As a user I need to be able
to view notifications related to
the application.

notifications must be used.

Application
options menu.

As a user I need to be able to
view all the menu options.

access by sliding to the main
menu.

Create shared
route.

As a user I need to be able to
share my routes or trips that I
take as family, friends, as well
as other users to be able to
access shared routes.

It must be shown in the routes
section created by the user.

Forgot
password.

As a user I need to be able
to reset my password in case
I forget.

To reset the password the app
will send a validation mes-
sage to the initially registered
email.

TABLE II. BACKLOG CREATION

User story Estimate Sprint Estimation
by sprint

Show my Location on the
map.

3

Show current bike lanes. 5
Search direction. 5 1 34
Generate default route or se-
lect from map.

5

Navigate along the route. 13
Register user. 5
Login. 5 2 28
Forget password. 5
Register places of interest or
tourist.

5

Register Trips. 7
Show notifications. 6 3 21
Create Favorite destinations. 5
Create custom routes and save
them.

9

Application options menu. 9 4 29
Create shared routes. 7
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D. Application Planning

As shown in Fig. 3, the Scrum phases that were
implemented in the research were carried out, this helped
to have more order in the work carried out and meeting the
objective.

Fig. 3. Flow Chart using Scrum Methodology.

1) Planning and Structure of the Mobile Application: It
is where the architecture of the work process for the imple-
mentation of the mobile application is defined, according to the
data collected in the research references by the aforementioned
authors and according to the data of the survey carried out.

2) Language Selection and Development Tools: At this
stage, with the help of previous research, was seek to imple-
ment our new work mechanism, tools that are facilitators for
the work to be carried out.

3) Application Development: According to what has been
proposed, the developers will have established times for each
iteration according to what was proposed in the meetings,
in addition the planned times are from 2 to 8 days per
iteration, during this process the mobile application is created
progressively.

4) Integration of the App with the Business Server and
the Database Server: At this stage the developers was the
task of implementing the corresponding connections for their
application functionality.

5) Creation of the Web Services: At this point the de-
velopers will start the communication process between the
application with the database.

6) Tests: At the end of each iteration corresponding to
each deliverable, the necessary tests were carried out for its
compliance.

E. Data Collection

For the following investigation, 5 questions were formu-
lated to around 50 people on the public road where some
cyclists usually travel. In some cases it is possible to survey
passers-by who do not travel by bicycle but who were inter-
ested in an application that helps them to use this means of
transport. In addition, this helped to collect data and discover
the interests of users or people who would suck in the future

through this medium.The instrument was validated by the
judgment of experts in the field; giving for approved the
validation of the instrument.

Fig. 4. Show Survey Results

Fig. 4 shows the statistical data of question number 1 in
which the following results were obtained:

How much do you use a bicycle?

the responses were as follows:

• The equivalent of 50% of those surveyed answered
that they sometimes use this medium.

• 25% of those surveyed answered that they always use.
bicycle to move everywhere.

• 15% of those surveyed do it on a regular basis.

• 4% responded that they stopped using.

F. Mobile Application Architecture

For the design, the work team had to be previously as-
sembled, likewise to propose the structure that the mobile
application will have, carry out simple prototypes, define the
services to be implemented, how it will work, in how many
modules they will be carried out.

G. Structure of the Application

Fig. 5 shows the behavior of the application, where the final
beneficiary is the cyclist, this had a web server, a database to
store them, a messaging server, it will work with the satellite
geolocator implementing free libraries, To use this tool, you
must have a mid-range mobile device for use in addition to
basic requirements.

H. Tools for the Implementation of the App

For the development of this application, different tools were
used such as Android Studio, which is the platform where the
application was encoded, the free libraries provided by Google
maps were also used as geolocation tools, it also has a web
service and a database data as detailed below.

1) Android studio
It is a programming software for the Android plat-
form that contains all the necessary and explicit tools
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Fig. 5. Architecture of the Mobile App.

for the development of applications in this operating
system (Android), it allows to carry out a number of
configurations as well as import libraries.

2) Web services
It is an information system that exchanges XML-type
messages with different systems that use different
protocols such as HTTP [16], allowing communica-
tion between them.

3) Geolocation
precise location of the equipment or device, locate
it directly on the search map from the satellite and
bring it closer to the places closest to it [17], in order
to provide the best service for it. be connected to the
internet service for its operation to be able to process
the chains in its interaction with the user regardless
of the distance in which they are.

4) Database
The database system is in charge of managing the
data generated in the application [18], which is used
when necessary according to the will due to its data
management capacity.

5) JSON
It is a simple data format that is used in program-
ming for data exchange, this format is based on the
JavaScript language, however it is very familiar to
programmers because it uses different programming
languages as a whole, facilitating their understanding
[19].

6) Firebase
It is a type of database that allows synchronizing data
in real time by storing it in the cloud, unlike other
firebase, it does not use tables, much less records.
But rather converts them into a JSON format with a
password for each user at the same time, allows you
to update the Data without the need to enter codes,
they are simply saved or updated with the simple fact
of being connected to the server [20].

7) OpenStreetMap
It is a free and editable map all over the world created
by volunteer programmers with a free license with
easy access to both the images of the map that at the
same time can be related to devices that have GPS
[11].

8) Photoshop

It is a graphic design software dedicated to the
graphic industry due to its high quality of tools to
execute all the editing processes that allow graphic
editors to carry out more professional work.

IV. RESULTS AND DISCUSSIONS

A. Application Satisfaction

According to the data obtained in the first survey that was
carried out at the beginning of the project, the mobile appli-
cation was implemented in order to solve the problems that
the users expressed in their answers, as final results, the vast
majority of positive responses were obtained in which gives
the viability of this application. 5 questions were formulated to
50 people in order to test the application and how satisfactory
its use is for end users, the results were the following:

Fig. 6. Shows the Level of Satisfaction of the Application.

Fig. 6 shows the result of the survey carried out with 50
people on how satisfactory they found using the application,
assigning them ratings such as: very satisfied, satisfied, fair,
bad; getting a positive result as shown:

• 15% of people who are very satisfied.

• 75% of people who were satisfied with the application.

• The 10% that seemed regular to the application.

• A negative 0%.

Fig. 7 shows the results of question number 2 in which
the respondent was asked whether the experience of riding a
bicycle using the application improved. The results were the
following:

• 50% answered what is experience improved

• 30% responded that their experience was fair.

• 15% answered that they only improved a little more
than usual.

• 5% answered that nothing improved.

Fig. 8 shows the results of question number 3 in which the
respondent was asked, How does he familiarize himself with
the application? The results were the following:
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Fig. 7. Show the Results of Question 2.

Fig. 8. Show the Results of Question 3.

• 60% define the application as very friendly and use.

• 40% defines the application friendly and use.

• The 0% defines how it is not very friendly and use of
the application.

• 0% defines as not friendly and use of the application

Fig. 9. Show the Results of Question 4.

Fig. 9 shows the results of question number 4 in which
the respondent was asked, how do you define the application?

Having 5 alternatives in an ascending way, they could define it
as very good, good, fair, bad and very bad.The results obtained
reflect the effort of the work team to achieve the final objective
and the results were the following:

• 60% answered defined it as very good

• 30% defines the application as good.

• The 10% defines the application as regular.

• 0% defines it as bad.

• 0% defines it as very bad.

Fig. 10. Show the Results of Question 5.

In Fig. 10 shows the results of question number 5 in
which the respondent was asked yes Would you recommend
the application? The results were the following:

• 100% answered that they would recommend the appli-
cation, which are very positive results for the project.

• 0% answered negatively.

B. About the Methodology

There are many alternatives to carry out research work
which allows us to carry out large-scale projects. Scrum is a
great and very significant alternative since it allows modifying
in any part of the iterations without giving us complications,
with reference to the [8] that use the Android operating system,
surely the project in the future can be implemented to other
mobile operating systems since it should not be limited to it.

As a work team we support the author [10], as it is an
innovation system for society, in addition, it must be treated
with the legal norms established by the executive as well as
local and regional governments, who are responsible for its
jurisdiction at the territorial level.

C. Prototype

For the creation of the prototype, the tool called Photoshop
has been used, since being a graphic tool it allows to resemble
the closest thing to reality. These prototypes were made
according to the requirements of the system to be used as
shown in the following figures.
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However, there are tools such as: PropApp, Marvel,
Proto.io, Fluid, Balsamiq that also serve to make prototypes
for mobile applications that could be implemented in the
future [21], however Photoshop was chosen since it was an
easily mastered tool , but the possibilities of the other tools
are not ruled out since they also provide facilities for the
developer who has greater command or in which he feels more
comfortable working [22].

Fig. 11. Shows the Design of the Prototype of User Story No. 2.

Fig. 11 shows the design of the prototype of User Story
No. 2, where the user when entering the application will show
him this interface. Within this interface, the user will log in
and thus will be able to authenticate their entry with their
username and password, taking them to the main interface.
If you are entering for the first time, you have the option of
registering (CKEKIN IN), clicking this button takes you to
another interface of the application.

Fig. 12 shows the design of the prototype of User History
No. 1 where the new user registers for the first and only time,
he will have to enter his personal data such as name, surname,
email, password, address, cell phone. This record is validated
with a message to your entered email or to the entered cell
phone.

Fig. 13 shows the design of the prototype of User History
No. 3 where the application allows through geolocation to
show the user his exact location where he is, displaying it
on the map.

Fig. 14 shows the design of the prototype of User History
No.5, in this interface the application allows to search for an
address entered by the user, through geolocation it will show
the predetermined route so that the user can go to the place
where they want move.

Fig. 15 shows the design of the prototype of User Story
No.12 where the user has a menu of options in a drop-
down located in the upper left part of the application such
as configuration, create routes, see their trips, log out.

Fig. 12. Shows the Design of the Prototype of User Story No. 1.

Fig. 13. Shows the Design of the Prototype of User Story No. 3.

Fig. 16 shows the design of the prototype of User History
No.13 where the application shows the user the option to create
their own route, it also allows them to save the route so that at
another time they can access it and also allows them to share
it with others users.

V. CONCLUSION

It is concluded that regarding the development of the
mobile application, it shows all the functional requirements
of the system, in addition to complying with the iterations
that were proposed by the developers in the initial meeting
of the research framework. The Scrum methodology allowed
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Fig. 14. Shows the Design of the Prototype of User Story No. 5.

Fig. 15. Shows the Design of the Prototype of User Story No.12.

us to work with deliverables for each sprint, making quality
prototypes for their development.

In its entirety in the survey carried out, people state that
they would recommend the use of the application; that is to
say that there is a satisfaction in the use they make of it. Some
limitations were found, such as the little culture of the citizens
for the use of bicycles on the routes; as well as the little support
from the authorities to give priority to this issue.

Fig. 16. Shows the Design of the Prototype of User Story No.13.

VI. FUTURE WORK

For future work, it is recommended to use this research
work and implement new ideas such as the development of
the application implementation for the different platforms and
operating systems that exist in the Peruvian market, you can
also implement the application to use it at the level national
and not only in a sector limited to its use, this work will help
a lot for the next investigations to be developed.The use of
bicycles contributed to the citizens, since using bicycles allows
to reduce pollution and stress, which would be the subject of
another study in the future.
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Abstract—We describe and analyze the basic algorithms for
the self-organization of a swarm of robots in coordinated motion
as a flock of agents as a strategy for the solution of multi-agent
tasks. This analysis allows us to postulate a simulation framework
for such systems based on the behavioral rules that characterize
the dynamics of these systems. The problem is approached from
the perspective of autonomous navigation in an unknown but
restricted and locally observable environment. The simulation
framework allows defining individually the characteristics of the
basic behaviors identified as fundamental to show a flocking
behavior, as well as the specific characteristics of the naviga-
tion environment. It also allows the incorporation of different
path planning approaches to enable the system to navigate the
environment for different strategies, both geometric and reactive.
The basic behaviors modeled include safe wandering, following,
aggregation, dispersion, and homing, which interact to generate
flocking behavior, i.e., the swarm aggregates, reach a stable
formation and move in an organized fashion toward the target
point. The framework concept follows the principle of constrained
target tracking, which allows the problem to be solved similarly
as a small robot with limited computation would solve it. It is
shown that the algorithm and the framework that implements
it are robust to the defined constraints and manage to generate
the flocking behavior while accomplishing the navigation task.
These results provide key guidelines for the implementation of
these algorithms on real platforms.

Keywords—Flocking; formation control; motion planning;
multi-robot system; obstacle avoidance; swarm

I. INTRODUCTION

A field of great interest in robotics poses the solution of
problems not with a high-performance robot but with a group
of robots, simpler in structure, but which can interact to behave
as a single system [1], [2]. These systems are known as multi-
agent, and seek to exploit the ability of biological systems such
as flocks of birds [3], [4], schools of fish [5], [6], ants [7],
[8] or aggregations of bacteria to solve complex tasks together
[9], [10]. However, the control of these types of systems raises
problems of high complexity given the characteristics of these
dynamics. These are systems with self-organization capacity,
which results as an emergent consequence of the system from
basic behaviors of each of the agents [11]. The design of
these basic behavioral rules that should generate the emergent
behavior of the system is difficult. In addition, the robots, as
a single system, must perform some task.

The flocking behavior presents interesting characteristics
that make it of high interest for the design of artificial systems,
particularly in problems of localization, search and rescue.
This type of behavior has been observed in birds, is similar

to schooling fish and swarming insects, and is characterized
by a joint movement of the group without central coordina-
tion [12], [13]. The first basic rules of this dynamic were
established in 1987 as alignment, cohesion, and separation
[14]. Subsequently, in 2003, a mathematical model of the
1987 Reynolds rules was proposed taking advantage of the
geometrical strategies and the theory of Artificial Potential
Fields (APF) [15], [16]. In these works, it was demonstrated
how potentials in the environment are not only able to guide
the navigation of the robots to the target point, but also to
form a homogeneous flock along with the navigation task [17].
It has been observed in different applications that much of
the success of this dynamics lies in the local communication
scheme between agents, which determines the ability to self-
organize within the system [18], [19].

The dynamics of a flock of birds corresponds to that of
randomized search algorithms [20]. These algorithms rely on
a large number of agents distributed in the search space,
which at the same time identify local information, maintain
communication with their neighbors to jointly identify the most
optimal solution option. In the case of the flock of agents,
this solution corresponds to the region of the environment
with the characteristics most similar to those defined in the
search problem. These characteristics of the dynamics are what
make it suitable for solving complex navigation problems,
particularly in unknown and dynamic environments.

The complexity in the design of these systems lies in the
fact that they can produce a system that is unable to solve
the task either because the number of robots is too high or
too low, if the local signal being tracked is too strong for
the population size, or if the navigation environment is too
complex [21]. These types of problems can drive the system
to local minima, or impede the performance of the task. The
motion planning of each robot within the system is linked
to the structure of the system and the local information it can
detect from the environment [22], [23]. Part of the information
from the environment is transmitted to each robot from the
movement of the system, which makes it robust to continuous
changes of dynamics in the environment, but also dependent
on the characteristics of the environment and the system for
the success of the task. In this sense, the proper design of
both the system and the behavioral policies of the agents is
fundamental, particularly if we are looking for a system made
up of agents with modest computational resources [24].

This research focuses on the development of multi-agent
navigation strategies in this type of environment, guided by the
identification of regions of interest in the environment [25].
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These strategies must be following the task to be solved, so
parameters such as system size, the distance between agents,
the scope of the communication system, and characteristics of
the basic behaviors must be different in each case [26]. Some
assumptions are also made to simplify the model, but without
moving it functionally away from the real prototypes. Among
the initial assumptions, it is proposed to work with a single
robotic platform (uniform system) with perfect displacement
capabilities, constant values of the parameters throughout the
development of the task, and discrete behavior of the agents
in the sense that each action is triggered by a certain stimulus
[27]. The objective is to achieve preliminary results that allow
evaluating the success of the strategy and its possible imple-
mentation in real robots. Possible tasks in real applications
include tracking pollution sources (static, dynamic, and multi-
focal), intruder detection, or wildlife tracking.

One of the first developments in software tools to replicate
the behavior of robot swarms was the one developed by Craig
Reynolds to demonstrate the performance of his basic rules for
flocking behavior in this type of multi-agent systems [14]. A
later evolution by the same author was the OpenSteer project,
a framework for implementing autonomous agent motions and
behaviors [28]. These tools were originally intended for video
game development, yet robotics has benefited from their use in
demonstrating behavioral algorithms on them. The advantage
(and disadvantage) in the use of this type of tool is the
need for prior knowledge about the dynamics of multi-agent
systems, a simulator for video games does not require such
information, while a simulator dedicated to robotics requires
it while allowing great versatility in the implementation of
algorithms.

Perhaps the best-known robotic simulation tool is Player
Project [29]. It is an open-source software specifically devel-
oped for robotics that allows a large number of controls and
sensors to be incorporated into a client/server network inter-
face. The results of these simulations can be visualized in the
two-dimensional module Stage or the three-dimensional viewer
Gazebo. Unfortunately, the last update of the project was
made at the end of 2010. Still, Gazebo evolved independently,
and today it is a dedicated high-performance simulation tool.
Another project developed for robotics is Robot Virtual Worlds
or RVW [30], which, although oriented more for robotics
education purposes, under specific conditions can function as
a simulation platform with its programming language. Other
platforms worth mentioning include the CoppeliaSim project
[31], and Webots from Cyberbotics Ltd [32], active projects,
programmable in different languages, with a commercial focus.

We present the problem formulation in Section II. Here
we give special attention to the basic behaviors that generate a
flocking structure, and to the simplified representation assumed
for the navigation problem. Section III presents the methodol-
ogy followed for the construction of the framework, detailing
not only the algorithm used but also the characteristics of its
implementation. Section IV shows the results achieved in tests
for controlled laboratory conditions, under which it is possible
to perform experimental validation, and finally, the conclusions
are presented in Section V.

II. PROBLEM STATEMENT

The flocking behaviors emerge in a multi-agent system as a
consequence of a combination of basic or primitive behaviors
executed independently by each of the agents. Among these
primitive behaviors, five of them can be selected as the basis
for the flocking structure [33]:

• Safe wandering: In the design of path planning solu-
tions it is fundamental to guarantee the safe wandering
of the robot along with the environment, this includes
reducing collisions with other agents as well as with
the obstacles and limits of the environment [34].

• Following: Robots must be able to establish their
motion strategy from the motion of nearby robots.
In the case of flock-based navigation strategies, each
agent must identify neighboring agents, calculate its
distance to them, and define its forward direction and
speed to reduce interference in the system’s motion
[4].

• Aggregation: While agents must follow the movement
of their neighbors, flocking behavior also requires that
agents can dynamically assemble during navigation
while maintaining a safe distance between them [35].

• Dispersion: Like aggregation, dispersion (self-
localization of each robot in the system) turns out to
be an important quality in autonomous coordination
schemes, and is fundamental to the structure of the
system throughout task development [36].

• Homing: This behavior allows each agent to move to
the given target as part of the system task using sensed
information in the environment [37].

That is, in a flock, each agent wants to stay close to the
other agents (which it can detect), to do its best not to collide
with them, and to move simultaneously towards the desired
location. These behaviors make it possible to define a robust
and well-organized flock. The objective of this research is
to demonstrate that these basic behaviors allow generating a
flocking behavior for an artificial system from fixed rules. This
demonstration is done by simulation in a framework developed
in Python for a system composed of TurtleBot 3 Burger robots
from ROBOTIS. The goal is to scale the primitive behaviors
to a large population of these agents.

Consequently, the problem is defined from the activation
of n holonomic robots with known physical dimensions (not
points) in an environment W unknown to the robots but
partially observable from their sensors, and which is defined in
a connected and compact two-dimensional plane

(
W ⊂ R2

)
.

From this definition, it follows that all the constraints to which
the TurtleBot 3 robotic platform can be subjected are integrable
in positional constraints of the form:

f (q1, q2, q3, · · · , qn; t) = 0 (1)

where the variables qi corresponds to the coordinates of
the system.

Any typical environment W to be modeled by the frame-
work contains in its interior a set of obstacles called O
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that consists of regions inaccessible to the robot within W ,
where each of these regions is characterized by a closed and
connected boundary. Therefore, the set O is also considered
connected, finite, and piecewise analytic. An additional char-
acteristic of each of the obstacles in O is that they are disjoint
pairs of each other, so they do not share common points. The
boundaries of W , denoted by ∂W , constrain the movement of
the robots within the environment. In addition, the boundaries
of the obstacles are also part of ∂W . The free space through
which the robots can navigate is denoted by E and is defined
as W −O.

Each of these robots (Fig. 1), according to its mechanical
design, can be represented in the two-dimensional environment
by a dish with a radius of 0.105 m (with center at the LiDAR
sensor position) and an obstacle detection range (field of view
of the LiDAR sensor) of 360 degrees with a range of 3.5 m.
Other parameters derived from its design include a maximum
forward speed of 0.22 m/s, and an acceptable range to define
that it has reached a certain point in the environment of ±0.5
m.

These robots have no explicit communication among them-
selves, only the ability to locate themselves and define their
relative position concerning their neighbors (a basic type of
local communication). The simulation framework assumes that
the robots’ sensing capability is perfect, that they are capable
of perfect omnidirectional motion, and that they all follow the
same navigation rules to define the path in W (Fig. 2).

III. METHODS

The framework was developed in Python 3.7.12, with
support for Numpy 1.19.5, Scipy 1.4.1, and Matplotlib 3.2.2.
The tool allows simulating the movement of robots in the envi-
ronment at a scaled relative speed, and the result is compressed
into a video file. This is achieved with the Matplotlib animation
library, included in the Matplotlib 1.1 version, which enables to
obtain a visual demonstration of the behavior from the features
programmed in the navigation algorithm. The base class of the
animation tool is matplotlib.animation.Animation,
on which the animation functionality is built. The interfaces
of this tool are TimedAnimation and FuncAnimation,
the latter is the one used in our framework. More details
are provided below. From Numpy we use the linear alge-
bra library numpy.linalg.norm to calculate the norms
of the n-dimensional vectors. From Scipy we use the li-
braries scipy.spatial.distance.pdist to calculate
the distances between points in the n-dimensional space, and
scipy.spatial.distance.squareform that takes the
previous results to form a square matrix of distances.

The first part of the code defines the global variables of
the framework, which correspond mostly to user-configurable
parameters according to the conditions of the problem to be
simulated (Fig. 3 and Fig. 4). These variables include the
population size of the system (how many robots will conform
to the multi-agent system), the size of each of the robots
(two-dimensional circular shape is assumed), the sensing range
of the 360-degree distance sensors, the distance programmed
in each robot to initiate the avoidance policy, the maximum
speed, distance from the target to consider that the robot
reached its destination, interval between simulation steps in

Fig. 1. TurtleBot 3 Burger Robot from ROBOTIS

simulation time, the initial position of the robot swarm, and
dimensions of the simulation environment (the shape is always
assumed to be two-dimensional rectangular, complex shapes in
the environment can be achieved later with the definition of
the obstacles O).

The second section of the code defines the navigation
strategy to be followed by the robot swarm, i.e. how it will
move in W to find the target area. In this part, we have
facilitated the incorporation of several common algorithms,
from the explicit definition of the route using navigation
coordinates to the incorporation of geometric strategies such as
Potential Field algorithm, Dijkstra, and A*, and even reactive
strategies based on local sensing. Also in this section, the
location of the target region is defined.

The third part of the initial configuration corresponds
to the definition of the obstacles O. These are drawn on
the environment using the matplotlib.patches library,
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Fig. 2. Navigation Environment Defined in the Framework. The Definition
of W , the Free Space E, the Obstacles, and the Swarm of Robots are

Detailed

which corresponds to 2D objects defined by coordinates inside
W . The coordinates are captured graphically with the help of
a mouse pointer and converted to closed polygons that finally
define E. It is also possible to define the coordinates of a
rectangle, an option that is more versatile when looking for
an analysis of sensitivity to the position of the obstacles. By
default all obstacles in O are drawn in blue, to differentiate
them from other elements of the simulation (agents are set in
red and W boundaries in black).

With this information, we proceed to generate the ini-
tial position and velocity matrices of the system agents. In
both cases, the values are generated randomly within the
defined ranges. The initial state of the system is defined by
scaling the environment and the robots for its visualization
(the robots are represented as red-colored circles of propor-
tional size to the environment). The figure is created with
matplotlib.pyplot.figure, and all robots, obstacles,
information labels, and a grid are added to facilitate position
analysis. This configuration corresponds to the initial state of
the system.

To perform the simulation the first thing to do is to initialize
the robot speed arrangements. The speed of each robot can be
kept constant at a percentage of the maximum value, or set
to random in the same range. This is handled internally with
a multiplier on the maximum speed between 0 and 1. This
matrix is updated according to the motion policies applied to
each robot. Animations in Matplotlib consist of three elements,
an init() function that returns the background of each ani-
mation frame, an update() function that returns the figures
that should appear in each background frame, and the code
in charge of acquiring the animation object. In our case, the

Fig. 3. Pseudocode Detailing the Framework Structure

function init() loads the obstacles defined for the environ-
ment, and the function update() updates the position matrix
from the previous matrix, the velocity matrix, and the result of
the movement policies. The animation.FuncAnimation
function takes as arguments the init() function, as well as
the number of frames per iteration, the total animation interval,
and some smoothing and updates instructions.

Each of the basic behaviors was implemented separately
in functions that compute the velocity vector for each of the
robots (each basis function for the entire system, from zero
to n). The function for aggregation checks the readings from
the distance sensors of each robot and adjusts the velocity
vectors so that the robot moves towards its nearest neighbors.
Distances to nearby robots are used to define the relative
location of each robot in the environment, as well as its move-
ment strategy [4]. A function is also implemented to establish
attractors in the environment from the local readings, and the
navigation strategy used. These attractors allow defining the
velocity vector of each robot as if it were following a specific
route. To avoid collisions, a function is defined that verifies the
fulfillment of minimum distances between robots, obstacles,
and environment limits, forcing the movement in a random
direction when it detects a possible collision condition. These
basic behaviors are combined to create more complex flocking
behaviors. For example, the aggregation function and the
attractor function combine to produce the following behavior
and combined with the collision function they form a safe
wandering behavior. Thus by combining homing, aggregation,
and avoidance, the desired flocking behavior is achieved. In
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Fig. 4. Algorithm Flowchart

these combinations of basic behaviors, the effect of each is
weighted to allow for a greater impact of one on the other,
in most cases small homing versus high avoidance values and
moderate aggregation produces the best flocking behavior.

IV. RESULTS AND DISCUSSION

We have performed several tests with the framework for
different conditions of the environment, the system, and the
navigation strategy. The results shown below were performed
for the TurtleBot 3 Burger robot, the platform on which
we analyzed the flocking behavior. The characteristics of the
environment (rectangular 10 m × 10 m, with three fixed
obstacles) and the navigation strategy (reactive from intensity
landmarks in the environment) were also kept constant. The
varied parameters were population size and initial position of
the system, with the intention not only to observe the self-
organization in flocks but also to determine the performance
of the system for a given navigation task concerning the
population size. The system initialization parameters for these
tests were as follows:

• Number of agents: between 5 and 100

• Agent size: circular with 0.105 m radius.

• Sensing range: 3.5 m

• Avoidance distance: 0.5 m

• Final distance to target: 0.5 m

• Simulation timestep: 0.01 s

• Starting position: Random in E

• Environment size: 10 m × 10 m

The navigation strategy forces the flock of robots to nav-
igate the environment in a clockwise direction towards the
lower right region of the environment. We evaluated the time
it takes for the system to navigate to this region for different
population sizes, from a flock of five agents to a system with
100 agents. Fig. 5 shows the capture of four such simulations,
each with a different population size (20, 30, 40, and 50
agents). The starting point is randomly generated in E using a
computer time-dependent variable seed. In the simulations, it
is observed how the system self-organizes according to the
basic behaviors, and after reaching equilibrium, it starts to
move along the route without altering the formation, only in
the event of encountering an obstacle, in which case the agent
avoids it, and returns to the formation. A small animation of
20 s with these four cases can be seen in the following link:

https://youtu.be/R09mFqAb -c

Fig. 5. Screenshots Corresponding to Four Simulations with Different
Population Sizes Performing the Same Task. (a) 20 Agents, (b) 30 Agents,

(c) 40 Agents, and (d) 50 Agents

The strength of the tool is observed when evaluating
the performance of this type of system in the development
of tasks, which is much more complex in implementations
on real prototypes. To evaluate this, the above configuration
was followed to assess the impact of population size on the
total time required for task development. Since the navigation
strategy relies on local readings, which may vary depending on
the system agent detecting the landmarks, and according to the
initial position of the system, statistical analysis with multiple
simulations for multiple population sizes is needed to analyze
the impact problem. Following the conditions of the previous
simulations, the exercise was repeated for different population
sizes: 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 agents. For
each population size, 100 simulations were performed (1100
simulations in total) and the times in seconds that each case
required were recorded. In the simulations, a 100% success rate
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was obtained (in all cases the system reached the target region),
but in some cases, the time required was an outlier (excessively
long), which was also experimented with in real tests. The
results are shown in Fig. 6, which shows a basic statistical
analysis with median values by population size, quartiles, and
excluded outliers.

Fig. 6. Box and Whisker Plot of the Times for the Development of the Task
for Different Population Sizes. Median, Quartiles, and Outliers are Detailed

The results show that beyond the fact that the system can
perform the task, there is a relationship between the time
required and the population size, for the particular working
conditions (type of robot, size of the environment, and con-
figuration of O) [25]. This relationship can be represented by
a mathematical function, which could be useful for system
sizing. This same exercise can be repeated with another set of
obstacles, a different size environment, different speeds of the
robots, or even some dynamic conditions making the obstacles
change their position every so often. The framework allows to
analysis and generalizes the behaviors of this kind of system,
in a fast, economic and reliable way. These results can then be
contrasted and scaled according to laboratory tests with some
real robots.

V. CONCLUSION

In this paper, we propose a new simulation framework to
replicate the flocking behavior of a swarm of robots, as a
strategy for the efficient and safe evaluation of the performance
of this type of system. The control scheme is designed based on
the basic behaviors identified in the literature as fundamental
for a flocking system: safe wandering, following, aggregation,
dispersion, and homing. Each of these basic behaviors is
replicated from each agent’s sensor data, and weighted in
conjunction with the navigation strategy to form the speed
vector. We identify the weighted value of each basic behavior
while allowing it to be adjusted according to the simulation
needs. The framework also allows modeling different types
of environments and robots, but the tests and calibrations
were performed with the TurtleBot 3 Burger platform from
Robotis. With this platform, the performance was tuned for a
pair of agents, which was scaled to allow evaluating tens and

hundreds of agents. In this sense, our framework allows us to
adjust specific parameters such as robot size, sensing capacity,
and maximum speed. The simulation performs an animation
of the system using Python’s Matplotlib library, which is
exported to video. In this animation, the obstacles are placed
in the background, while the agents are dynamically updated
in the foreground. The code allows to implementation of a
wide range of navigation strategies, both geometric from the
global characteristics of the environment, as well as reactive
navigation strategies based on local readings. The tool was
verified for a simple navigation task, evaluating both the self-
organizing capability of the system and the impact of system
features on task performance. Future research on this tool
includes the incorporation of other robotic platforms of the
research group.
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Abstract—The prevailing trend of the seamless digital collec-
tion has prompted privacy concerns to the organization. In enforc-
ing the automation of privacy policies and laws, access control has
been one of the most devoted subjects. Despite the recent advances
in access control frameworks and models, there are still issues that
hinder the implementation of successful access control. This paper
illustrates the problem of the previous model which typically
preserves data without explicitly considering the protection of
sensitive attributes. This paper also highlights the drawback
of the previous works which provides inaccurate calculation to
specify user’s trustworthiness. Therefore, a trust-based access
control (TBAC) model is proposed to protect sensitive attributes.
A quantification method that provides accurate calculation of
the two user properties is also proposed, namely: seniority and
behaviour to specify user’s trustworthiness. Experiment have
been conducted to compare the proposed quantification method
and the previous quantification methods. The result shows that
the proposed quantification method is stricter and accurate in
specifying user’s trustworthiness as compared to the previous
works. Therefore, based on the result, this study resolves the
issue of specifying the user’s trustworthiness. This study also
indicates that the issue of protecting sensitive attributes has been
resolved.

Keywords—Access control; trust-based access control; quantifi-
cation method; sensitive attributes; privacy; privacy protection

I. INTRODUCTION

Nowadays, information technology is growing exponen-
tially, with an increasing number of hardware and software
designed to make it easier for people to do their everyday work.
This technology helps people to preserve their data privacy by
using a wide variety of applications. Data can be collected,
stored, and used for personal use or for work purposes.
By using information technology, people can exchange data
with the same interested party without any constraint of the
boundary.

Data privacy is rapidly becoming one of the most crucial
concerns in data management. People or customer is now more
conscious about how their data are being protected by the
organization. This awareness has been more highlighted when
sharing and collecting data become seamless and prevalent by
the omnipresence of Internet connection. In general, the orga-
nization collected, stored, and used customers’ data for various
purposes, and according to the Federal Trade Commission,

U.S, 97 percent of websites were collected at least one type
of identifying information such as name, e-mail address, or
postal address of customers [1]. This could lead to misuse of
customer data and less control over their privacy information.
It may create privacy violations and fear to the customer [2].
Thus, data privacy should be protected in such a way that only
authorized users can access the data. To protect data privacy,
a relevant mechanism needs to be introduced by the company
to build a solid trust with customers. The mechanism should
be equipped with minimum requirements of reasonable access
for privacy and security as stipulated in the Health Insurance
Portability and Accountability Act (HIPAA, 1996).

There are several ways to protect data, but access control is
the most common approach. It prohibits unauthorized access to
the system resources as permitted by the policy [3], [4], [5],
[6], [7], [8], [9], [10]. Trust-Based Access Control (TBAC)
model is a popular access control paradigm that is influenced
by an essential feature of human life that is trust. A user that
is highly trusted would be given access to more resources
as a part of this principle. However, trust is inconsistent in
adapting to changing circumstances [11], [12]. Therefore, it is
crucial to formulate an efficient access control model capable
of capturing the complex essence of the scenario.

This paper addresses the issues of preserving sensitive
attributes and determining the trustworthiness of the user.
The previous TBAC models [13], [14], [15], which generally
protect data without specifically focusing on protecting sen-
sitive attributes, are outlined in this paper. Data is sensitive
in nature, but sensitive attributes must be kept safe [16]. In
general, data is categorized into three categories of attributes:
de-identified, quasi identifier, and sensitive [17]. De-identified
are the obvious identifying records that need to be hidden,
such as the social security number. On the other hand, quasi
identifier is a non-key attribute that has to be generalized
before being published, such as race, age, and zip code, and
finally, sensitive attributes are confidential data that belongs
to a consumer privately, such as medical status and wages.
According to the definitions of the three attributes, sensitive
attributes require extremely restricted access in the system,
with only trusted users permitted access to this attribute. In the
previous models [13], [14], [15], trusted user, i.e., senior role,
were granted more data access than the untrusted user, i.e.,
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junior roles. However, these previous models did not mention
which data could be accessed or not by trusted and untrusted
users. This may lead the administrator to simply select any
categories of data to be permitted or prohibited access by each
trust level of the user. In this case, by not knowing which
categories of data that is sensitive, the administrator may have
the risk to disclose sensitive attributes to the untrusted user.
Therefore, an access control model based on trust needs to be
proposed to protect sensitive attributes.

Next, to access the resources, certain user properties need
to be quantified to specify the user’s trustworthiness whether
the user is trusted or not to access it. Existing TBAC models
[13], [14], [15] have been proposed to permit access to the
resources of the system and introduce quantification meth-
ods by quantifying certain user properties to specify user’s
trustworthiness. If authorized user achieves highly trusted
based on the calculation of user properties, they are permitted
to access the data. However, these previous works provide
an inaccurate assessment to specify a user’s trustworthiness,
which may cause the user who is still untrusted to become
a trusted user. Therefore, an accurate quantification method
needs to be proposed to calculate user properties to specify the
user’s trustworthiness. The measurement of the user properties
with the detailed elements is also proposed to understand the
process of calculation to specify the user’s trustworthiness.

In summary, the main contributions of this paper are as
follows:

1) An access control model based on trust is proposed
to protect sensitive attributes.

2) A quantification method to calculate user properties
to accurately specify user’s trustworthiness is pro-
posed.

3) A comprehensive set of calculations of user properties
is proposed to understand the calculation process to
specify the user’s trustworthiness.

The rest of this paper is organized as follows: Section
2 provides the related works, while the user properties are
discussed in Section 3. In Section 4, the proposed TBAC model
framework is presented, while the calculation of user properties
is described in Section 5. The proposed quantification method
process is presented in Section 6, while the methodology is
described in Section 7. The findings of this paper are explained
in Section 8, and finally, Section 9 concludes the work.

II. LITERATURE REVIEW

In this section, the TBAC models which are closely related
to the proposed model are discussed.

In the previous work, a trust-based RBAC model for
pervasive computing systems has been proposed. Users’ trust-
worthiness is evaluated by using the user properties, namely:
experience and recommendation before they are assigned to
roles or functions, i.e., senior role. The role is associated with
trust. If the user achieves the minimum requirement of trust
level set by an organization, the user can be assigned to that
specific role and permitted to access the resources. A class of
TBAC models with a very formal semantic that is expressed in
a graph theory has been developed [13]. However, this previous

model does not provide in detail how to quantify the user
properties to determine the user’s trustworthiness.

Previous work also proposes a privacy protection model
to integrate trust management into access control [14]. The
trust value of each requester is evaluated based on histories
and recommendations. This model also includes purposes,
obligations, and conditions that meet the requirements of
modern cooperation, regulations, and privacy laws. However,
this approach also does not include a thorough measurement
of histories and recommendations to specify the user’s trust-
worthiness to access the data.

The issue highlighted in the previous study [15] is the
unreliability of the delegatee can cause disclosure of the
delegator’s privacy. Therefore, a multi-level delegation model
with trust management has been proposed where delegation
trustworthiness is organized in three levels: low, medium, and
high. The more trustworthy the delegatee is, the more sensitive
the delegation task able to be accessed by the delegatee. High
denotes the person that has a higher level of trust. The low
level of trust denotes the person that is less trusted, and
finally, the medium level is the intermediate state. In this study,
the evaluation of trust is based on the two interpretations of
trust. First, the trust is based on the individual history and
behaviour, called reliability trust, while the next interpretation
is to capture trust by predicting trust trends in the forthcoming
future, called future trust. However, this approach offers a
general estimate of histories and recommendations to specify
the user’s trustworthiness.

A novel trust-based access control model in the cloud
environment has been proposed to authorize the user and select
the most trusted resources for the user [18]. The user trust
value is evaluated based on the user behaviour parameter, and
the resource trust value is evaluated based on the Service
Level Agreement (SLA) parameter or the quality of service
provided to the users. This model is compared with the existing
Quality of Service (QOS) model and shows that the model
performs better than the QoS model. However, the user trust
value applied in the previous work is different as compared to
the proposed work.

TrustRBAC is proposed based on trust and traditional
role-based access model for single and multi-domain cloud
environments [19]. The model calculates the direct trust and
recommendation trust with security policies for both domains.
The result shows that the TrustRBAC model effectively pro-
tects cloud users and secures its platform, thus achieving
both the security and efficiency of the trust model. However,
TrustRBAC model calculates using different properties as
compared to the proposed model due to both works proposed
in different environments.

A TBAC model is proposed with a comprehensive policy to
specify the user’s trustworthiness to access sensitive attributes
and two properties are used to specify it, namely: seniority and
behaviour [20]. Based on the calculation of both properties, if
an authorized user achieves a higher level of trust (senior-
with-trust), they can access sensitive attributes, otherwise,
they are permitted to access data without sensitive attributes.
However, this paper does not provide any test and validate the
quantification method to specify the user’s trustworthiness.

Finally, an access control model based on trust is pro-
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posed for accessing data via cloud [21]. The level of user
trustworthiness is classified into three levels: full, partial, and
no view. The user who is trusted and semi-trusted is permitted
to access a full and partial view of data, while the user who is
untrusted is denied accessing data or no view. However, this
paper does not provided any information on the calculation of
user’s trustworthiness.

All these works propose different approaches to protect
the privacy of individuals by measuring different properties to
specify the user’s trustworthiness. The objective of this study
is to preserve the sensitive attributes by using an access control
model based on trust, and a quantification method is applied
that provides an accurate measurement of the user properties
to specify the user’s trustworthiness. With this aim, this paper
extends the previous works [13], [14], [15] by introducing an
access control model based on trust that explicitly protects
sensitive attributes, and in order to protect it, the user is
calculated by using the quantification method to accurately
specify the user’s trustworthiness.

III. USER PROPERTIES

In the TBAC model, certain user properties are required
to determine the user’s trust to access the resources. In the
previous works [13], [14], [15], quantification methods have
been introduced by calculating certain user properties to spec-
ify the user’s trustworthiness to access the resources. However,
the previous quantification methods have the limitation that
provides an inaccurate formula to specify a user’s trustwor-
thiness that may cause the unauthorized user to become a
trusted user to access the resources. In this study, due to
the limitation of the previous works, a quantification method
is proposed which provides the accurate calculation of the
user properties, namely, seniority and behaviour to specify
the user’s trustworthiness. The discussion on seniority and
behaviour is in the following sections.

A. Seniority

Seniority refers to the level of rank or position earned by a
user or staff, which higher rank owns more priority compared
to low. Based on previous works [13], [14], [15], experience
or history is used to specify seniority which refers to the set
of events or number of user activities that had occurred in the
past within a certain period in which the user or trustee was
involved and that the trustee has a recollection about. Examples
of user activities include seminars, workshops, courses, and
publications. However, this study is not only referring to the
activities involved by the user, but the evidence that is relevant
to calculate the seniority is also considered, for example,
years in service, as this evidence is stated under the staffing
policy [22]. Therefore, the evidence which is referred to the
activities and relevant evidence is used to specify the seniority
in this study. Seniority can be set in the role status attribute
at the user’s personal details. Two levels of user seniority are
involved, junior (less trust) and senior (highly trust).

B. Behaviour

Behaviour refers to the user attitude or characteristic shown
during their substantive service. Recommendation or trusted

third-parties who have the knowledge about the user perfor-
mance in service can be assigned by the administrator to eval-
uate the user behaviour [13]. In this study, the recommendation
is set in the role trust attribute at the user’s personal details.
Three levels of user behaviour are involved in the proposed
quantification method, mistrust (junior), trust (senior), and
uncertainty (senior performing negative behaviour).

C. User’s Trustworthiness and Access to the Resources

This section discusses the influence of user’s trustworthi-
ness in accessing the data especially sensitive attributes in the
proposed model. If a user’s seniority is assigned as a junior, the
proposed work will automatically assign behaviour as mistrust.
This is due to a junior referring to new staff, and mistrust
refers to the staff that cannot be trusted. In this case, a user is
still not achieving the minimum requirement of the seniority
and behaviour set in the proposed quantification method. It
denotes that a user is untrusted and is only permitted to access
data without sensitive attributes. Next, a user also can be
assigned the seniority as a senior, and behaviour is uncertainty.
Previously, a user is assigned as senior with trust, but due to the
user performing negative activities, for example, committing
fraud, ignorance of obligation, and dishonest behaviour, un-
fortunately, an administrator has the right to change manually
a user behaviour from trust to uncertainty. In this situation, a
user has achieved a minimum requirement set in the proposed
quantification method to become a senior, but the behaviour is
set as uncertainty, which refers to a punishment for the user
who performs wrongdoing. Therefore, a user is not permitted
to access the sensitive attributes. Administrators, in this case,
are the people at the top management level that are highly
trusted to protect users’ and customers’ privacy. Finally, if user
seniority is senior and behaviour is trust, a user is considered as
a trusted user, and permitted to access the sensitive attributes.
The influence of seniority and behaviour levels to authorize
access to sensitive attributes is as shown in Fig. 1.

Fig. 1. User’s Trustworthiness and Access to Sensitive Attributes

In this section, a proposed trust-based access control model
is discussed. In general, to develop an access control model,
three concepts are needed, access control model, policy, and
mechanism [23], [10]. These three concepts are discussed in
the proposed TBAC model framework as shown in Fig. 2.

The three main modules are discussed below.

1) Module 1: Access Control Policy
An access control policy is one of the concepts that
need to be considered to implement access control.
This policy is designed by organizations that are
normally specific to their own use and may not
be appropriate for other organizations [24]. In the
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Fig. 2. The Proposed Trust-Based Access Control Model Framework

proposed model, access control policy issues are not
part of the investigation.

2) Module 2: Data Warehouse
In this module, there are two databases involved in
managing the proposed model, namely, the admin and
customer database. These two databases are explained
as follows:

a) Admin database
Admin database is used to collect the user
data. In this database, the user personal de-
tails table is applied to store the user data.
There are many particulars that can be col-
lected from the user, but the user properties
applied in the proposed model are the role
status (user seniority) and role trust (user
behaviour) attributes. These properties need
to be identified before accessing sensitive
attributes.

b) Customer database
Customer database store, maintain, and col-
lect data from the customer. This database
relates to the proposed model to permit au-
thorized and trusted users only to access
the customer data, particularly sensitive at-
tributes.

3) Module 3: Access Control Mechanism
In access control, the data are protected by using
two levels of access control mechanism, namely, user
authentication and data authorization [25], [26], [27].
Normally, in the authentication stage, the user is
authenticated based on username and password [28],
[29]. However, due to privacy concerns by many
parties, i.e., organization and customer, the expansion
in terms of validating certain of the user properties
must be considered to guarantee the correct user

accesses the right data. As a result, the proposed
model employs trust to authenticate the user to permit
access to sensitive attributes.
In the next stage, the data are filtered based on
certain user properties. If the user is trusted, sensitive
attributes are rewarded to them, otherwise, the user is
permitted to access data without sensitive attributes.

CALCULATION OF USER PROPERTIES

In order to specify the user’s trustworthiness, a quantifi-
cation method is required to quantify the user properties. In
this section, the proposed quantification method is discussed
to calculate the seniority and behaviour to specify the level
of user’s trustworthiness. The process of quantifying the se-
niority and behaviour in the proposed quantification method is
described in the following sections.

D. Quantifying Seniority

In the proposed quantification method, the evidence is
introduced to specify the user seniority. This evidence is stored
in the user role history (URH) database and calculated by
using the concept of weighing evidence [28] as shown in
Fig. 3. The previous work [28] has suggested using weighing
evidence to calculate the evidence that gives effect to the user’s
trustworthiness, however, the previous work has limitations to
describe what is the user property used to be specified by
the evidence. In this study, the weighing evidence is applied
to calculate the evidence to specify the user seniority either
senior or junior. The score of the evidence is stored in the
URH database. The quantification of the evidence by using
weighing evidence is discussed in the next section.

1) Weighing Evidence: In this study, weighing evidence
is a method or decision process to quantify the evidence to
specify the user seniority whether the user is senior or junior.
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Fig. 3. Weighing Evidence

To quantify the evidence, the administrator needs to identify
how many categories of evidence are to be set to calcu-
late the seniority. However, the organization can determine
the evidence as the different organization performs different
evidence. For example, five categories of evidence are used
to calculate the user Alice’s seniority, i.e., years in service,
seminars, workshops, courses, and publications. The value of
calculating each category of evidence is between [0, 1] and
the sum of this calculation is 1 [13]. In order to quantify the
five categories of evidence, an administrator needs to decide
the calculation on how to obtain the scores in each category.
For example, the score of years in service can be based on
how long a user works in an organization, e.g., a user obtains
0.1 mark for one year in service, and if a user has ten or more
years in service, it means that the user obtains 1 mark or a full
mark for years in the service category. The minimum required
weight needs to be set by the administrator to specify whether
the user is qualified to be a senior or not.

Let s denote the evidence and s needs to be calculated. The
total sum of s is calculated as (s1 + . . .+ sn). Then, the total
sum of s is divided by a total number of evidence to obtain
the result of user seniority us. The result is in the range of [0,
1].

Hence, the administrator a must decide the minimum
required weight of us. If the result of us is more than the
required weight set by a, user u is assigned as a senior.

Assume the minimum required weight set by the adminis-
trator is 0.4. The calculation of user Alice’s seniority is as
follows: 1) Years in service = 0.5, 2) Seminars = 0.4, 3)
Workshops = 0.6, 4) Courses = 0.3, 5) Publications = 0.7

The result of user Alice

If seniority ≥ 0.4
Result = senior

else
Result = junior

(0.5 + 0.4 + 0.6 + 0.3 + 0.7) / 5 = 0.5
Result = senior

Based on the result, the user Alice’s overall score is 0.5.
This means that she is qualified as a senior.

E. Quantifying Behaviour

In this study, ten user behaviour categories are proposed
to specify the user behaviour either trust or mistrust. Nine
behaviour categories are proposed by Bruhn [30], and one
category, self-discipline is proposed in this work as illustrated

in Fig. 4. Self-discipline is included in this study as it is one
of the user behaviour which is not included in the previous
work [30], and it can be regarded as conscientiousness which
implies a desire to do a task well and to take obligations
to others seriously [31]. The justification for employing nine
user behaviour categories in the proposed work is because
they are based on a concept from prior work [30], and these
categories were not undertaken in the computer domain. These
categories are also used in the proposed work because the
dataset collected and utilized in this model also uses the same
categories. Subsequently, the reason for using self-discipline in
the proposed work is because this category has been included
in the dataset acquired from the Head of Studies Centers
(HSCs). Therefore, these ten user behaviour categories are
applied and quantified in the proposed quantification method
to determine the user behaviour. The score of the ten user
behaviour categories is stored in the recommendation database.

Fig. 4. User Behaviour Categories

The value of each category is between [0, 1] and the sum
of these categories is 1 [13]. As mentioned earlier, the rec-
ommendation is applied in the previous works [13], [14], [15]
to evaluate user behaviour. In this study, the recommendation
is also used to evaluate the ten user behaviour categories. For
example, if the mark of self-discipline is 0.1, the user obtains
the lowest score, and if the score is 1 means the user obtains the
highest score in that category. The minimum required weight
needs to be set by the administrator to specify whether the
user is qualified as trusted or mistrusted.

Let b denote the behaviour category and ten b needs to be
quantified. The total sum of b is (b1 + . . . + b10). Then, the
total sum of b is divided by ten to obtain the result of a user
behaviour ub. The result is in the range of [0, 1]. The ub is
calculated as in Equation 1.

ub =
1

10

10∑
i=1

bi (1)

Hence, the administrator a must decide the minimum
required weight of ub. If the result of ub is more than the
required weight set by a, user u is assigned as trust.
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For example, assume the minimum required weight set by
the administrator is 0.4. The user Alice’s scores of behaviour
is calculated as follows: 1) Open, participative, accept respon-
sibility = 0.5, 2) Highly productive = 0.5, 3) Loyal to the
organization = 0.5, 4) Not defensive = 0.5, 5) Cooperation,
work teams = 0.5, 6) High job satisfaction = 0.5, 7) Problem-
solving attitude = 0.5, 8) Involvement in decision-making =
0.5, 9) Sense of pride in work = 0.5, 10) Self-discipline = 0.5
The result of user Alice

if behaviour ≥ 0.4
Result = trust

else
Result = mistrust

(0.5 + 0.5 + 0.5 + 0.5 + 0.5 + 0.5 + 0.5 +
0.5 + 0.5 + 0.5) / 10 = 0.5
Result = trust

As a result, Alice’s overall score is 0.5 and entitled as trust.
In the previous work [32], the level of trust is introduced to
identify the level of user’s trustworthiness. However, each of
the values is not set with the trust range, but the trust range
is introduced in the notion of Vidyalakshmi et al. (2013).
Therefore, in this proposed quantification method, the level
of trust is introduced based on a combination of the previous
works [32], [33] to identify the user level of trust, and this
level of trust is as shown in Table I. This table indicates that
the overall score of user Alice’s behaviour is in Level 3, which
is average.

TABLE I. LEVEL OF TRUST

Value Meaning Explanation Trust Range
Level 0 Distrust Completely Untrustworthy 0
Level 1 Ignorance Cannot decide 0.1-0.19
Level 2 Minimal Lowest trust 0.2-0.39
Level 3 Average Mean trustworthiness 0.4-0.59
Level 4 Good Trusted by major population 0.6-0.79
Level 5 Fully trust Fully trustworthy 0.8-1

As mentioned earlier, three levels of user behaviour are
proposed in this study, trust, mistrust, and uncertainty. Based
on the quantification of user behaviour, only two levels of
user behaviour are involved, trust and mistrust. As explained
earlier, uncertainty is changed manually from the trust by an
administrator. Previously, the user is set as a senior-with-trust,
and as the user is performing negative activities, the user is set
as a senior-with-uncertainty. Therefore, the user is not allowed
to access sensitive attributes.

F. Computation of Trustworthiness

In this study, the user’s seniority and behaviour are quan-
tified to determine the level of user’s trustworthiness. If the
calculation of seniority attains the minimum required weight
set by the administrator, but the calculation of behaviour
does not achieve minimum requirement or vice versa, the
user is not assigned as senior-with-trust. In this case, both
properties should achieve the minimum requirement set by
the administrator to become a trusted user, or else the user
is still set as a junior-with-mistrust. For example, based on the
previous sections (refer Section III - D1 & E), the user Alice’s
trustworthiness needs to be specified. The result of the user

that is trusted is set as 1, while the untrusted user is stated
as 0. The calculation to specify Alice’s trustworthiness is as
follows:

The result of user Alice

if (Seniority ≥ 0.4) & (Behaviour ≥
0.4)

Result = 1
else

Result = 0

(Seniority = 0.5) & (Behaviour = 0.5)
Result = 1

As a result, both properties of user Alice has achieved
the minimum requirement and she has qualified to become
a trusted user. Based on the result, Alice is allowed to access
sensitive attributes in the proposed model. In the next section,
the function and process in the proposed quantification method
to specify the user’s trustworthiness are discussed.

IV. PROPOSED QUANTIFICATION METHOD

In this section, the framework of the proposed quantifica-
tion method is designed to discuss each function and process.
The framework is composed of two main modules, and it is
shown in Fig. 5. The two main modules are as follows:

1) Data Warehouse
2) Request and Calculation

Fig. 5. The Proposed Quantification Method Framework

Now, the two main modules are discussed.

1) Data Warehouse
This module refers to the three databases, user role
history (URH), recommendation, and admin database.
These databases are used to collect different types of
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data. The explanation of these three databases is as
follows:

a) User role history (URH) database
In the previous works [14], [15], [13], the
URH database is applied to store the score
of activities. In the proposed quantification
method, the score of evidence is stored in
the same database to quantify the evidence
to specify the user seniority whether the user
is senior or junior. If a user requested to be
a trusted user, the score of a user’s evidence
is calculated in the trust calculator to specify
the user seniority. After specifying the user
seniority, the result is stored in the admin
database.

b) Recommendation database
In the previous works [14], [13], a recom-
mendation database is introduced to store
the score of user’s behaviour. This score is
supplied by the recommendation or evalu-
ator who knows the user. In the proposed
quantification method, the recommendation
database is also used to store the score of
the user behaviour based on the ten user
behaviour categories to specify whether the
user is trusted or mistrusted. If a user requests
to become a trusted user, the score of ten user
behaviour categories is calculated in the trust
calculator to specify the user behaviour. The
result is stored in the admin database after
specifying the user behaviour.

c) Admin database
After the user seniority and behaviour are
quantified, the result is stated in this database
at the user personal details table. The user
personal details table includes the user in-
formation and some of the attributes are
assigned for user authentication. In the pro-
posed quantification method, role status and
role trust attributes are used to state the
result based on the quantification of the user
seniority and behaviour. The role status at-
tribute is used to state the user’s seniority
whether the user is junior or senior, while
the role trust attribute is used to state the
result of user behaviour either trust, mistrust,
or uncertainty. Based on both attributes, the
results can be used in the proposed model
to identify user’s trustworthiness to access
sensitive attributes.

2) Request and Calculation
In this module, the request to calculate user’s trust-
worthiness and calculation of the user properties is
discussed as follows:

a) User: Refers to new staff or a user who
requested to become a trusted user. A new
user is set as a junior-with-mistrust or un-
trusted user and requested to be set as a
senior-with-trust or trusted user. A user needs
to request from the system to quantify user
properties to specify the user’s trustworthi-

ness. The quantification procedure will then
be carried out automatically. A senior-with-
uncertainty user can also be requested to be
set as a senior-with-trust where the proposed
work will re-evaluate user behaviour by re-
calculating the ten user behaviour categories
to specify whether the user is trusted or
maintained to uncertainty. However, if the
user performs wrongdoing, the administra-
tor is responsible for manually changing
user trust from senior-with-trust to senior-
with-uncertainty. The proposed quantification
method obtains the score of user evidence at
the URH database to calculate the user se-
niority, while the score of ten user behaviour
categories is taken from the recommenda-
tion database to calculate the user behaviour.
Based on the calculation of both properties,
the result is stored in the admin database.

b) Trust calculator: In this process, the user
seniority and behaviour are quantified to
specify the user’s trustworthiness. If the re-
sult of user seniority is senior, but the user
behaviour is mistrust, or the user seniority
is junior, but the user behaviour is trust, the
user is still considered as an untrusted user.
The user is considered trusted if the user is
set as a senior-with-trust.

V. METHODOLOGY

The proposed quantification method needs to be developed
to test whether it can be used to specify or not a user’s trust-
worthiness by quantifying the user properties, seniority, and
behaviour. Both properties are quantified by using a dataset.
Next, the proposed quantification method needs to be validated
by comparing the calculation of the user properties to specify
the user’s trustworthiness with the previous quantification
methods [13], [14], [15]. The proposed quantification method
shows the calculation of the user seniority and behaviour, while
the previous quantification methods present the quantification
of the user history | experience and recommendation. The
dataset is explained in the following section.

A. Dataset

To test the proposed quantification method, the dataset
is required to calculate the user seniority and behaviour to
specify the user’s trustworthiness. This study uses a dataset that
contains staff data that refer to their performance assessment,
and the data need to be prepared every year-end. This dataset
is applied in this study due to containing the data of user
seniority and behaviour to evaluate the lecturer’s performance.
It is acquired from the Head of Studies Centers (HSCs) at
Universiti Teknologi MARA, Sarawak who are responsible
to assess the performance of the lecturer under the HSC’s
responsibility.

In this study, 48 original user data (refer to Appendix)
are collected from the HSCs. The data are then expanded as
synthetic data to show the variety of results from the differ-
ent numbers of user data. The function of random between
(RANDBETWEEN) is applied to increase the amount of data

www.ijacsa.thesai.org 701 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

until 500 users. Then, this study shows the pattern of the
proposed quantification method results between the original
and synthetic data. Next, the proposed quantification method is
compared with the previous works [13], [14], [15] to highlight
the differences of results between the proposed work and the
previous works.

B. Proposed Quantification Method

This section discusses the proposed quantification method
in quantifying the user seniority and behaviour to specify the
user’s trustworthiness. To show the result of user’s trustwor-
thiness, four tests are conducted where the first test used 48
original data, while, the following three tests [7], [34] are
conducted by using synthetic data with a different number
of users, i.e, 100, 300, and 500 to understand the pattern
of the result between the original and synthetic data in the
proposed and previous works. The calculation results of both
user properties to quantify user’s trustworthiness are discussed
in the following sections.

1) Test on Quantification of Seniority: In this study, to test
the quantification of user seniority, the result is in the range
of [0, 1]. Since the total score of activities in the dataset is
set as 10 marks, therefore it needs to be calculated as follows:
(score of user’s seniority / 10). The minimum requirement to
be a senior is set at 0.8 marks based on the pattern that the
majority of the users attain that minimum score. To calculate
the user seniority, the score of User 3 as shown in Table II
is used as an example. It shows that User 3 has reached the
minimum requirement and qualified as a senior.

TABLE II. LEVEL OF USERS’ SENIORITY

No. Name Activity / Contribution Total Rolestatus

1 User 1 8 0.8 senior
2 User 2 9 0.9 senior
3 User 3 8 0.8 senior
4 User 4 6 0.6 junior
5 User 5 7 0.7 junior
6 User 6 8 0.8 senior
7 User 7 8 0.8 senior
8 User 8 8 0.8 senior
9 User 9 8 0.8 senior
10 User 10 9 0.9 senior

As mentioned earlier, four tests are conducted to obtain the
results of the quantification of users’ seniority in the proposed
work. These results of the four tests are applied to specify the
user’s trustworthiness in the following section. The results are
as shown in Table III.

2) Test on Quantification of Behaviour: To test the quan-
tification of user behaviour, the result is set in the range of [0,
1]. The total score of each category is set as 10 marks. This
study has ten categories of user behaviour, therefore, the total

TABLE III. RESULT OF THE USERS’ SENIORITY

Test Senior Junior Total
1
2
3
4

36
54
138
229

12
46
162
271

48
100
300
500

score of all categories is set as 100 marks. The calculation of
the user behaviour is set as follows: (sum of all categories /
100). The minimum requirement to attain a level of trust is
set at 0.8 marks due to the majority of users attaining that
minimum score. The score of User 3 as shown in Table IV is
applied as an example to calculate the user behaviour. It shows
that User 3 has accomplished the minimum requirement where
the score is 0.9. Based on Table I, User 3 is in level 5 means
the user is fully trusted.

Four tests are conducted to quantify the user behaviour in
the proposed work. These tests are utilized to specify the user’s
trustworthiness in the next section. The results of the four tests
are shown in Table V.

3) Result of User’s Trustworthiness: In the previous sec-
tions (refer Section V - B1 & B2), four tests are conducted to
calculate the users’ seniority and behaviour and the results
of both properties have been specified. Then, this section
enlightens how to specify the users’ trustworthiness. The result
of the user that is trusted is set as 1, while the untrusted user
is stated as 0. The result of users’ trustworthiness is shown in
Table VI. For example, in Table VI, the score of User 3 are
as follows:

The result of User 3
if (Seniority ≥ 0.8) & (Behaviour ≥ 0.8)

Result = 1
else

Result = 0

(Seniority = 0.8) & (Behaviour = 0.9)
Result = 1

As a result, both properties of User 3 have achieved the
minimum requirement and are qualified to become trusted user.
Based on the result, User 3 is allowed to access sensitive
attributes in the proposed model.

Based on the four tests to specify the users’ seniority
and behaviour, the results are utilized to specify the user’s
trustworthiness in the proposed quantification method. The
result of the four tests to specify the users’ trustworthiness
are as shown in Table VII.

Next, the discussion is on the calculation of the previous
quantification methods [13], [14], [15], and later validate the
proposed quantification method by comparing the result of the
calculation with the previous quantification methods.

C. Existing Quantification Methods

The calculation of the previous quantification methods is
as shown in Table VIII. By using the same score of both
properties as in the proposed quantification method, then the
combination of both properties in the previous quantification
methods is calculated as follows: (Experience + Recommen-
dation) / 2. The result of the user that is trusted is set as 1,
while the untrusted user is stated as 0. For example, in Table
VIII, the score of User 3 are as follows:

The result of User 3

if (Average [Experience | History +
Recommendation] 0.8)

Result = 1
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TABLE IV. QUANTIFICATION AND LEVEL OF USERS’ BEHAVIOUR

No Name open productive loyalty not defensive cooperation job
satisfaction

problem
solver

decision
maker

sense of
pride discipline Total Activity Total

1 User 1 9 9 9 9 9 9 9 9 9 9 0.9 8 0.8
2 User 2 9 9 9 9 9 9 9 9 9 9 0.9 9 0.9
3 User 3 9 9 9 9 9 9 9 8 9 9 0.9 8 0.8
4 User 4 8 8 8 8 9 8 9 8 8 9 0.8 6 0.6
5 User 5 8 8 9 9 8 9 9 8 9 9 0.9 7 0.7
6 User 6 9 8 9 9 9 9 9 8 9 9 0.9 8 0.8
7 User 7 9 8 9 9 8 9 9 8 9 9 0.9 8 0.8
8 User 8 9 8 9 9 9 9 9 8 9 9 0.9 8 0.8
9 User 9 8 8 9 9 8 8 9 8 9 9 0.9 8 0.8
10 User 10 9 9 9 9 9 9 9 8 9 9 0.9 9 0.9

TABLE V. RESULT OF THE USERS’ BEHAVIOUR

Test Trust Mistrust Total
1
2
3
4

46
79
207
343

2
21
93
157

48
100
300
500

TABLE VI. RESULT OF USERS’ TRUSTWORTHINESS

No Name TOTAL rolestatus TOTAL roletrust RESULT
1 User 1 0.8 senior 0.9 trust 1
2 User 2 0.9 senior 0.9 trust 1
3 User 3 0.8 senior 0.9 trust 1
4 User 4 0.6 junior 0.8 trust 0
5 User 5 0.7 junior 0.9 trust 0
6 User 6 0.8 senior 0.9 trust 1
7 User 7 0.8 senior 0.9 trust 1
8 User 8 0.8 senior 0.9 trust 1
9 User 9 0.8 senior 0.9 trust 1
10 User 10 0.9 senior 0.9 trust 1

else
Result = 0

(0.8 + 0.9) / 2 = 0.9
Result = 1

Based on the result of User 3 in the previous quantification
methods, by merging the score of both properties, the user has
achieved the minimum requirement to become a trusted user.

Similar to the proposed quantification methods, the four
tests are conducted to determine user’s trustworthiness in the
previous quantification methods. These results are used to
compare with the proposed quantification method in the next
section. The results of the four tests are shown in Table IX.

VI. FINDINGS

In this section, the proposed quantification method needs
to be validated by comparing the calculation with the previous
methods. Table X shows the comparison of the result between

TABLE VII. RESULT OF THE USERS’ TRUSTWORTHINESS IN THE
PROPOSED QUANTIFICATION METHOD

Test Trusted User Untrusted User Total
1
2
3
4

36
45
101
166

12
55
199
334

48
100
300
500

TABLE VIII. RESULT OF USERS’ TRUSTWORTHINESS DATA FOR THE
PREVIOUS QUANTIFICATION METHODS

No Name Experience / history / Recommendation / TOTAL RESULT
seniority behaviour

1 User 1 0.8 0.9 0.9 1
2 User 2 0.9 0.9 0.9 1
3 User 3 0.8 0.9 0.9 1
4 User 4 0.6 0.8 0.7 0
5 User 5 0.7 0.9 0.8 1
6 User 6 0.8 0.9 0.8 1
7 User 7 0.8 0.9 0.8 1
8 User 8 0.8 0.9 0.8 1
9 User 9 0.8 0.9 0.8 1
10 User 10 0.9 0.9 0.9 1

TABLE IX. RESULT OF THE USERS’ TRUSTWORTHINESS IN THE
EXISTING QUANTIFICATION METHODS

Test Trusted User Untrusted User Total
1
2
3
4

40
66
171
298

8
44
129
202

48
100
300
500

the proposed and previous quantification methods [13], [14],
[15]. Based on the results of the previous examples (refer
Section V - B3 & C), User 3 in the proposed quantification
method and previous quantification methods achieve the same
result which is 1 or qualified as a trusted user. In this case,
there is no difference between both methods because both of
them achieve the same results, even the calculation of both
methods is different. However, the result of User 5 is different
as compared to User 3. The discussion on User 5 are as
follows:

Result in the Previous Quantification Methods:

if (Average [Experience | History +
Recommendation] ≥ 0.8)

Result = 1
else

Result = 0

(0.7 + 0.9) / 2 = 0.8
Result = 1

Result in the Proposed Quantification Method:

if (Seniority ≥ 0.8) & (Behaviour ≥
0.8)

Result = 1
else
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Result = 0

(Seniority = 0.7) & (Behaviour = 0.9)
Result = 0

Based on the results of User 5, both methods show different
results where the previous quantification methods achieve the
minimum requirement to become a trusted user, while the
proposed work shows the result is 0 or untrusted user. In the
previous quantification methods, by combining the amount of
both properties, User 5 achieves the minimum requirement to
become a trusted user even the user seniority is still a junior.
However, in the proposed quantification method, the rule is
both user properties must achieve the minimum requirement,
but unfortunately, User 5 in the proposed work does not
achieve the minimum requirement of seniority to become
a senior. Therefore, the result of User 5 is the untrusted
user. These comparisons show the calculation in the proposed
quantification method is stricter and accurate as compared to
the previous quantification methods to be a trusted user.

In order to validate the proposed work, the results of
the four tests of specifying the users’ trustworthiness in the
proposed work and previous works need to be compared.
Based on Tables VII and IX, the results in Test 1 show the
previous works and proposed work have many trusted users as
compared to untrusted users. However, previous works have
more trusted users, which are 40 people or 83.3% than the
proposed work is only 36 people or 75%.

In Test 2, the result of a trusted user in the previous works
and proposed work is different as compared to Test 1. The
previous works show 66 people or 66% are trusted users, while
the proposed work shows untrusted users are more than trusted
users where trusted users recorded as only 45 people out of
100 or 45%. Although the percentage of the trusted users in the
previous works declined as compared to Test 1, the previous
works maintain records as a higher number of trusted users
than the proposed work.

Test 3 also shows the same trend where the number of
trusted users in the previous works and proposed work which
are 171 people or 57% and 101 people or 33.7% decreasing as
compared to Test 1 and Test 2. However, the previous works
show the same pattern with more trusted users as compared to
the proposed work.

Finally, in Test 4, the previous quantification methods show
298 users or 59.6% with an increase in the number of trusted
users as compared to Test 3, while the proposed quantification
method shows the same trend of decreasing number of trusted
users that is only 166 users or 33.2%. However, Test 4 also
shows the same trend with the proposed quantification method
obtaining a smaller number of trusted users as compared to
previous works.

To compare the pattern of the trusted user in Test 1 (original
data) and three tests by using synthetic data, the results show
the same pattern which the number of trusted users in the
original and synthetic data is smaller in the proposed work
as compared to the previous works. The reason for a smaller
number of trusted users in the proposed work is because
the proposed work provides strict rules which to ensure both
properties achieve a minimum requirement to be a trusted user.

The rule in the proposed work is accurate as compared to
previous works because the proposed work ensures only the
user who achieves the minimum requirement of both properties
is qualified as a trusted user. As compared to the previous
works, both properties are combined without considering both
properties have achieved the minimum requirements or not.
If achieves the minimum requirement, the user is entitled
as a trusted user. Therefore, this comparison shows that the
proposed quantification method is stricter and accurate in
specifying user’s trustworthiness as compared to the previous
works.

The proposed method’s strict rule achieves the notion of
privacy by restricting data access to only authorized users [35],
[36]. Even while previous work restricted access to authorized
users in this scenario, the technique is insufficient to properly
identify trusted users as compared to the proposed method,
which allowed only trusted users to access sensitive attributes.
Therefore, a strict rule is required in the proposed method to
produce an accurate result.

In this study, there are three differences between the
proposed quantification method and previous quantification
methods [13], [14], [15].

1) Previous works applied the quantification methods to
quantify certain properties to specify the user’s trust-
worthiness to access data. While the proposed work
uses a comprehensive set of quantification method
which use the user seniority and behaviour to specify
the user’s trustworthiness, and later in the proposed
access control model, the user’s trustworthiness can
only be identified to access sensitive attributes.

2) Previous works have a limitation which provides
inaccurate calculation to quantify the user proper-
ties. However, this study proposes the quantification
method with stricter and accurate calculations to
specify the user’s trustworthiness.

3) The score of experience and recommendation [13]
and history and recommendation [14], [15] have
been calculated and merged to specify the user’s
trustworthiness. However, the proposed work does
not combine the score of seniority and behaviour
to specify the user’s trustworthiness. Therefore, the
proposed work provides better calculation because
the proposed work has to make sure both properties
achieve a minimum requirement to become a trusted
user.

VII. CONCLUSION

In this paper, a TBAC model has been proposed to protect
sensitive attributes. A quantification method also has been
proposed by providing accurate measurement of the two user
properties, namely: seniority and behaviour to specify the
user’s trustworthiness. A detailed measurement of user prop-
erties is also proposed to understand the process of specifying
the user’s trustworthiness. Test and validation of the proposed
quantification method have been conducted to prove that it can
be used to specify the user’s trustworthiness and compare it
with the previous quantification methods. The result shows that
the proposed quantification method is stricter and accurate in
specifying user’s trustworthiness as compared to the previous
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TABLE X. RESULT OF THE PROPOSED AND PREVIOUS QUANTIFICATION METHODS

No Name
Experience
/ History
/ Seniority

Rolestatus Recommendation
/ Behaviour Roletrust RESULT -

Proposed Method
TOTAL -
Previous Methods

RESULT -
Previous Methods

1 User 1 0.8 senior 0.9 trust 1 0.9 1
2 User 2 0.9 senior 0.9 trust 1 0.9 1
3 User 3 0.8 senior 0.9 trust 1 0.9 1
4 User 4 0.6 junior 0.8 trust 0 0.7 0
5 User 5 0.7 junior 0.9 trust 0 0.8 1
6 User 6 0.8 senior 0.9 trust 1 0.8 1
7 User 7 0.8 senior 0.9 trust 1 0.8 1
8 User 8 0.8 senior 0.9 trust 1 0.8 1
9 User 9 0.8 senior 0.9 trust 1 0.8 1
10 User 10 0.9 senior 0.9 trust 1 0.9 1

works. Based on the result, the issue of the previous works
[13], [14], [15] have limitation which provides inaccurate
calculation to specify user’s trustworthiness has been solved.
The issue of the previous access control models based on trust
which focuses on generally protecting data without considering
specifically protecting sensitive attributes also has been solved.

In future work, further development needs to be considered.
First, many different types of access control models are em-
ployed to preserve privacy, such as blockchain-based access
control [37], cloud-based access control [38], provenance-
based access control model [39], and situation-based access
control [40]. Therefore, this is an opportunity for researcher
to develop alternative access control models to address the
challenge of keeping privacy, particularly sensitive attributes.
Next, the suggested quantification method may be adapted to
specify authorized users or subjects to access resources in
another environment, such as blockchain or cloud.
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No Name open productive loyalty not defensive cooperation job
satisfaction

problem
solver

decision
maker

sense of
pride discipline Total Activity Total

1 User 1 9 9 9 9 9 9 9 9 9 9 0.9 8 0.8
2 User 2 9 9 9 9 9 9 9 9 9 9 0.9 9 0.9
3 User 3 9 9 9 9 9 9 9 8 9 9 0.9 8 0.8
4 User 4 8 8 8 8 9 8 9 8 8 9 0.8 6 0.6
5 User 5 8 8 9 9 8 9 9 8 9 9 0.9 7 0.7
6 User 6 9 8 9 9 9 9 9 8 9 9 0.9 8 0.8
7 User 7 9 8 9 9 8 9 9 8 9 9 0.9 8 0.8
8 User 8 9 8 9 9 9 9 9 8 9 9 0.9 8 0.8
9 User 9 8 8 9 9 8 8 9 8 9 9 0.9 8 0.8
10 User 10 9 9 9 9 9 9 9 8 9 9 0.9 9 0.9
11 User 11 8 8 9 9 9 8 9 8 9 9 0.9 6 0.6
12 User 12 9 9 9 9 9 9 9 8 9 9 0.9 8 0.8
13 User 13 7 6 8 9 6 8 8 6 8 9 0.8 5 0.5
14 User 14 8 8 9 9 8 8 9 8 9 9 0.9 6 0.6
15 User 15 8 8 9 9 9 9 9 8 9 9 0.9 8 0.8
16 User 16 8 8 9 9 9 9 9 8 9 9 0.9 9 0.9
17 User 17 8 8 9 9 9 9 9 8 9 9 0.9 8 0.8
18 User 18 8 8 9 9 9 9 9 8 9 9 0.9 8 0.8
19 User 19 8 8 9 9 8 8 9 8 8 9 0.8 6 0.6
20 User 20 8 8 9 9 9 8 9 8 9 9 0.9 8 0.8
21 User 21 8 6 9 8 6 8 8 6 8 9 0.8 6 0.6
22 User 22 7 6 8 9 6 8 7 6 8 9 0.7 5 0.5
23 User 23 6 6 8 9 6 8 7 6 8 9 0.7 4 0.4
24 User 24 10 7 10 10 8 10 7 7 10 9 0.9 8 0.8
25 User 25 9 7 10 10 8 9 8 8 9 10 0.9 8 0.8
26 User 26 10 8 9 10 9 9 8 9 9 10 0.9 8 0.8
27 User 27 10 9 10 10 9 10 7 8 10 10 0.9 8 0.8
28 User 28 10 9 10 10 9 9 8 8 10 10 0.9 8 0.8
29 User 29 10 7 10 10 8 9 7 7 9 10 0.9 8 0.8
30 User 30 10 7 10 10 8 9 8 8 9 10 0.9 8 0.8
31 User 31 9 7 9 10 8 9 7 8 9 10 0.9 8 0.8
32 User 32 10 7 10 10 8 9 8 8 9 10 0.9 8 0.8
33 User 33 8 7 9 10 7 8 7 7 8 10 0.8 7 0.7
34 User 34 9 7 10 10 9 10 8 9 10 10 0.9 8 0.8
35 User 35 9 9 10 10 8 10 9 8 10 10 0.9 8 0.8
36 User 36 9 7 10 10 7 10 9 9 10 10 0.9 9 0.9
37 User 37 9 7 9 10 8 9 9 8 9 10 0.9 9 0.9
38 User 38 9 7 10 10 9 9 9 8 9 10 0.9 9 0.9
39 User 39 9 7 10 10 8 9 8 8 9 10 0.9 8 0.8
40 User 40 9 7 10 10 9 10 8 8 10 10 0.9 9 0.9
41 User 41 10 7 10 10 9 9 7 7 9 10 0.9 8 0.8
42 User 42 9 7 9 10 7 7 7 7 7 10 0.8 7 0.7
43 User 43 9 7 9 10 7 7 7 7 7 10 0.8 7 0.7
44 User 44 9 7 9 10 8 9 8 8 9 10 0.9 8 0.8
45 User 45 9 7 10 10 8 9 8 8 9 10 0.9 8 0.8
46 User 46 9 7 10 10 9 10 9 9 9 10 0.9 8 0.8
47 User 47 9 7 8 10 8 9 8 8 9 10 0.9 8 0.8
48 User 48 9 7 7 10 7 7 8 7 7 10 0.8 10 1.0
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Abstract—Textual entailment is a relationship between two
text fragments, namely, text/premise and hypothesis. It has
applications in question answering systems, multi-document sum-
marization, information retrieval systems, and social network
analysis. In the era of the digital world, recognizing semantic
variability is important in understanding inferences in texts.
The texts are either in the form of sentences, posts, tweets, or
user experiences. Hence understanding inferences from customer
experiences helps companies in customer segmentation. The
availability of digital information is ever-growing with textual
data in almost all languages, including low resource languages.
This work deals with various machine learning approaches
applied to textual entailment recognition or natural language
inference for Malayalam, a South Indian low resource language. A
performance-based analysis using machine learning classification
techniques such as Logistic Regression, Decision Tree, Support
Vector Machine, Random Forest, AdaBoost, and Naive Bayes is
done for the MaNLI (Malayalam Natural Language Inference)
dataset. Different lexical and surface-level features are used for
this binary and multiclass classification. With the increasing size
of the dataset, there is a drop in the performance of feature-based
classification. A comparison of feature-based models with deep
learning approaches highlights this inference. The main focus
here is the feature-based analysis with 14 different features and
its comparison, essential to any NLP classification problem.

Keywords—Textual entailment; natural language inference;
Malayalam language; machine learning; deep learning

I. INTRODUCTION

Textual entailment (TE), also called natural language in-
ference (NLI) is a relationship between a pair of sentences.
It identifies the similarity between the sentences based on
their inferential semantic content. A text is said to entail
another sentence, called a hypothesis, if the hypothesis has
its semantic content derived from the text. In the same way,
the text contradicts the hypothesis if the semantic content of
the hypothetical sentence is just opposite to the text. Both
sentences remain neutral to each other if the hypothesis derives
zero information from the text.

A classical definition for entailment is that a text t entails
hypothesis h if h is true in every circumstance of a possible
world in which t is true. This definition is too strict in applying
to real-world applications. An applied definition says that text
t entails hypothesis h if human reading t infers that h is
most likely true. Mathematically computable definition for text
entailment is provided as hypothesis h is entailed by text t
if P(h is true |t) > P(h is true), where P(h is true |t) is the
Entailment Confidence [1].

Semantic variability in expressions is an essential factor in
any natural language processing application. NLI is also a nec-
essary sub-task for almost all NLP applications such as multi-
document summarization, question answering systems, infor-
mation extraction, information retrieval. In multi-document
summarization, the redundant sentences are identified using
entailments, and those sentences can be removed. The answer
to a question can be evaluated based on its entailment to
the reference answer in the question answering system. In
information extraction and retrieval systems, the text should
entail the extracted information.

Natural language inference also finds application in anal-
ysis of user tweets, posts and experiences in social networks,
where people share their thoughts, experiences in the form
of texts in various languages. These texts are useful to relate
between users by analysing inferences (entailment, contradic-
tion and neutral) between the texts. This helps in customer
segmentation, product analysis from the customer viewpoint
as well as in recommender systems.

As information is available in digital text form in almost all
languages, recognizing entailment is important for almost all
languages. Text entailment is recognized in various languages,
namely, English, French, Spanish, Italian, Japanese, Hindi,
Swahili, Urdu. Very few works are reported for the Malayalam
language.

In this work, we classify entailments for Malayalam, a
South-Asian language from the Dravidian family. Malayalam
is the language officially used and spoken in the state of Kerala.
This language has its origin from the Dravidian scripts of
Tamil. The language has various dialects, agglutinations, and
inflectional word forms used in different parts of the state. This
language also has very few resources in terms of datasets and
other language processing applications and falls in the class of
low resource languages.

The main contributions in this work includes:

1) The application of machine learning methods for
Malayalam language textual entailment recognition,
which is not attempted so far and also required for
current literature and future research in this area.

2) A comparison between machine learning and
deep learning approaches for Malayalam language
entailment recognition.
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3) The limitations of feature based methods with
increasing dataset size.

4) An inference that deep learning without explicit
feature-based engineering helped in more accurate
classification for datasets of larger size.

The rest of the article is organized as follows: Section II
describes the related literature in English and other languages.
Challenges and contributions in Malayalam language for en-
tailment is provided in Section III. Textual entailment for the
Malayalam language using feature set is detailed in Section
IV. The experimental evaluations are in Section V. Section VI
discuss the results and Section VII concludes the work.

II. RELATED WORK

Textual entailment has its inception in 2005 as PASCAL
(Pattern Analysis, Statistical Modelling, and Computational
Learning) challenge programme ’Recognizing Textual Entail-
ment (RTE)’ to develop systems that can recognize inferences
from text fragments across various applications like multi-
document summarization, information retrieval, information
extraction and question answering systems.

In 2008, PASCAL RTE became a track at the Text Analysis
Conference organized by NIST (National Institute of Standards
and Technology), which brought different NLP communities
to work on the textual entailment application scenarios. The
earliest approaches for determining textual entailment include
bag of words, logic-based reasoning, lexical entailment, ma-
chine learning methods, and graph matching [2].

The English language: The challenge started for the
English language, and all major works are implemented
in English language using RTE(Recognizing Textual En-
tailment), SNLI (Stanford Natural Language Inference) [3],
MNLI (Multi-genre Natural Language Inference) [4] and
XNLI (Cross-lingual Natural Language Inference) datasets.
Lexical and syntactic similarity based entailment classification
is done using rule-based similarity features such as unigram,
skip-gram, longest common subsequence, stemming, subject-
subject comparison, subject-verb, object-verb comparison [5].

RTE datasets were used to train and test these systems. En-
tailment recognition is also attempted by resolving anaphoras
in sentence pairs [6]. [7] does similarity metrics-based recog-
nition of entailments in the text, where features like cosine
similarity, unigram match, Jaccard similarity, dice similarity,
overlap, harmonic mean, and machine translation evaluation
metrics, namely BLEU and METEOR, are used for machine
learning. Following are the other approaches:

Bag of Words: In this approach, both text and hypothesis
are represented as a collection of words. Every word from
the hypothesis collection is compared with every word from
the text collection. If the match between T and H is more
than a preset threshold, then the sentence pair is classified
as entailment, else, not entailment. It ignores the word order,
syntax, and semantics of the sentences.

Lexical Entailment: Entailment is determined based on
lexical concepts. A hypothesis is valid if its lexical components
are true [1]. It is based on a probabilistic model and does not
consider syntax and semantics.

Machine Learning approaches: Linear classifiers, logistic
regression, support vector machines are classifiers used to train
and learn from a dataset of text hypothesis pairs. It is a feature-
based approach using similarity measures on words, stems,
POS tags, chunk tags, negation, length ratio, of best partial
match [8].

Graph based approaches: Text and hypothesis can be
represented as directed graphs (dependency graphs), nodes
representing words or phrases, and edges representing the
relation between nodes [9]. Entailment is determined in these
graphs using a matching cost based on vertex substitution and
path substitution.

Deep learning approaches: The entailment recognition
attempts in English from 2005 to 2015 are either rule-based
or feature-based machine learning approaches. With the in-
troduction of the SNLI dataset in 2015, a large dataset has
enabled deep techniques for sentence representation using
LSTM (Long Short Term Memory), CNN (Convolutional Neu-
ral Network) [10], BERT [11], and other transformer models
and classification through deep neural networks [12]. Textual
entailment is also used for fake news detection [13].

a) Datasets for Textual Entailment in English: The
current works are mainly carried out in datasets, namely, RTE,
SNLI, MNLI, and XNLI and in legal texts [14]. The collection
of RTE datasets with their specifications are mentioned in the
Table I.

TABLE I. RTE DATASETS [15]

Dataset size Specification
RTE1 1367 manually collected pairs
RTE2 800 more realistic examples
RTE3 800 more longer texts
RTE4 1000 3 way classification

(Entailment, Contradiction
and Unknown)

RTE5 600 unedited texts
RTE6 15955 221 hypothesis
RTE7 21420 longer texts.

Other NLI datasets are SNLI (Stanford Natural Language
Inference) dataset which is a collection of 570k English
sentence pairs collected using Amazon mechanical trunk [3],
and MNLI, Multi-Genre Natural Language Inference dataset is
a collection of 433k sentence pairs from multiple genres [4].

b) Other languages: Entailment recognition in
Japanese, Simplified Chinese, and Traditional Chinese
language is attempted with RITE (Recognizing Inference
in Texts) dataset [16], which has forward entailment,
reverse entailment, bidirectional entailment, contradiction,
independence as different classes for the Chinese sentence
pairs. Surface textual features, lexical-semantic feature,
syntactic feature, linguistic feature are used for classification
using an SVM model [17].

Italian dataset is used in EVALITA campaign 2009 to
recognize entailments in Italian text pairs [18]. Arabic dataset
for textual entailment is detailed in [19]. Traditional features
and distributed representations are used for recognizing textual
entailment in Arabic [20]. Cross-lingual natural language infer-
ence dataset (XNLI) derives its collection from MNLI dataset
and contains translated pairs in 15 languages, namely French,
Spanish, German, Greek, Bulgarian, Russian, Turkish, Arabic,
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Vietnamese, Thai, Chinese, Hindi, Swahili, and Urdu, out of
which Hindi, Swahili, and Urdu are Indian languages [21].
Textual entailment for Indo-Aryan languages like Hindi is im-
portant to the language community of Northern parts of India.
In this attempt we focus on Malayalam language from the
Dravidian family. The Dravidian languages are mostly spoken
in southern parts of India and has very minimal contributions
when considering inferences. Attempts to different families of
languages helps to gather significant contributions which are
specific to those languages or language family and generic to
all languages.

III. CHALLENGES AND CONTRIBUTIONS

The Malayalam language is a South Indian Dravidian
language, which has minimal works for textual entailment.
The automatic and manual translation of SNLI pairs with
linguistic corrections by experts forms the basis for the MaNLI
(Malayalam Natural Language Inference) dataset. Prior work
in Malayalam textual entailment reports the use of different
embedding techniques, namely, Doc2Vec (paragraph vector),
fastText, BERT(Bidirectional Encoder Representations from
Transformers) and LASER(Language Agnostic SEntence Rep-
resentations) for embedding sentence pairs for classification
through Densenet [22]. Another attempt use siamese networks
for binary classification of inference in texts [23]. The accuracy
measure in Table II shows that LASER embedding based
classification achieves the best results.

TABLE II. PERFORMANCE OF DIFFERENT EMBEDDING METHODS FOR
NLI IN MALAYALAM

Embedding method Binary Multiclass
Doc2Vec 0.58 0.49
fastText 0.68 0.52
BERT 0.66 0.5

LASER 0.77 0.64

A. MaNLI Dataset

The development of language resources for Malayalam is
in a progressing stage by different organizations and individ-
ual contributors. The Malayalam Natural Language Inference
dataset is a dataset developed for natural language inference in
the Malayalam language. It is created by manual and machine
translation of text hypothesis pairs from the SNLI (Standford
Natural Language Inference) dataset. Certain incorrect transla-
tions were corrected through manual efforts. Olam dictionary
[24] is also used to get common substitutes for the English
words. The details of the dataset are in Table III.

TABLE III. DATASET STATISTICS

MaNLI dataset
Total sentence pairs 12000

Entailment pairs 4026
Contradiction pairs 3963

Neutral pairs 4011
Unique words 16194

Avg. premise sentence length 9.17
Avg.hypothesis sentence length 5.04

The dataset is created because an adequately annotated
and linguistically correct entailment dataset is unavailable in

this language. Hence, the translation method with linguistic
corrections from language experts is adopted as one method
to produce this dataset. This method involves less time and
cost than creating an entirely new dataset that requires more
time and human involvement to create sentence pairs and
annotations.

The MaNLI dataset [22] [25] is a collection of 12K text-
hypothesis pairs classified into entailment, contradiction, and
neutral. Translations are done in such a way that the semantic
content is maintained the same. Hence the annotated class
labels are reused. It has been manually verified by linguists
from the Thunchath Ezhuthachan Malayalam University, Ker-
ala. The sentence length distribution for text and hypothesis
sentences from the corpus is shown in Fig. 1. The premise
sentences have word length between 5 and 15 whereas the
hypothesis word length varies between 5 and 10 for most cases.

Fig. 1. Sentence Length Distribution

IV. PROPOSED METHOD

Textual entailment or natural language inference in English
is attempted using machine learning and also deep learning
approaches. But feature based machine learning approaches
are not reported for the Malayalam language. In this work,
we aim to develop systems for the Malayalam language using
feature-based machine learning methods, which is essential
to understand any classification problem. Also, comparison
of feature-based models with deep learning methods became
more feasible and realistic.

The design of the proposed work is shown in Fig. 2. Input
pairs of text and hypothesis are preprocessed, and various
lexical, semantic, and set-based features are extracted. The
machine learning module classifies the text hypothesis pairs
based on the extracted features using ML algorithms, such as
Logistic regression, Support Vector Machine, Decision tree,
Random Forest, Multinomial Naive Bayes and Adaboost.

A. Preprocessing

The sentence pairs are split into tokens, and prefixes
and suffixes are removed in the preprocessing stage through
tokenization and stemming. Tokenization is the process by
which the words in the sentences are split into individual
units called tokens for processing. The splitting is done using
space as a separator. Stemming removes affixes from words.
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Fig. 2. Design of Textual Entailment Recognition System using Feature
based Machine Learning.

For example, the word ’flowers’ can have its stem word as
’flower’, removing the suffix ’s’. For the Malayalam language,
libindic stemmer [26] available online is used. It is a rule-based
stemmer using iterative suffix stripping to handle inflectional
words.

B. Feature based Classification

This section details the different features used for the
entailment classification. The features fall into different cat-
egories, namely lexical features, semantic features, and set-
based features.

Lexical features: Lexical features are word or surface-
level features that deal with the overlap of words. The different
lexical features used are:

1) Unigram match: Overlap score of unigrams in text
and hypothesis is computed. The unigram match
score for text is defined as the number of unigram
overlaps by the total number of unigrams in text.
The Unigram match score for the hypothesis is
defined as the number of unigram overlaps by the
total number of unigrams in the hypothesis.

2) Bigram match: It is the number of bigram overlap
divided by the number of bigrams in hypothesis.

3) Longest Common Subsequence: The LCS match
is calculated as the length of the longest common
subsequence/length of hypothesis.

4) Skip gram match: Skip-gram is a combination of n
words in the sentence with few gaps. Skip grams
with degree 2 and skip distance 1 are found for
text and hypothesis. These skip grams matched
count is divided by the number of skip grams in the
hypothesis.

5) Length features: This consists of different length
measures, such as |B −A|, |A&B|, (|B| − |A|)/|A|,
(|A|− |B|)/|B|, |A&B|/|B| where A is the text and
B is the hypothesis.

Semantic features: Semantic features deal with the se-
mantics of the sentences. For this, we have used word vector

representation and term frequency-inverse document frequency
(TF-IDF) of sentences.

1) Word embedding similarity: Word vectors from
Word2Vec [27] are used to represent the words. Sum-
mation of word vectors of a sentence (text/hypothesis)
is computed, and cosine between the two gives a
similarity feature value.

2) TF-IDF similarity: Term Frequency -Inverse Docu-
ment Frequency (TF-IDF) is a numerical statistic that
evaluates the importance of a word in a collection. It
is the product of term frequency and inverse docu-
ment frequency. Text and hypothesis are represented
using TF-IDF representation and cosine similarity is
computed between the two.

Set/Distance based measures: Set/Distance based measures
are the different types of similarities using counts for set-based
unions and intersections. The various set-based similarities are:

1) Dice similarity: It measures the spatial overlap be-
tween two sentence pairs.

Dice(X,Y ) =
2 ‖X ∩ Y ‖
‖X‖+ ‖Y ‖

(1)

If X and Y are similar, Dice coefficient will be 1
and otherwise 0.

2) Cosine similarity: It measures the cosine of the angle
between the two sentences.

Cosine(X,Y ) =
‖X ∩ Y ‖√
‖X‖.‖Y ‖

(2)

3) Levenstein similarity: It measures the minimum
number of insertions, deletions and substitutions
required to transform one word to another.

4) NeedleWunsch similarity: It is a sequence alignment
based similarity measure. It measure global alignment
score by finding the no of edits required which is
calculated from the alignment matrix.

5) Smith Watermann similarity: It is a dynamic
programming method that uses local alignment as a
metric to measure similarity. The alignment matrix
is created with no negatives and the scores are
calculated.

6) Jaro Winkler similarity: It is also a string metric that
measures the edit distance between two sequences
from beginning to a set of prefix length.

sim = simj + lp(1− simj) (3)

where simj is the Jaro similarity between strings s1
and s2, l is the prefix length, p =0.1 (constant scaling
factor).

simj =

{
0 if m = 0
1
3 (

m
|s1|

+ m
|s2|

+ m−t
m )

(4)
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where |s| is the string length, m = no of matching
characters, t = no of transpositions.

7) Jaccard similarity: This metric has the ratio of simi-
larity and dissimilarity of sample sequences.

Jaccard(X,Y ) =
‖X ∩ Y ‖
‖X ∪ Y ‖

(5)

C. Machine Learning Approaches

Inference in the Malayalam language is considered as bi-
nary and multiclass classification. Binary classes are entailment
and contradiction. Multiclass includes entailment, contradic-
tion, and neutral. The following machine learning algorithms
are used to evaluate the performance.

1) Logistic Regression: Logistic regression has depen-
dent variable in two classes. With two classes x1 and
x2 and the binary response variable Y (p= P(Y=1)),

logistic regression, l = logb
p

1− p
(6)

Binary classification is done with liblinear solver
and class weight is balanced. Multinomial logistic
regression is used to predict the different possible
outcomes of a categorically distributed dependent
variable. The classifier with multinomial class
weights and lbfgs solver is used for multiclass
classification.

2) Support Vector Machine: SVM maps the training
examples to points in n-dimensional space. For
binary classification, it maps into a 2-D plane
separated by a line, and samples are mapped
into either of the side of the plane. For multiclass
classification, the samples are separated into different
categories by a hyperplane.

3) Random Forest: It is an ensemble learning method
which constructs many decision trees at training. For
classification task, output class is the class selected
by majority of the trees.

4) Decision Tree: It has a predictive modeling approach,
start of the tree has different observations, that it
traverse through the branches and ends in leaf nodes
belonging to the target category for the sentence pair.

5) MultinomialNB: It is a Naive Bayes classifier for
multi class classification. The feature vector consists
of frequencies or integer counts. It is based on the
Bayes’ theorem stated below: P(c |x) = P(x |c) *
P(c) / P(x) where c is a class and x is the sample
instance that is to be classified.

6) AdaBoostClassifier: Also called adaptive boosting,
it consists of weak classifiers in which one of the
classifier is used to train on the original dataset and
then fits additional copies of the classifier on the same
dataset but where the weights of incorrectly classified
instances are adjusted such that subsequent classifiers
focus more on difficult cases.

V. EXPERIMENTAL SETTINGS AND EVALUATION

Implementations are done in Spyder integrated environ-
ment. The libraries used are Libindic stemmer for stemming,
NLTK toolkit for extracting bigrams, text distance library for
evaluating the distance between two or more sequences, and
Scikit Learn for machine learning algorithms and classification
reports. Grid searchCV is used for SVM classification. Table
IV shows the specific settings applied in Scikit Learn based
classifiers.

TABLE IV. EXPERIMENTAL SETTINGS FOR LR, SVM AND RANDOM
FOREST

Model Settings
Logistic Regression solver= liblinear,

class weight=balanced
(Binary)

Logistic Regression solver= lbfgs,
multiclass=multinomial
(Multiclass)

Support Vector Machine kernel: ovr, rbf, C:(1, 10),
gamma: (1, 0.1, 0.01,
0.001, 0.0001)

Random Forest no of estimators=100,
max depth=5

We have used different combinations of the feature set to
arrive at the results. The different feature set configurations are
in Table V.

TABLE V. DIFFERENT FEATURE SET CONFIGURATIONS BASED ON
COMBINATION OF FEATURES.

Feature set Features
F1 Lexical (L)
F2 Semantic (S)
F3 Distance (D)
F4 Lexical, Semantic (L,S)
F5 Lexical, Distance (L,D)
F6 Semantic, Distance (S,D)
F7 Lexical, Semantic, Distance (L,S,D)

Evaluation Metrics The classification performance is eval-
uated using the Scikit-Learn classification metrics namely
accuracy, precision, recall and F1-score.

• Accuracy: Accuracy is defined as the ratio of number
of correct predictions to total predictions. Accuracy
=(tp+ tn)/(tp+ fp+ fn+ tn)

• Precision: Precision is defined as the ability of the
classifier not to misclassify samples (label negative
sample as positive). Precision = tp/(tp+ fp)

• Recall: Recall is defined as the ability of the classifier
to find all positive samples. Recall = tp/(tp+ fn)

• F1-score: F1-score is the harmonic
mean of precision and recall. F1-score
= 2.precision.recall/(precision+ recall)

where tp is true positive, fp is false positive, tn is true
negative and fn is false negative.
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TABLE VI. BINARY CLASSIFICATION RESULTS IN TERMS OF WEIGHTED
AVERAGE ACCURACY, PRECISION, RECALL, F1-SCORE AND SUPPORT

Model Accuracy Precision Recall F1-score Support
LR 0.66 0.66 0.66 0.66 1598
SVM 0.67 0.67 0.67 0.67 1598
RF 0.67 0.67 0.67 0.67 1598
DT 0.66 0.66 0.66 0.65 1598
MNB 0.62 0.62 0.62 0.61 1598
AdaBoost(AB) 0.66 0.66 0.66 0.66 1598

TABLE VII. MULTICLASS CLASSIFICATION RESULTS IN TERMS OF
WEIGHTED AVERAGE ACCURACY, PRECISION, RECALL, F1-SCORE AND

SUPPORT

Model Accuracy Precision Recall F1-score Support
LR 0.48 0.48 0.48 0.48 2400
SVM 0.50 0.50 0.50 0.50 2400
RF 0.49 0.49 0.49 0.48 2400
DT 0.46 0.46 0.46 0.46 2400
MNB 0.42 0.42 0.42 0.42 2400
AdaBoost(AB) 0.49 0.49 0.49 0.49 2400

The results of the classification evaluated in terms of
accuracy, precision, recall, and F1-score is shown in Table VI
with the whole 7989 pairs for binary classification and Table
VII with 12k pairs for multiclass classification with the feature
set configuration F7 having all the features. The train test split
is 80:20. The performance of the rest of the feature sets (F1
to F6) is low compared to F7, hence we selected the feature
set F7 for our study and comparisons. The performance of
other feature sets is detailed in Section VI-B. From Tables
VI and VII, it can be inferred that SVM, random forest and
AdaBoost better classifies the Malayalam texts into entailment,
contradiction and neutral classes.

We have evaluated our system with an increasing size of
the data ranging from 2000 to 12000. The variation in the
performance is shown in Fig. 3 for binary classification. The
plot for mutliclass classification is shown in Fig. 4.

VI. RESULTS AND DISCUSSION

A. Effect of Increasing Size of Dataset

This section discusses the difference in the performance of
deep learning and feature-based machine learning classification
for binary and 3-way classification. As the size of the dataset
increases from 2000 to 12k, there is a reduction in performance
of feature-based classification. The features selected may be
suitable for a few samples, but they can be misleading for
other samples. Hence the model is not able to generalize with
the samples.

LASER-based approach [22]: In the case of deep learning
approaches with embedding that captures the context and
places the sentences in semantic space, the model can general-
ize in a much more efficient manner. Prior work on entailment
classification using LASER based sentence embedding has
a BiLSTM encoder trained for 93 languages and includes
Malayalam also. With character and word level representa-
tions, it produces sentence embeddings which are mapped
in a semantic space. A feed forward neural network having
sigmoid/softmax activations classifies the dataset into binary/
3-class. It is more generic approach and the size of the dataset
is immaterial when using a pretrained model.

In Fig. 3, and Fig. 4, the notation ’LS’ denotes the LASER-
based approach using deep learning approach, and the rest are
the machine learning feature-based methods. From the figure,
it can be inferred that when the dataset size is around 2000,
both machine learning and deep learning approaches perform
similar classifications. As and when the data is increased,
deep learning based methods become more suitable, and it
is observed through the comparison with this feature-based
machine learning implementation. It also supports the fact that
earlier works in English with RTE datasets used feature based
approaches.

With 2000 samples of data, we have obtained good results
with feature based classification. As the sample size increases,
deep learning methods became more efficient in classification
supporting the related works with SNLI dataset. This work
adds to the literature for Malayalam entailment or inference
tasks as a baseline for machine learning based on the feature
set approach, which is novel with respect to this language. As
the dataset is generic in nature, the distinguishing characteristic
of features becomes low, and this can lead to poor classification
on large datasets. Thus the performance of feature-based
classification is limited in terms of features that generalize
well with datasets of high semantic variability. Hence, the rise
in performance of deep learning approaches hints that these
are methods that can be adopted from small to large datasets.

B. Ablation Study

The ablation study for this work includes the performance
of different features contributing to the classification of in-
ferences in text in the Malayalam language. With the set of
features, namely, lexical, semantic, and distance measures,
we have studied the performance of different feature set
combinations, and the results are discussed here.

TABLE VIII. F1-SCORE FOR DIFFERENT FEATURE SET COMBINATIONS
WITH DIFFERENT CLASSIFIERS.

F1 F2 F3 F4 F5 F6 F7
LR 0.47 0.38 0.43 0.48 0.48 0.43 0.48

SVM 0.48 0.37 0.43 0.48 0.49 0.44 0.50
RF 0.49 0.39 0.43 0.49 0.48 0.43 0.48
NN 0.37 0.15 0.15 0.43 0.49 0.15 0.47

MNB 0.40 0.15 0.28 0.41 0.41 0.31 0.42
DT 0.47 0.36 0.41 0.47 0.46 0.38 0.46

AdB 0.48 0.38 0.42 0.48 0.48 0.43 0.49

TABLE IX. MODEL SELECTION

Feature set Performance
(#classifiers with max F1-score/#classifiers)

F1 0.29
F2 0
F3 0
F4 0.43
F5 0.29
F6 0
F7 0.57

The chosen setting for the experimental results combines
lexical, semantic, and distance measures (F7). Also, we have
studied the model performance with only lexical (F1), semantic
(F2), distance-based (F3), lexical and semantic (F4), lexical
and distance (F5), and semantic and distance-based (F6).
Based on Table VIII, the feature set that performs good on a
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Fig. 3. Accuracy based Comparison (ML vs DL) Plot for Binary Classification, ML Methods are LR: Logistic Regression, SVM: Support Vector Machine, RF:
Random Forest, MNB: Multinomial Naive Bayes, DT: Decision Tree, AB: Adaptive Boosting, DL method is LS: LASER based classifier.

Fig. 4. Accuracy based Comparison (ML vs DL) Plot for Multiclass Classification, ML Methods are LR: Logistic Regression, SVM: Support Vector Machine,
RF: Random Forest, MNB: Multinomial Naive Bayes, DT: Decision Tree, ADB: Adaptive Boosting, DL method is LS: LASER based Classifier.

majority of classifiers is chosen for analysis and comparison.
The feature set performance is evaluated as in Table IX. The

feature set performance is evaluated as the ratio of the number
of classifiers with maximum F1-score to the total number of
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classifiers. This justifies the selection of feature set F7, having
maximum performance for experimental evaluations.

VII. CONCLUSION AND FUTURE WORK

In this work, textual entailment is recognized for the
Malayalam language with a feature-based approach. A set
of classifiers are used to evaluate the performance accuracy.
The best feature set model is chosen based on the F1-score
measures. It is the first feature based attempt in this language
for textual entailment recognition. This method also helped us
understand the significant performance of deep learning meth-
ods, which is evident in the comparison. Thus this work on
feature-based textual entailment recognition for the Malayalam
language is substantial to the language resources community.
The work is also essential and useful in identifying inferences
in Malayalam texts for various language processing and social
networking applications. Future work can include deep learn-
ing models to recognize entailment and these systems can be
used in language processing applications.
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Abstract—Cloud Software as a Service (SaaS) is a type
of delivering software application by using Cloud computing
Infrastructure services. Cloud SaaS used the global Internet
connection to offer its services to the client consumers. The
selection of Cloud SaaS provider is based on the evaluation
mechanism that the Cloud SaaS consumer manage before making
the service contract. In this paper, the linguistic-based evaluation
of Cloud SaaS quality attributes has been proposed to help the
consumer to assess the service for optimal service selection. Our
proposed approach has been developed by the combinations of
fuzzy logic and TOPSIS MCDM methods. The proposed approach
helps the Cloud SaaS consumer to select the optimal service Cloud
SaaS service provider. The case study has been proposed in order
to demonstrate the proposed approach.

Keywords—Cloud services; software as a service (SaaS); eval-
uation system; quality of experience (QoE); fuzzy logic; TOPSIS

I. INTRODUCTION

Cloud SaaS is one of three types of services that Cloud
Computing provides. It is a kind of software component that
runs on top of a platform as a Service (PaaS) that in turns
works on top of the Infrastructure as a Service [1]. Cloud SaaS
is accessed and utilized via the global network infrastructure
(i.e. the Internet) rather than installing software on computer
client machine (i.e. on-premises service) [2]. Cloud SaaS runs
on vendor’s datacenter Cloud without installing it into the
end-user machine. The user has full administrative control of
functions such as insert, edit, delete and etc. However, the
Cloud SaaS vendor has the responsibility for care of customer
data and upgrading and modifying without any associated
burden to the user. In recent years, there has been notable
growth in the adoption of Cloud SaaS as it can reduce the
cost of building software applications and services, especially
for small and medium enterprises (SMEs) [3]. The Cloud SaaS
has therefore become the leading and fastest growing software
development paradigm comparing with licensed on-premises
software service which may classified as an old fashion of
delivering software [4], [5].

In recent years, research on Cloud SaaS selection has
gained much attention by developing the evaluation system
to assess the selected service provider [6], [7], [8], [9], [10].
The majority of existing works have developed the evaluation
system based on pairwise comparing each quality evaluation

attribute in order to make a decision and select the optimal
service. In addition, the existing works consider the quantita-
tive evaluation mechanisms to make a decision for selecting
the optimal service. Therefore, evaluation of the Cloud SaaS
provider based on subjective quality attributes needs to be
addressed for further studies.

In this study, a new technique that improves the evaluation
of Cloud SaaS provider is suggested. The proposed approach
is existing works that proposed in our previous works for
ranking the services based on the consumer’s preferences
[11], [12], [13]. Our proposed approach introduces the main
quality evaluation attributes based on asking expert people
of selection Cloud SaaS provider as well as reviewing the
literature on the field of Cloud SaaS selection. The fuzzy
logic is developed to interpret the linguistic terms in order to
evaluate the quality evaluation attributes. Moreover, the multi-
criteria decision making (MCDM) approach has been utilized
by TOPSIS mathematical method in order to select the optimal
service after the evaluation process. In the end, a case study
is developed for demonstration purpose of Linguistic-based
evaluation system proposed approach.

The remainder of the paper is organized as follows: Section
2 discusses outlines the literature review on the Cloud SaaS
Evaluation system, Section 3 describes the proposed evaluation
system framework. The case study is presented in Section 4;
Section 5 concludes the paper.

II. LITERATURE REVIEW

Evaluation of Cloud SaaS provider aims to help a Cloud
SaaS consumer to assess selected Cloud SaaS providers for
evaluation purposes [9], [10]. As a result, there is an improved
selection process with greater satisfaction in Cloud SaaS
provider choice. The majority of Cloud SaaS providers offer a
month trial version with limited capabilities to help a service
consumer to test and evaluate their potential services to make
an educated decision on whether or not to continue using the
service or not. Therefore, the evaluation system is based on
the consumer perspective, which is known as quantifying a
service consumer’s experiences. A few techniques [6], [7], [8],
[9], [10] proposed on evaluation methods for the Cloud SaaS
provider.
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Godse and Mulik (2009) proposed evaluation method for
Cloud SaaS provider using the analytic hierarchy process
(AHP) approach in order to select an optimal service. They
also consider some quality attributes for evaluation purposes
such as service functionality, architecture, usability, vendor,
reputation and cost [6]. In addition, and based the same evalu-
ation mechainsm, Boussoualim and Aklouf (2015) proposed
pairwise comparison for weighting the quality attributes as
well as an evaluation service provider, and prior to decision
making regarding a service. The authors were also considering
the functional category of Cloud SaaS providers and non-
functional quality attributes for the evaluation process. The
main non-functional quality attributes considered in their work
as follows: reputation, cost, usability, structure, configurability
and personalization. The authors finally demonstrated their ap-
proach by a case study [9]. However, from existing approaches
developed the evaluation system by an AHP method is only
suitable with a small number of alternatives.

Reixa et al. (2012) proposed an evaluation approach based
on aggregation function based on a Cloud SaaS consumer
perspective with also considering the opinion of an expert
person. The highest score indicates that the service has many
of the appropriate features. The authors provide factors that a
service consumer should consider when evaluating a Cloud
SaaS provider. The factors generated by extensive studies
using the expert group report ”European commission” that
focus and analyze the main characteristics of cloud services.
These factors as follows: suitability, economic value, control,
usability, reliability and security. The author also provides a
case study for selecting only three office cloud services: Zoho
Docs, google docs and Microsoft office365 [7].

Jagli et al. (2016) proposed an evaluation mechanism using
a decision tree-data mining model. The authors investigate the
main challenges for representing the qualities that a Cloud
SaaS consumer are considering when evaluating a Cloud SaaS
service provider. They concluded with the following criteria:
pay-per-use, availability, reusability, scalability, data managed
by provider and service customizability [8]. However, the main
shortcoming of this work is the lack of demonstration of its
use in a case study or experiment.

Naseer and Nazar (2016) proposed an evaluation of Cloud
SaaS provider based on the analytic network process (ANP)
to make a decision and then select the best service provider.
The authors also investigated the main quality attributes for
evaluating Cloud SaaS providers including usability, security,
reliability, tangibility, responsiveness and empathy [10].

Therefore, we can summarize the main shortcomings of
existing approaches as follows: (1) none of the existing
approaches are considered an evaluation process using the
consumer’s experience perspective. (2) none of the exist-
ing approaches are used the evaluation selected the Cloud
SaaS providers based on linguistic-based evaluation quality
attributes. In order to address the above shortcomings, the eval-
uation mechanism based on the linguistic evaluation quality
attributes is proposed. The system proposed is developed by
combining the fuzzy logic with multi-criteria decision making.

III. LINGUISTIC-BASED EVALUATION SYSTEM
FRAMEWORK

The main contribution of this work is for evaluation Cloud
SaaS providers based on subjectively quality attributes. In
our previous work [11], [12], [13], the Cloud SaaS ranking
system proposed to help Cloud SaaS consumer for ranking
and sorting the service providers based on quantitative quality
attributes requested by service consumer. Our proposed system
consists of three main parts as shown in Fig. 1: (1) Quality of
Experience (QoE) Service Repository -QoESR, (2) Consumer
Evaluation Handler CEH and (3) Decision Maker System -
DMS.All the components are worked together in order to
make a decision to select an optimum service provider. Each
of these elements are discussed in the following subsections.

Consumer Evaluation
Handler (CEH)Ê

Decision Maker System
(DMS)Ê

Quality of Experience
(QoE) Service

Repository (QoESR)

Request

Responsse

Fig. 1. Linguistic-based Evaluation System

A. Quality of Experience (QoE) Service Repository (QoESR)

This section details the service repository required to deal
with the Cloud SaaS providers and the quality evaluation
attributes. As was mentioned before, our proposed system
considers the evaluation of service providers based on the
consumer’s experience. Therefore, the quality of experiences
(QoEs) has been examined intensively to consider the most
concerning factors when evaluate the service. However, due to
the lack of a standard repository for the QoE for the Cloud
SaaS service provider, we propose a new standard of QoE
based on the views of an expert team and with consideration
of the literature review in this section.

The QoEs have divided into three categories based on (1)
service vendor, (2) service data and (3) service itself. Table
I details of the quality of experiences (QoEs) that have been
collected for our study.

1) Vendor category includes all factors affecting a
Cloud SaaS consumer when selecting a service re-
lated to a Cloud SaaS vendor. The vendor cate-
gory involves software support, vendor reputation and
training.

a) Software support: Cloud SaaS providers of-
fer several support strategies to their service
consumers, such as communication via chat-
bots, email and hotline telephone numbers in
case of emergency. Cloud SaaS consumers
can check how quickly and efficiently soft-
ware vendors solve software conflicts and
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TABLE I. EVALUATION QOE

QoE Factor Evaluation Concerns

Software Support Helpdesk support, software update and problem solving response.

Vendor Reputation Service history, number of clients, service rating and social media rating.

Training Training materials, videoed explanations and community support.

Security Security certificates, HTTPS and trust certificate.

Recoverability Supporting service backup.

Interoperability Supporting the export of different kinds of files.

Usability Easy-to-use and supporting Mobile App.

Integration Supporting integration with other services.

Documentation E-book, White papers and service report.

Offline support Supporting offline service and synchronizes service automatically after reconnecting service.

usability problems and provide updates to fix
bugs and improve security.

b) Vendor reputation: It is important that the
customer considers the reputation of the ser-
vice provider, taking into account the number
of clients who have used the software and
their satisfaction level. Another consideration
is the brand value of the software vendor.
Some consumers prefer to select an estab-
lished software vendor which has a good
reputation, however, a new software vendor
may have a good reputation if their services
have expanded and if they provide sufficient
documentation on the Internet [6], [9].

c) Training: A service consumer should also
consider whether a vendor provides training,
such as workshops, tutorials, or webinars
covering both local and international events
and information on video channel platforms
such as YouTube to help consumers under-
stand the full range of features offered by
the service.

2) Data category includes all the data-related factors of
Cloud SaaS. The data category comprises security,
recoverability and interoperability.

a) Security: This tends to be the main concern
for most Cloud SaaS service consumers since
SaaS is a multi-tenant service concept. Secu-
rity is a process or set of actions to ensure
data is protected from unauthorized persons
or systems [7]. Security involves confiden-
tiality, authenticity, integrity, and availabil-
ity. A Cloud SaaS service consumer should
check if a service is certified with security
certifications such as SAS 70, SSAE 16,
ISAE 3402, ISO/IEC 9126, ISO/IEC 27001,
and ISO/IEC 27002 to ensure the service has
an appropriate level of security [14].

b) Recoverability: Backup periodicity specifies
how often backups are made, either in a
continuous manner or at regular intervals.
Recovery velocity specifies how quickly data
can be recovered from the backup in case of
application or infrastructure issues, including

the backup service in terms of using on-
premise devices or cloud storage options.

c) Interoperability: Data interoperability refers
to the ability of data to be represented in
different forms so that it can be accessible
over different software platforms. A con-
sumer needs to verify if a system can export
their data in commonly used data forms. For
example, if a service is selected by a hospital
to manage the input of patient information,
then the selected service must be able to
export the data in various forms, such as PDF,
XLS and CSV. This is an important feature
in case a consumer wants to adopt another
cloud service, or in the backup process, or
even for further research or study purposes.

3) Service Category covers all the quality parameters
involved with services such as the design of the
windows screen and the integrity of the system.
The service category comprises usability, integration,
documentation and offline support.

a) Usability is a measure of the consumers
satisfaction with a service and the quality of
their experience in interacting with the Cloud
SaaS [14]. A Cloud SaaS provider should
ensure there is good user interface (UI) to
enhance the users experience of service. Us-
ability is evaluated in terms of the following
parameters: (1) UI is intuitive and easy-to-
use for frequently implemented tasks and has
an attractive graphical windows design; (2)
the availability of user manuals to enhance
consumer understanding of the windows de-
sign and e-Learning modules; (3) support for
mobile applications such as mobile phones
and tablets [6].

b) Integration refers to the ability of software
to communicate easily with other service
platforms to share information and is gen-
erally connected to the application program-
ming interface (API) which enables one ser-
vice to be integrated with other services and
systems [14]. A consumer should verify if
the service API has the features to enable it
to connect with other software platforms. For
instance, if a consumer selects the ERP ser-
vice and needs additional functional software
such as a storage service, then the consumer
should investigate whether the ERP service
for the selected software is able to be inte-
grated with other services, which in this case,
is a storage service.

c) Documentation is important that the service
consumer understands the functions of the
service, and how the software operates in
various stages. Documentation also includes
different kinds of materials provided either
by a service provider or service community
or service consumers, such as E-Books, re-
ports and white papers.

d) Offline support is an important factor due

www.ijacsa.thesai.org 718 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

to the continuous connectivity with the soft-
ware server and measures whether the service
supports the connectivity with the system in
offline mode and synchronizes data once it
reconnects to the Internet.

B. Consumer Evaluation Handler (CEH)

The main objective of CEH is to register the consumers
feedback on the quality factors for each service provider and
to assign weights to indicate the priority of the quality factor.
The CEH deals with two important linguistic variables from a
service consumer: (1) Quality evaluation (QEvaluation, ε), and
(2) Quality priority (QPriority, ρ). The result after fuzzified is
the quality evaluation score (QEvaluationScore, δ).

• Quality Priority (QPriority) (ρj)
This is the first linguistic variable of our proposed
system. It is used to assign weights to determine the
importance of quality for the evaluation process. We
propose seven linguistic values which are decomposed
into triangular fuzzy numbers using the triangular
fuzzy set shown in Fig. (2). Table II shows the seven
linguistic terms which are used to measure the quality
priority.

Fig. 2. Membership Function for Linguistic Values of QPriority

TABLE II. LINGUISTIC VARIABLES OF WEIGHTING QUALITIES WITH
THEIR FUZZY NUMBERS

Linguistics term Fuzzy number

Extremely Important (EI) (0.9,1.0,1.0)
Very Important (VI) (0.7,0.9,1.0)

Important (I) (0.5,0.7,0.9)
Somewhat Important (SI) (0.3,0.5,0.7)

Not Important (NI) (0.1,0.3,0.5)
Not Very Important (NVI) (0.0,0.1,0.3)
Not Important at All (NIA) (0.0,0.0,0.1)

Fig. 3. Membership Function for Linguistic Values of QEvaluation

• Quality Evaluation (QEvaluation, εij)
The second linguistic variable in our proposed ap-
proach is the quality evaluation, εij. A Cloud SaaS
service consumer evaluates individual quality variable
as linguistic values after trialling the service during
the free test period. Six linguistic values are proposed

for evaluation quality as shown in Table III. The
membership functions of the linguistic values are
shown in Fig. 3.

TABLE III. LINGUISTIC VARIABLES OF EVALUATING THE QUALITIES
AND THEIR FUZZY NUMBER

Linguistic Values Fuzzy numbers

Very low (VL) (0.0.0.2)
Low (L) (0,0.2,0.4)

Medium (M) (0.2,0.4,0.6)
High (H) (0.4,0.6,0.8)

Very high (VH) (0.6,0.8,1)
Excellent (E) (0.8,1,1)

• Quality Evaluation Score (QEvaluationScore), δ
The final process before deciding and selecting a
service is to aggregate the fuzzy weighting of the
quality priority with the evaluation criteria to obtain
the quality evaluation score. The quality evaluation
score, δ, is the overall quality score of the individual
quality of each service. This process is a metadata
step to transmit all this information to the decision
maker system to select the best service that matches
the consumers requirements.

Additionally, we need to aggregate these two fuzzy
numbers together. To do this, the fuzzy number can
be aggregated with different arithmetic equations [15]
such as:

ã⊗ b̃ = (a1, a2, a3)⊗ (b1, b2, b3) =
(a1 × b1, a2 × b2, a3 × b3)

(1)

ã⊕ b̃ = (a1, a2, a3)⊕ (b1, b2, b3) =
(a1 + b1, a2 + b2, a3 + b3)

(2)

ã	 b̃ = (a1, a2, a3)	 (b1, b2, b3) =
(a1 − b1, a2 − b2, a3 − b3)

(3)

Therefore, equation (1) is applied to aggregate these
fuzzy numbers from the evaluation of services and the
weighting criteria.


qoe1 qoe2 qoe3 ... qoen

ρ̃1 ⊗ ˜ε11 ρ̃2 ⊗ ˜ε12 ρ̃3 ⊗ ˜ε13 ... ρ̃n ⊗ ˜ε1n
ρ̃1 ⊗ ˜ε21 ρ̃2 ⊗ ˜ε22 ρ̃3 ⊗ ˜ε23 ... ρ̃n ⊗ ˜ε2n

... ... ... ... ...
ρ̃1 ⊗ ˜εm1 ρ̃2 ⊗ ˜εm2 ρ̃3 ⊗ ˜εm3 ... ρ̃n ⊗ ˜εmn


For the final step, the fuzzy interpreter will defuzzify the

fuzzy number and transform all these values to a crisp number.
To do this, there are different methods for the defuzzification
of fuzzy numbers, such as the centre of gravity (CoG), First of
Maximum (FOM), Last Of Maximum (LOM), COG (Center
Of Gravity), Mean Of Maxima (MeOM), Weighted Fuzzy
Mean (WFM), Quality Method (QM), Extended Quality
Method (EQM) and Center Of Area (CoA) [16]. CoG has
been used recently in different research to deal with linguistic
terms [17]. Equation (4) is applied to transfer these values to
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a crisp number.

d(Â) =
1

3
(a+ b+ c) (4)

C. Decision Maker System (DMS)

The TOPSIS method is proposed to select the best Cloud
SaaS after the evaluation under a fuzzy environment. The
TOPSIS standard of a technique for order performance by
similarity to the ideal solution was developed by Hwang Yoon
[18]. The idea of TOPSIS is to select the best alternative
based on the shortest distance to the positive ideal solution
and the furthest distance from the negative ideal solution. The
advantages of the TOPSIS method over the other MCDM
approaches is that it is easy to develop with different program-
ming language platforms. Moreover, TOPSIS can be used with
many alternatives, which can be easily applied with m × n
matrix. where m denotes the number of alternatives and n
denotes the number of criteria. Other multi-criteria decision-
making approaches such as AHP, ANP and ELECTRE are only
suitable for use with a small number of alternatives due to
the expense in processing and time where there are numerous
alternatives.

The TOPSIS MCDM process comprises six steps to make
a decision and selects the best alternative [18]. However, if
we apply the TOPSIS method in our proposed Evaluation
system to select the best service, we leave out some steps, such
as the normalization process and calculating the weighting
normalized matrix because these two steps have already been
calculated by the fuzzy logic calculation proposed previously.

Accordingly, to apply the TOPSIS MCDM method into
our proposed approach, four steps are needed to select the
best Cloud SaaS service provider after the evaluation of the
services by a cloud SaaS service consumer as follows:

Let us assume the QEvaluationScore matrix that will
interact with the decision maker system is as follows:

qoe1 qoe2 qoe3 ... qoen
δ11 δ12 δ13 ... δ1n
δ21 δ22 δ23 ... δ2n
... ... ... ... ...
δm1 δm2 δm3 ... δmn


where δij is the quality evaluation score after the defuzzi-

fication process for service i and quality j.

The steps involved in our method are as follows:

1) Calculate the positive ideal solutions and the nega-
tive ideal solutions. This step is used to select the
service based on measuring the shortest distance to
the positive ideal solution and the farthest distance
to the negative ideal solution. The result of each
calculation will be a vector size of 1 × n. where n
denotes the number of qualities that are of concern for
a service consumer. Equation (5) is used to calculate
the positive ideal solution, and equation (6) is used
to calculate the negative ideal solution.

A∗ = v∗1 , v
∗
2 , ........., v

∗
j , ........., v

∗
n =

{(max
i

vij |j ∈ J1), (min
i
vij |j ∈ J2)| i = 1, .....,m}

(5)

A− = v−1 , v
∗
2 , ........., v

−
j , ........., v

−
n =

{(min
i
vij |j ∈ J1), (max

i
vij |j ∈ J2)| i = 1, .....,m}

(6)
2) Calculate the separation measures for each service

from the positive and negative ideal solution. To do
this, the TOPSIS method applies Euclidean distance
to measure the distance to the positive and negative
ideal solution. The result of the separation measures
will be between [0,1]. Equation (7) is used to calcu-
late the separation of each service from the positive
ideal solution and equation (8) is is used to calculate
the separation of each service from the negative ideal
solution.

S∗
i =

√√√√ n∑
j=1

(vij − v∗j ), i = 1, ....,m (7)

S−
i =

√√√√ n∑
j=1

(vij − v−j ), i = 1, ....,m (8)

3) Calculate the relative closeness to the ideal solution
for each cloud service using equation (9). The result
of this step is between [0,1]. The service that has a
higher number indicates better performance and that
it is a good match with the consumer’s requirements.

C∗
i =

S−
i

S∗
i + S−

i

(9)

4) The last step is ranking and sorting the cloud services
based on the index value Cj

i . The service that has
a higher index value will be selected first which
means it is very close to the consumer’s evaluation
of services. The result represents the evaluation score
for each service which shows the position of each
service.

IV. CASE STUDY

To better illustrate our proposed evaluation approach, a case
study is used to explain the process of evaluating services
to make a final service selection using the linguistic-based
evaluation technique.

Let us assume that a new business called Misbar is inter-
ested in adopting a Cloud SaaS solution using the CRM SaaS
application. The expert team at Misbar understand the benefits
of using cloud services instead of building their own software
application, such as availability, elasticity and support for a
mobile app. Therefore, six Cloud SaaS service provider were
chosen for this purpose based on different QoS criteria such
as service cost, availability and service rate.

For the final service selection, the Misbar team needs
to evaluate their six services using the evaluation criteria
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described in Table I. We assume all these selected services
can be trialed and evaluated during the free test period offered
by the service provider. As shown in Table IV, the Misbar team
evaluates each service based on multiple QoE parameters. For
instance, the first service provider evaluates software support as
medium. This means this service has been evaluated as being
medium in terms of supporting problem solving, fixing bugs,
updating software and providing help desk support. Similarly,
they evaluate the following criteria: vendor reputation, training,
security, recoverability, interoperability, usability, documenta-
tion and offline support for all the selected services.

TABLE IV. LINGUISTIC VALUES TO EVALUATE THE SERVICES

Service Provider Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

SaaS provider 1 M H VH M VH M VH M L

SaaS provider 2 VL L M M VH M E L L

SaaS provider 3 VH E VH VH H H M VH H

SaaS provider 4 VL H H H M M M L L

SaaS provider 5 M VH L M H H M L M

SaaS provider 6 E H H H VH M VH M VH

After this, the Misbar team weights the priority of each
quality attributes among other conflicting criteria to make a
service selection. Table V shows the priority of the criteria
provided by the Misbar team. As shown in this table, the Mis-
bar team used linguistic values to weight the QoE parameters.
For example, the Misbar team considers software support as
very important, however, they consider the usability criteria as
important.

TABLE V. LINGUISTIC WEIGHT CRITERIA

Weight criteria Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

Linguistic values VI I EI EI VI SI I NI VI

Then, the Evaluation system transfers their linguistic values
that describe the evaluation criteria into fuzzy numbers. Table
VI illustrates the fuzzy numbers of the linguistic values for
weighting the quality attributes.

TABLE VI. FUZZY NUMBERS FOR WEIGHTING CRITERIA

X Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

weight (0.7,0.9,1.0) (0.5,0.7,0.9) (0.9,1.0,1.0) (0.9,1.0,1.0) (0.7,0.9,1.0) (0.3,0.5,0.7) (0.5,0.7,0.9) (0.1,0.3,0.5) (0.7,0.9,1.0)

The Evaluation system then transfers the linguistic values
of the evaluation of the quality attributes into fuzzy numbers.
Table VII shows the fuzzy numbers of the evaluation criteria
for all services.

TABLE VII. FUZZY NUMBERS FOR AN EVALUATION OF THE SERVICES

X Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

SaaS provider 1 (0.2,0.4,0.6) (0.4,0.6,0.8) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.0,0.2,0.4)

SaaS provider 2 (0.0,0.0,0.2) (0.0,0.2,0.4) (0.2,0.4,0.6) (0.2,0.4,0.6) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.8,1.0,1.0) (0.0,0.2,0.4) (0.0,0.2,0.4)

SaaS provider 3 (0.6,0.8,1.0) (0.8,1.0,1.0) (0.6,0.8,1.0) (0.6,0.8,1.0) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.2,0.4,0.6) (0.6,0.8,1.0) (0.4,0.6,0.8)

SaaS provider 4 (0.0,0.0,0.2) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.2,0.4,0.6) (0.2,0.4,0.6) (0.2,0.4,0.6) (0.0,0.2,0.4) (0.0,0.2,0.4)

SaaS provider 5 (0.2,0.4,0.6) (0.6,0.8,1.0) (0.0,0.2,0.4) (0.2,0.4,0.6) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.2,0.4,0.6) (0.0,0.2,0.4) (0.2,0.4,0.6)

SaaS provider 6 (0.8,1.0,1.0) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.4,0.6,0.8) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.6,0.8,1.0) (0.2,0.4,0.6) (0.6,0.8,1.0)

After collecting all the inputs from the Misbar team,
the Linguistic-based Evaluation system is used to select the
service which best matches the consumer evaluation for each
service. Firstly, our system aggregates the fuzzy evaluation
of the attributes (QEvaluation) with the fuzzy quality priority

(QPriority) to obtain the quality evaluation score (QEvaluation-
Score). For example, regarding the first service, for the soft-
ware support criteria, the fuzzy (QEvaluation) is (0.2,0.4,0.6)
and the fuzzy (QPriority) is (0.7,0.9,1.0). Therefore, the ag-
gregation of these two fuzzy numbers is (0.2, 0.4, 0.6) ⊗
(0.7, 0.9, 1.0) = (0.2×0.7, 0.4×0.9, 0.6×1.0). The final result
is (0.14,0.36,0.6). Table VIII shows the evaluation score matrix
for all cloud services with respect to the quality evaluation
score.

TABLE VIII. FUZZY NUMBERS FOR EVALUATION MATRIX

X Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

Escore 1 (0.14, 0.36, 0.60) (0.20, 0.42, 0.72) (0.54, 0.80, 1.00) (0.18, 0.40, 0.60) (0.42, 0.72, 1.00) (0.06, 0.20, 0.42) (0.30, 0.56, 0.90) (0.02, 0.12, 0.30) (0.00, 0.18, 0.40)

Escore 2 (0.0, 0.0, 0.2) (0.00, 0.14, 0.36) (0.18, 0.40, 0.60) (0.18, 0.40, 0.60) (0.42, 0.72, 1.00) (0.06, 0.20, 0.42) (0.4, 0.7, 0.9) (0.00, 0.06, 0.20) (0.00, 0.18, 0.40)

Escore 3 (0.42, 0.72, 1.00) (0.4, 0.7, 0.9) (0.54, 0.80, 1.00) (0.54, 0.80, 1.00) (0.28, 0.54, 0.80) (0.12, 0.30, 0.56) (0.10, 0.28, 0.54) (0.06, 0.24, 0.50) (0.28 0.54 0.80)

Escore 4 (0.0, 0.0, 0.2) (0.20, 0.42, 0.72) (0.36, 0.60, 0.80) (0.36, 0.60, 0.80) (0.14, 0.36, 0.60) (0.06, 0.20, 0.42) (0.10, 0.28, 0.54) (0.00, 0.06, 0.20) (0.00, 0.18, 0.40)

Escore 5 (0.14, 0.36, 0.60) (0.30, 0.56, 0.90) (0.0, 0.2, 0.4) (0.18, 0.40, 0.60) (0.28, 0.54, 0.80) (0.12, 0.30, 0.56) (0.10, 0.28, 0.54) (0.00, 0.06, 0.20) (0.14 0.36 0.60)

Escore 6 (0.56, 0.90, 1.00) (0.20, 0.42, 0.72) (0.36, 0.60, 0.80) (0.36, 0.60, 0.80) (0.42, 0.72, 1.00) (0.06, 0.20, 0.42) (0.30, 0.56, 0.90) (0.02, 0.12, 0.30) (0.42 0.72 1.00)

Secondly, the fuzzy interpreter defuzzifies the fuzzy num-
bers for the (QEvaluationScore) to obtain the crisp number.
To do this, the Center of Gravity (CoG) as proposed in
Equation (4 is used to calculate the crisp number. For example,
the fuzzy evaluation score for the first service for software
support is (0.14,0.36,0.6). Therefore, to calculate the CoG is
1
3 (0.14 + 0.36 + 0.6) with a result of 0.366666667. Table IX
shows the crisp numbers of all the services.

TABLE IX. THE FINAL CRISP NUMBER OF ALL SERVICES

X Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

Escore 1 0.366666667 0.446666667 0.78 0.393333333 0.713333333 0.226666667 0.586666667 0.146666667 0.193333333

Escore 2 0.066666667 0.166666667 0.393333333 0.393333333 0.713333333 0.226666667 0.666666667 0.086666667 0.193333333

Escore 3 0.713333333 0.666666667 0.78 0.78 0.54 0.326666667 0.306666667 0.266666667 0.54

Escore 4 0.066666667 0.446666667 0.586666667 0.586666667 0.366666667 0.226666667 0.306666667 0.086666667 0.193333333

Escore 5 0.366666667 0.586666667 0.2 0.393333333 0.54 0.326666667 0.306666667 0.086666667 0.366666667

Escore 6 0.82 0.446666667 0.586666667 0.586666667 0.713333333 0.226666667 0.586666667 0.146666667 0.713333333

TOPSIS MCDM is a method which is used to assist
decision making based on measuring the distance for each
alternative based on the shortest distance to the positive ideal
solution and furthest distance to the negative ideal solution.
The positive ideal solution is the highest value for each
criterion, whereas the negative ideal solution is the lowest
value for each criterion. In the next step, our proposed system
obtains the positive ideal solution and negative ideal solution
to make a decision based on measuring the distance to these
two vectors. Table X shows the positive ideal solution vector
and negative ideal solution vector.

TABLE X. THE POSITIVE IDEAL SOLUTION AND NEGATIVE IDEAL
SOLUTION

X Software Support Vendor reputation Training Security Recoverability Interoperability Usability Documentation Offline Support

A 0.82 0.666666667 0.78 0.78 0.713333333 0.326666667 0.666666667 0.266666667 0.713333333

A- 0.066666667 0.166666667 0.2 0.393333333 0.366666667 0.226666667 0.306666667 0.086666667 0.193333333

After this, the TOPSIS method makes a decision by mea-
suring the distance to the positive ideal solution (S+) and the
negative ideal solution (S−) for each service using Euclidean
distance. Table XI shows the distance to the positive ideal
solution and the negative ideal solution for all services.

Before the last step, the TOPSIS method calculates the
similarity to the positive ideal solution in order to obtain
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TABLE XI. THE DISTANCE TO THE POSITIVE AND NEGATIVE IDEAL
SOLUTIONS

SaaS SaaS Provider S+ S−

Cloud SaaS 1 0.839417788 0.840819706
Cloud SaaS 2 1.195547294 0.535868972
Cloud SaaS 3 0.448404579 1.160478828
Cloud SaaS 4 1.119484008 0.515062024
Cloud SaaS 5 1.005009674 0.580076623
Cloud SaaS 6 0.392371706 1.142531303

the evaluation score for each service. Table XII shows the
similarity of the positive ideal solution for all services. The
values are between [0,1] where a value close to one indicates
better service.

TABLE XII. SIMILARITY TO THE POSITIVE IDEAL SOLUTION

Cloud SaaS Provider C+

Cloud SaaS 1 0.500417179
Cloud SaaS 2 0.309497481
Cloud SaaS 3 0.721294547
Cloud SaaS 4 0.315110137
Cloud SaaS 5 0.365959017
Cloud SaaS 6 0.744367101

The final step is to rank the services based on the value
of the similarity to the positive ideal solution. Table XIII
shows the ranking of the services for the Misbar company.
It can be seen that service provider 6 has the most similarity
to Misbar’s preferences at approximately 74.4 per cent. The
service provider which is ranked last is service provider 2 with
30.9 per cent. Therefore, service provider 6 is the most suitable
for selection based on Misbar’s evaluation mechanisms.

TABLE XIII. RANKING OF THE SERVICES FOR SELECTION

SaaS Provider C+

Cloud SaaS 6 0.744367101
Cloud SaaS 3 0.721294547
Cloud SaaS 1 0.500417179
Cloud SaaS 5 0.365959017
Cloud SaaS 4 0.315110137
Cloud SaaS 2 0.309497481

V. CONCLUSION

This paper has been proposed an evaluation system based
on the linguistic terms for selected quality attributes. The
proposed work combines two mathematical models Fuzzy
Logic plus the TOPSIS MCDM in order to make the final
evaluation technique for each service provider. This work
also gathers all evaluation attributes that the service consumer
considers when selecting the Cloud SaaS services provider.
The case study has been presented in this paper to demonstrate
the proposed evaluation approach. Our approach helps the
service consumer for selecting the optimal service provider
among multiple similar services based on evaluated multiple
attributes.

Our future dimension is to combine the quantitative and
qualitative attributes to make final service provider selection.
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Abstract—In a scenario where every possible solution is
investigated for sustainability, Energy Harvesting (EH) stands
as an undisputed candidate for enhancing the network lifetime
in WSNs where node lifetime decides the network’s life. Radio
Frequency (RF) energy is abundantly available in the ambience
among all the available energy sources. Since both information
and power are transmitted in an RF signal, EH is possible in the
far-field region. At first, we present a novel 4-element rectangular
Patch Antenna Array (PAA) design of EH rectenna. The receiving
antenna is designed to pick up the radio signal in the RF range
(2.45 GHz) from the free space. Then, the H-shape antenna is
modified by introducing a circular slot to enhance the bandwidth.
The paper compares the results of the basic parameters of the
antenna, such as return loss, input impedance, bandwidth, gain,
directivity, and efficiency. As a result, the modified H-shaped
antenna (with circular slot) has an increased gain from 8.24 dB
to 8.32 dB, with a reduced return loss from -10 dB to -16 dB
and enhanced bandwidth from 64.8 MHz to 868 MHz. The high
gain, large bandwidth, suitably matched impedance for a minor
return loss, and high efficiency of the modified H-shaped patch
antenna makes it eligible for energy harvesting application.

Keywords—Antenna design; backscattering; beamfroming; en-
ergy harvesting; sequential rule; wireless sensor networks

I. INTRODUCTION

With the proliferation of edge devices and extensive study
on deployment, WSNs find their applications ranging from
remote applications to body area networks. A typical WSN
intends to monitor the environment with the aid of sensor(s),
micro-controller(s), transceiver data storage, and energy stor-
age facilities (batteries). The battery acts as an energy source
for a node, and its power decides the life of a WSN. Therefore,
energy harvesting is perceived as an amicable solution for
the bottleneck created by the limited lifetime of the battery.
Recently, many researchers have attempted to achieve EH
with numerous harvesters and energy resources depending
on the applications. While there are many sources for EH,
such as solar, wind, thermal, vibrational, temperature, and
electromagnetic, RF energy is the most abundantly available,
especially in urban environments. The massive adoption of RF-
EH can be owed to its ubiquitousness and reliability [1]. A
basic block diagram representation of RF harvesting system is
shown in Fig. 1.

A typical Rectenna consists of a transceiver antenna, op-
tional Low pass filter, matching network, energy conversion
unit and load/storage device. This sensitivity of antennas to
RF signal induces an AC signal which is fed to the rectifier.
The rectifier comprises diode(s) whose fast switching action
is exploited to convert AC signal into DC. A low pass filter

Fig. 1. Typical Block Digram Representation of RF Energy Harvesting
System.

is employed for impedance matching between antenna and
rectifier to achieve optimal power transfer. For an increased
level of output voltages, a voltage multiplier can be employed.
The storage and controlling unit provide an uninterrupted
power supply. In contrast to other energy harvesters, RF
harvesters are robust as they don’t require any mechanical
movements [2].

RF is an ambient source of energy, arising due to the
radiations from TV broadcast, Radio (FM and AM), wire-
less LAN, Wireless Fidelity (Wi-Fi), and cellular transceiver
stations [3]. Although ambient signals can be harvested with
simple electronic circuitry, there are many challenges to be
addressed by RF harvester:

• Since RF signals are available with wide frequen-
cies, the RF harvester must ensure proper impedance
matching for maximum power transfer.

• The RF should employ large broadband antennas to
harvest valuable energy from the signals spread over
a broad spectrum.

• The harvesting circuits must be positioned close to the
RF power source since the ambient levels are deficient.

• The low energy density and low efficiency demand
a dedicated RF energy supply as even a high-gain
antenna cannot generate enough power densities.

With small-sized, high gain, and impedance-matched
broadband antennas along with a reliable system for RF energy
supply, energy harvesting in low power WSNs seem to be
more promising and feasible.With the stupendous growth in
mobile phones and Wi-Fi networks, RF energy has become
pervasive and is significant in urban areas [4]. Wireless Power
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Transmission (WPT) can be classified into three categories, as
described in Fig. 2.

The first category refers to near field inductive or resonant
coupling. This reactive phenomenon occurs between two enti-
ties where the primary coil transfers power to the secondary.
It is suitable for wireless charging of devices separated by few
centimetres. The second category refers to far-field directive
powering. Here power can be transmitted (in the form of RF)
between two entities far from each other but has established a
Line-of-Sight (LoS). For example, RF energy can be harvested
from mobile phones in proximity, potentially providing power-
on-demand for short-range sensing applications. This WPT is
employed for the intentional powering of sensors equipped
with a rectenna [5]. The third category refers to far-field EH
where the receiver doesn’t know where the RF energy is
emitted (no LoS between the base station and the harvesting
device). High gain antennas with wide beamwidth and wide-
band resonance are employed for enhanced and efficient energy
harvesting in long-range operation.

The selection of the type of rectenna and the entire energy
harvesting system varies from application to application [6],
[7], [8]. Rectenna is a combination of rectifier and antenna.
Diodes are used for rectification, while antenna can be either
dipole, planar, or microstrip patch. Many attempts have been
made to harvest energy from various RF signals. Among all the
frequencies, 2.45 GHz is the favourite. Most of our electronic
devices love and live on this radio frequency, as it is in ISM
bands (license is not required to operate in this band) [9]. It
requires small antennas and can operate over long-range (with
LoS). Our objective in this paper is double folded: first, review
the attempts made in EH from RF signals and second, to design
and develop a high-gain broadband antenna for harvesting over
2.45 GHz signal.

The rest of the paper is ordered below: Section II provides
a brief background with theoretical foundations and a literature
review of rectennas employed in EH. Section III presents
designs of 4-element micro-strip patch antennas for efficient
EH. Section IV presents the discussion on designed antennas
along with the merits and demerits of each design. Paper
concludes in section V.

II. BACKGROUND AND RELATED WORK

Affordable and clean energy is the 7th SDG which aims
to cater to the rising demands for energy while reducing the
carbon footprint and burden on nature [10]. Energy harvesting
seems to be one of the best prospects to realize this goal. EH
refers to a process of capturing and storing the energy from
sources around us that are free to use. EH, also referred to
as Energy Scavenging (ES), makes it possible to overcome
the inconvenience of frequent replacement of batteries [11]
while being less expensive and eco-friendly. EH stands as a
viable solution for endless powering of low power loads such
as wireless nodes.

Many attempts have been made to design EH schemes
based on the availability of energy sources. Among all, RF-
EH is most suitable as the energy source is readily and
abundantly available in transmitted energy. Other key benefits
are being economically viable, eco-friendly, and having small
form factor implementation [12]. RF-EH has the potential

Fig. 2. Three Categories of WPT. Near Field, Far Field - Directional, and
Far-Field Ambient Wireless Energy Harvesting

to revolutionize low-power applications - especially WSNs.
Excessive use of batteries results in their disposal, causing
extreme toxic pollution to the environment [13]. Furthermore,
RF-EH can increase the lifetime of nodes and provide power
indefinitely [14]. Passive energy scavenging nodes without
batteries will be the next generation of WSNs, driven by RF-
EH because of its sustainability [15].

A. Theoretical Foundations

A proper understanding of EM waves is must while design-
ing RF-EH system. EM waves largely vary w.r.t. distance, fre-
quency, and conducting environment. Based on the application,
designer need to take a call on the parameters of EM waves to
make most out of the design. The relation between EM waves
and distance from transmitting antenna can be categorized into
two segments: near-field and far-field. These two fields are
marked by Fraunhofer’s distance given by

df =
2D2

λ
(1)

where df is fraunhofer distance, D is the maximum dimen-
sion of antenna, and λ is wavelength of EM wave.

For a transceiver antenna, in far field the received power
is given by

PR =
PTGTGRλ

2

4πR2
(2)

where PR is power received; GTandGR are transmitter
and receiver gains respectively.

The RF-DC conversion efficiency is given by

η =
V 2
DC

PRRL
∗ 100 (3)

where VDC is measured DC output voltage, PR is received
RF input power and RL is resistive load. PR is given by PD ∗
Aeff where PD is the RF power density and Aeff is effective
aperture of antenna [16].

The RF power density for GSM900/1800 MHz is
around 0.1µW/cm2 while for Wi-Fi 2.4 GHz it is around
0.01µW/cm2 Typically RF power conversion will be around
45% to 50% [17].
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B. Energy Harvesting Antenna Design

Design of Energy harvesting antenna has attracted many
researchers due to its sustainable and eco-friendly nature. A
rectenna is a subsystem of wireless power transfer system
which can be designed to function anywhere in the range of
1 GHz to 35 GHz. Many factors such as transmitted power,
transmitter gain, received power, receiver gain, conversion
efficiency, will dictate the design of an energy harvesting
antenna. To enhance the efficiency many other things, need
to be considered and implemented such as arrays of antenna
and circular polarization of antenna. The resonant frequency
of a circular patch antenna is given by

fr,nm =
αnmC

2πaeff
√
εr,eff

(4)

where αnm is the attenuation, aeff is the effective relative
dielectric constant.

Reconfigurable antennas got massive momentum recently
due to their tuning, polarization, and selectivity of operat-
ing frequency. RF reconfigurability is achieved via dynamic
modification of physical structure, thereby attaining polariza-
tion diversity. The advantage of automatic frequency tuning
to accommodate wideband frequency makes reconfigurable
antennas more popular. Though they seem promising, the
other constraints like miniaturization, lightweight, beamform-
ing, impedance matching, gain, radiation pattern need to be
reworked every time the frequency is switched. While we fine-
tune the performances of each module, the combination of all
modules should be in harmony and result in efficient Wireless
Power Harvesting (WPH) system.

Designing an efficient WPH system involves rigorous test-
ing, making several adjustments, tuning many parameters, and
evaluating the entire system. Operating frequency is the prime
parameter that dictates the entire design. The operating range
also needs to be specified. GHz frequencies are selected for
long-range power harvesting, while MHz is sufficient for short-
range operations. In a dense environment, electromagnetic
waves with very low frequency (in kHz) is preferred. The
topology of the electronic circuit(s) such as rectifier and
voltage multiplier is decided based on the distance, operating
frequency, and the required power output.

Antenna design is an essential part of the entire system
design. In addition, rectifier and voltage multiplier design must
match the power conversion efficiency. Though the capability
of a WPH system critically depends on the antenna, it is one of
the overlooked parts of energy harvesting system design. This
slight inclination will significantly impact system performance
as antennas are selected and deployed irrespective of the
operating conditions, material to which it is attached and
mobility of the tagged object.

To avoid degraded performance due to improper design
of the antenna, the design process has to go through various
steps as depicted in fig 3. Understanding the application
and deploying environment will enable us to select operating
frequency, bandwidth and required antenna parameters. These
requirements determine the material for antenna construction

Start

Design the rectifier, multiplier,for 
antenna energy harvesting using HFSS 

Fabricating the antenna onto a substrate 
via photolithography and chemical etching

Design target:
Frequency = 2.45 GHz

Gain >= 10 dB
Return Loss >= -10 dB

Output >= 1 mW

Test 
the antenna

 and compare
 with simulated 

results

stop

Simulate antenna with optimized parameters 
With high gain at 2.45 GHz

No

Yes

Yes

No

Fig. 3. RF Energy Harvesting Antenna Design Flow

and ASIC packaging. Antenna parametric study and optimiza-
tion is done until design requirements are met in the simu-
lation. The antenna is first modeled, simulated and optimized
on a computer by monitoring the read range, antenna gain,
and impedance which provides a good insight into antenna
behavior. In the last step of the design process, prototypes are
built, and their performance is measured extensively. If design
requirement is satisfied, the antenna design is ready. Otherwise,
the design is further modified and optimized until conditions
are met.

C. Previous Work

Communication antennas have been explored for a cen-
tury(since World War-I), However, energy harvesting antennas
have got the momentum very recently. A narrowband antenna
achieves very good energy conversion from RF to DC but can
harvest only energy limited to few frequencies. On the other
hand, wideband antennas retrieve a large amount of energy but
come with large aperture size and poor conversion efficiency.
One argument to multi-band antenna is at any given time an
antenna cannot be made to resonate at two frequencies [18].
Table I summarizes the prior art of power-harvesting antennas.

Patch antennas have been explored extensively for harvest-
ing energy from RF signal especially at 2.45 GHz [19], [20],
[22] and [25]. In [26], antennas with a resonant frequency of
2.45 GHz and 5.8 GHz were designed with Power Conversion
Efficiencies (PCEs) of 65% and 46 % @ 10 µW/cm2

Two different frequency bands i.e. 900/1800 MHz (for short
range) GSM band and 2.4 GHz ISM band were targeted
by designing a microstrip antenna with joint feeding line
implemented in a Multilayer substrate in [27]. Double patch
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TABLE I. COMPARISON OF PUBLISHED WORK REGARDING POWER-HARVESTING ANTENNAS

Ref Antenna Type Freq. (GHz) Gain (dBi) Dimension (mm) RF-DC PCE
[19] Air-substrate Patch 2.45 7 261 * 5 30%
[20] Patch 2.45 - 100 * 70 73.9% @ 207 µW/cm2

[21] Dual-Linearly Polarized Patch 2.45 7.45 - 7.63 70 * 47.5 78% @ 295.3 µW/cm2

[22] Dual Polarized Patch 2.45 - 100 * 100 * 3.8 82.3% @ 22 dBm
[23] Dipole 2.45 - 60 * 60 * 60 39% @ 0 dBm
[24] Microstrip 2.45 8.6 - 83%
[25] Patch 2.45 4 - 70%
[26] Patch 2.45 2.19 40 * 43 65% @ 10 µW/cm2

[27] Microstrip GSM band and ISM (2.45) - 72 * 94 74% @ 0.3 µW/cm2

[28] Double Patch 1.8 and 2.4 - 40 * 30 19% @ 5 µW/cm2

[29] Single fed Microstrip patch 2.4 7.19 60 * 60 79%
[30] Microstrip patch Antenna Array 4*4 35 19 - 67% @ 7 mW
∗Both refers to inductive or capacitive

antenna was employed by [28] to operate at 1.8 GHz and
2.4 GHz with Simultaneous Wireless Information and Power
Transfer (SWIPT) mechanism.

The arrangement of antennas in array is one of the best
technique to achieve high gain and to obtain high volt-
age/current. Another advantage of array antennas over large
aperture antennas is that they do not require large breakdown
voltage diodes to operate. Connecting antenna array before
rectification improves retrieved power at the main beam while
placing the array after rectification will expands the ability
to retrieve power from wide angles. Combining RF waves
before rectification demands for a large breakdown diode,
while combining RF waves after rectification, consolidating
DC current will be an issue. Series connection of array
antennas will enhance voltage whereas parallel fashion is opted
for large current. Increasing the number of array elements will
yield better outputs but reduces conversion efficiency.

D. Microstrip Patch Antenna Design

1) Estimation of Width of Patch Antenna: Width of mi-
crostrip antenna given by

Wp =
c

2f0

√
εr + 1

2

(5)

Where fo is the operating frequency, c is the speed of
light in air is 3x108 m\sec and εr is dielectric permitivity of
substrate is 4.4.

2) Estimation of Effective Dielectric Constant (εeft):
Where h is thickness or height of the substrate which is 1.6mm.

When Wp

h > 1,

εeft =
εr + 1

2
+
εr − 1

2
[(1+12

h

Wp
)

−1
2 +0.04(1−Wp

h
)2] (6)

When Wp

h < 1,

εeft =
εr + 1

2
+
εr − 1

2
[(1 + 12

h

Wp
)

−1
2 ] (7)

3) Estimation of Effective Length (Left):

Left =
c

2fo
√
εeft

(8)

TABLE II. CALCULATED PARAMETERS FOR THE
MICROSTRIP PATCH ANTENNA

Parameters Value
Effective dielectric constant εr 2.11
Patch width W 49 mm
Patch length L 39.5 mm
Microstrip Line Length y0 11.5 mm
Microstrip Line Width Wl 47 mm
Inset gap Ws 47 mm
Width of Substrate Wg 57 mm
Length of Substrate Wg 49 mm

4) Estimation of Length Extension (∆L):

∆L = 0.412h
(εeft + 0.3)(Wp

h + 0.264)

(εeft − 0.258)(Wp
h + 0.8)

(9)

5) Estimation of Actual Length of Proposed Patch Antenna
(Lp):

Lp = Left − 2∆L (10)

6) Estimation of Ground Dimensions (Lg ,Wg):

Lg = 6h+ Lp,Wg = 6h+Wp (11)

7) Estimation of Length of the Feed(Lf ):

Lf =
λg
4
, λg =

λ
√
εeft

, λ =
c

fo
(12)

Where λg is Guide wavelength.

III. PROPOSED ENERGY HARVESTING ANTENNA

The basic design of any patch antenna consists of three
prominent parts. Ground, Substrate and the Patch. Though only
patch works as a functional antenna, Ground and Substrate
are added to provide physical support to the patch. In various
cases Ground might be the base on which the antenna will
be mounted and thus may be eliminated from the design.
Substrate, unlike the ground is a must as it affects the radiation
and bandwidth of the patch.

By using the above equations, we got the value of each
dimension of the antenna, which is showed in Table II. Rect-
angular Patch antenna array with the dimensions mentioned in
Table II is depicted in Fig. 4.
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A. 4-Element Rectangular Patch Antenna Array

The geometric parameters are adjusted to observe the
variations with respect to the gain, bandwidth, and resonant
frequency of the proposed antenna. The patch design incorpo-
rates several rectangular slots which are combined to form
various shapes. The obtained frequencies is 2.4 GHz. The
proposed antenna is designed by using the substrate RT/duroi
5880 substrate form Rogers. This substrate is characterized
by 2.20 of dielectric constant with a dissipation factor of
around 0.0004. Antenna array is designed using four patch
elements with the aim of increasing the gain as shown in Fig.
4. Equidistant placement of the patch elements on the substrate
forms a planar array. A feed network is used to connect patch
elements and properly designed to enable equal radiation.
Among all the available options one side feed network (all
patch elements oriented in one direction) provides high gain,
low loss, and single major beam with null deviation between
electric and magnetic fields.

TABLE III. 4-ELEMENT H-SHAPED MICROSTRIP
PATCH ANTENNA ARRAY PROPERTIES

Parameters Value
Path array dimensions 119.5 * 118 (in mm)
Gain 17.2 dBi
Return Loss -12.49
Input impedance 44 + j2.3
Bandwidth 52 MHz (∼= 2.1%)

B. H-Shaped Patch Antenna Array

Though the antenna is exhibiting acceptable behaviour, the
bandwidth is not so superior as compared to previous works.
In order to improve the bandwidth one need to tweak around
the geometry of antennas without affecting other parameters
and properties. Many techniques such as changing or removal
(partial) of substrate, and introduction of slots either in radiat-
ing patch or ground plane have been investigated. In order
to investigate the influence of various shapes and sizes of
slots on bandwidth, simulations have been carried out. If we
place a slot at the middle of the radiating edge, it may take
the form of U or H shape as shown in fig 5 and 6 whose
dimensions are mentioned in Tables III and IV. The simulation
of H shape antenna array resulted in improved bandwidth.

Fig. 4. 4-Element Rectangular Antenna Array

Fig. 5. 4-Element H-Shaped Patch Antenna Array

Fig. 6. 4-Element Modified H Shaped Patch Antenna Array

The width is designed as per the equations Ws =
λ

60
and

Ls =
c

2f
√
εeff

− 2(L+ ∆L−Ws).

TABLE IV. 4-ELEMENT MODIFIED H-SHAPED
MICROSTRIP PATCH ANTENNA ARRAY PROPERTIES

Parameters Value
Path array dimensions 119.5 * 118 (in mm)
Slot dimensions 7.7 * 10.5 (in mm)
Gain 17.2 dBi
Return Loss -12.49
Input impedance 40 + j5.5
Bandwidth 64.8 MHz (∼= 2.65%)

C. Circular Slot, Modified H-Shaped Patch Antenna Array

Though the focus will be on directivity and efficiency while
designing an antenna (as shown in Fig. 7 and 8), in the larger
picture, the aim will be to have great power reception and con-
version (as shown in Fig. 9). Mutiband antennas are designed
when energy has to be harvested from RF signals of wide
range of frequencies (shown in Fig. 10). The authors major
focus on enhancing bandwidth of the rectennas (4-element
array) designed to harvest energy at a central frequency of
2.45 GHz.
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(a) (b) (c)

Fig. 7. 3D Polar Plots of (a) Single Microstrip Patch Element (b) H Shaped 4-Element Antenna Array (c) Modified H Shaped 4-Element Antenna Array

(a) (b) (c)

Fig. 8. Current Distribution of (a) Single Microstrip Patch Element (b) H Shaped 4-Element Antenna Array (c) Modified H Shaped 4-Element Antenna Array

IV. RESULTS AND DISCUSSION

The IoT using wireless motes has perpetuated the demand
for self-reliant electronics. Recent research has emphasized
fulfilling this requirement via energy conservation. The energy
crisis of these remotely placed devices needs to be taken care
of. The energy crisis can be studied at various levels, either
at energy resources level (choosing an appropriate and abun-
dantly available energy resource), or at energy conservation
level (energy-transformation mechanisms), or energy storage
level (power management), or at energy consumption level
(harvested energy is consumed responsibly).

Energy sources available for harvesting are thermal, solar,
vibrational, chemical, Radio frequency, electromagnetic, and
mechanical. All the sources demand bulkier devices with
mechanical movements for harnessing the energy except RF.
In contrast to all available sources, RF is ubiquitous, readily
available, and is present in the ambience due to signal trans-
missions by all wireless transmitters. RF energy harvesting is
much suited for IoT devices as there is huge restriction on size
of both energy conversion devices and energy storage devices.

RF energy harvesting has garnered significant attention
due to its consistent availability in the ambience from radio,
TV, Cellular and Wi-Fi communications. Many energy-saving
mechanisms are being investigated, including Radio optimiza-
tion, Data optimization, scheduling schemes, Routing and
Topology Control, and messaging protocols. Among all op-
tions, Radio optimization has shown huge potential in energy
saving as it deals with energy harvesting. Radio optimization
tries to save energy via transmission power control, Directional
antenna, and Cognitive Radio.

Wireless transmission of energy has no bounds. Wireless
power transfer is the transmission of electrical energy from a
transmitter connected to a power source via beamforming to
one or more receivers without power cords. At the receiver, the
electromagnetic signal is converted back to an electric current
and then used by either 1) inductive, capacitive or resonant
reactive near-field coupling, or 2) far-field directive power
beamforming, or 3) far-field non-directive power transfer.

Since near field and far field with line-of-sign are quiet
conducive for energy harvesting, it is implied that much of the
research should be focused on the third type i.e. far-field non-
LoS WPT. The two challenges in such deployment is the low
power densities of incident power and the dynamics of position
and orientation of the reciever. The sudden variations in the
location brings in much chaos in the power levels which can be
addressed by a designing a recitifier capable of operating over
a wide-range of incident power. The challenge of low power
densities can be partially overcome by having high RF-DC
power conversion efficiency (PCE). But it is should be noted
that, if more energy is sucked or scavenged from the ambience,
the RF-DC will result in much higher PCE. Hence, Rectennas
(reciever antennas with rectifiers) need to be designed with
broad band to scavenge large amount of low power energy
from the ambience such that the voltage multiplier will boost
the level and rectifier will take care of the variation in levels.

The learning from various sections of this work can be
summarized as below:

1) Energy concerns in IoT devices can be rightly ad-
dressed by employing energy harvesting mechanisms.

2) Among all available sources of energy, RF energy
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(a) (b) (c)

Fig. 9. Radiation Pattern of (a) Single Microstrip Patch Element (b) H Shaped 4-Element Antenna Array (c) Modified H Shaped 4-Element Antenna Array

(a) (b) (c)

Fig. 10. Return Loss of (a) Single Microstrip Patch Element (b) H Shaped 4-Element Antenna Array (c) Modified H Shaped 4-Element Antenna Array

TABLE V. 4-ELEMENT PATCH ANTENNA ARRAY PROPERTIES

Parameters Value of Rectangular Patch
antenna array

Value of H-shaped Patch
antenna array

Modified H-shaped antenna
with circular slot

Path array dimensions 119.5 * 118 (in mm) 119.5 * 118 (in mm) 119.5 * 118 (in mm)
Slot dimensions Not applicable 7.7 * 10.5 (in mm) 7.7 * 10.5 (in mm)
Gain 10.4 dBi 8.225 dBi 8.33 dBi
Return Loss -12.49 -10.49 -15.49
Bandwidth 258 MHz (∼= 10.75%) 64.8 MHz (∼= 2.65%) 868 MHz (∼= 36.17 %)

harvesting is best due to its ubiquitousness, and
simple design requirement without any mechanical
movements and no demand for large storage.

3) Among all available ambient frequencies, 2.4 GHz is
best for long-range wireless power transmission.

4) For a central operating frequency of 2.4 GHz, Mi-
crostrip patch antenna is best suited.

5) One side feed network is provides better results.
6) 4-element antenna array is best arrangement for en-

ergy harvesting in low-power applications.
7) Creating a circular slot is best option for increasing

the bandwidth instead of going for multi-band anten-
nas (which have their own limitation of switching) as
demonstrated in this work.

This work has attempted to demonstrate the development of
receiving antenna array design starting from a basic rectangular
patch antenna. A simple rectangular patch antenna is designed
with 4 elements to form an array. The parameters are optimized
by the equations defined in Section II, taken from [16]. The
centre frequency of 2.4 GHz is accurately achieved. Motivated
by this, the authors have attempted to recreate a H-shaped
antenna with small improvement in bandwidth from the work
[31]. Here a small H shaped antenna, based on tuned slot
size is designed. The simulation result shows an incremental
change in bandwidth i.e. from 2.1% to 2.65%. Even if we
appreciate the delta enhancement, the practical results were
not so encouraging as demonstrated in [31]. Therefore in-
order to have large bandwidth, the authors have introduced
a circular slot in the patch antenna. This inclusion of circular
slot has shown remarkable change in bandwidth i.e. from 52.2

MHz (for rectangular patch antenna array) and 64.8 MHz (for
H-shaped patch antenna array) to a large bandwidth of 868
MHz. This accounts to 36.17% bandwidth against the 2.65%
of H-shaped antenna. This new antenna array can be explored
for intelligent beamforming [32]. The comparison of results is
tabulated in Table V.

V. CONCLUSION

Given the SDGs, energy crisis is inevitable with the way
resources are being exploited. In a low power device placed
remotely, energy scavenging is the preferred mechanism to
enhance the lifetime of the node. This work considers RF
signals to harvest at 2.4 GHz, which is readily available
and free to use. The antenna design at this frequency is
selected to be microstrip patch with a suitable one side feed
network. The work has considered bandwidth to enhance the
power conversion efficiency by designing a wideband rectenna
with 4-element arrangement for energy harvesting in low-
power devices such as IoT devices, Radio Frequency Identifier
(RFID) and remote wireless motes.

Energy concerns in IoT devices can be rightly addressed by
employing energy harvesting mechanisms. Among all available
sources of energy, RF energy harvesting is best due to its
ubiquitousness, and simple design requirement without any
mechanical movements and no demand for large storage. In all
the available ambient frequencies, 2.4 GHz is best for long-
range wireless power transmission. For a central operating
frequency of 2.4 GHz, Microstrip patch antenna is best suited.
One side feed network provides better results. 4-element
antenna array is best arrangement for energy harvesting in
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low-power applications. Creating a circular slot is best option
for increasing the bandwidth instead of going for multi-band
antennas (which have their own limitation of switching) as
demonstrated in this work. The simple flow from rectangular
antenna to the circularly slotted modified H-shape antenna
along with the theoretical foundations and the antenna design
flow chart, this work acts as a primer for any communica-
tion engineer enthusiast to start simulating various slots and
enhance various properties of antennas without affecting the
other parameters. The authors are confident that the fabricated
antenna would give better results and may provide a bandwidth
enhancement of at least 20% while considering all non-
linearities and implementation losses.

This work has paved a way towards radio optimization
and can be extended to transmitter side, where beamforming
for energy transmission with receiver location aware pre-
coding can be explored. The authors are confident that the
fabricated antenna would give better results and may provide
a bandwidth enhancement of at least 20% while considering
all non-linearities and implementation losses. The authors also
look forward to work on other modules of rectenna: Rectifier,
voltage multiplier, power divider, and power management
schemes in Wireless Sensor Networks.
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Abstract—Non-partisanship is one of the qualities that con-
tribute to journalistic objectivity. Factual reporting alone cannot
combat political polarization in the news media. News framing,
agenda settings, and priming are influence mechanisms that lead
to political polarization, but they are hard to identify. This
paper attempts to automate the detection of two political science
concepts in news coverage: politician personalization and political
ideology. Politicians’ news coverage personalization is a concept
that encompasses one more of the influence mechanisms. Political
ideologies are often associated with controversial topics such as
abortion and health insurance. However, the paper prove that
politicians’ personalization is related to the political ideology
of the news articles. Constructing deep neural network models
based on politicians’ personalization improved the performance
of political ideology detection models. Also, deep networks models
could predict news articles’ politician personalization with a
high F1 score. Despite being trained on less data, personalized-
based deep networks proved to be more capable of capturing the
ideology of news articles than other non-personalized models.
The dataset consists of two politician personalization labels,
namely Obama and Trump, and two political ideology labels,
Democrat and Republican. The results showed that politicians’
personalization and political polarization exist in news articles,
authors, and media sources.

Keywords—Deep neural networks; text classification; political
ideology; politician personalization

I. INTRODUCTION

This paper examines the relationship between two political
science concepts that usually addressed separately, news arti-
cles’ political ideology and personalization. Political ideology
of an article can be predicted based on its content, publisher
ideology, or authors leanings. Our main hypothesis is that by
constructing intelligent models trained on politician centered
articles will improve their performance in detecting articles’
political ideologies. Personalization attributes such as politi-
cian visibility, personal traits, and reoccurring topics form a
pattern that statistical models learn to distinguish personalized
articles. articles’ tags are used in building the dataset, which
indicate that the politician is directly related to the topic
covered in the article. In the Presidential Dataset (Section
III), Obama was mentioned in 23.6% of the articles that were
tagged with Trump. Despite that, our models were able to
detect articles personalization and the ideology of personalized
articles effectively. Nonetheless, introducing intelligent models
to detect articles’ ideology based on their personalization
proved to advance their performance.

One would question the motivation of paper by pointing
out that the readers could identify politicians mentioned in
the article and be aware of the article’s writer or publisher’s
political alignment at the same time. However, not all readers
are attentive [1], and political leanings of news sources or
writers are not always known. Also, detailed articles might
have few mentions of a politician and not be personalized.
Some readers do not go beyond initial information exposure
of shared articles, or cropped news on a website and news
feeds [2]. Also, websites’ structure differs from one another,
meaning not all news websites use web tags. Some websites’
main page displays articles in their entirety; others show
the articles’ title and maybe a snippet of its first paragraph.
News agencies share links to the news articles on social
media networks. Readers might arrive at conclusions solely
based on the articles’ headlines or posts on character-limited
social networks. Automated personalization detection increases
the amount of information available to readers, even without
reading the article. The pre-trained models can easily detect
who is personalized in this article and notify the reader. Models
can be trained on multi-labeled data to detect more than one
politician’s personalization.

The research’s interdisciplinary nature contributes towards
bringing artificial intelligence to political science, journalism,
and communication. The proposed concept has practical ap-
plications for regular readers, news outlets, social networking
sites, and politicians. The intelligent models will provide
awareness to the reader about personalized articles’ ideologies.
Labeling the article based on its political ideology helps the
reader identify which standpoint the article takes. Hence, the
reader is encouraged to seek the other viewpoints to determine
which one is more convincing to align themselves to it or take a
specific position. For instance, if most of the articles exhibited
to a reader were from one political side, the reader’s awareness
of being in a bubble would increase.

News Recommender Systems (NRS) aims to customize
the news articles displayed to the readers based on criteria
or techniques that are believed to capture the readers’ in-
terest. Researchers have proposed several expert systems to
recommend the news from the web [3], [4], news agencies’
tweets [5], and heterogeneous data tailored for journalists
[6]. Moreover, social networks integrate news recommendation
systems into their platform, such as Facebook news feed, to
suggest news articles based on users’ behavior, etc. [7]. Due
to deep neural networks’ ability to overcome some of the
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limitations in the traditional techniques, the incorporation of
deep neural networks into news recommendation systems have
been more frequent in recent years [8], [9], [10]. Regardless
of the adopted methods to build the news recommendation
systems, researchers pointed out that such systems increase
pro-attitudinal selective exposure of political news [11], [12],
[13]. Articles’ personalization and ideology detection models
can help the news recommendation systems mitigate pro-
attitudinal selective exposure.

Deep transfer learning for texts enables knowledge sharing
between a source domain with a sufficient amount of labeled
data to target domains that suffer from labeled data insuffi-
ciency. The transfer could be achieved by different means, e.g.,
pre-trained word embedding [14], instance-based [15], and
adversarial-based [16]. Because the Presidential Datasets are
reconstructed to target articles, authors, and sources, transfer-
ring the DNN to multiple domains is possible. Personalization
of politicians is transferable to other personalization types as
CEOs’ news media coverage [17]. Researchers pointed out that
the media treats CEOs as brands and that preserving the CEO’s
image improves products and firms’ value [18]. Personality
prediction [19] and framing and agenda-setting detection [20]
are other examples of transfer learning destinations. Other
domains that are suitable for transfer learning from ideology
detection models are emotion detection [21], top-specific opin-
ion classification [22], and news bias identification [23].

In this work, a new approach is proposed to improve the
performance of news political ideology detection models by
building models with feature space extracted from politicians’
personalized articles. Politicians’ personalized-based models
for political ideology detection were able to achieve higher
or match the performance of other non-personalized polit-
ical detection models, which trained on much more data.
In addition, The experiments proved that it is possible to
detect articles politicians’ personalization automatically. The
detection models were evaluated against news articles, authors,
and media sources to examine the relations between the two
political concepts. Finally, a statistical analysis of the presi-
dential dataset from the political personalization perspective is
provided.

The reminaing of this paper is structured as follows:
Section II briefly reviews news personalization literature and
describes how this paper’s contribution can fit in this research
field. We analyze the statistics related to articles’ personal-
ization in the Presidential data and its relation to political
ideology in Section III. Description of research models and
experimental setup provided in Section IV. Section V report
and discuss results of articles’ personalization and ideology
detection. Finally, the paper is concluded in Section VI.

II. RELATED WORK

The related work of the automated texts’ ideology detection
is extensively reviewed in [24]; therefore, it will not be covered
in this paper because. In this section, the literature of political
personalization in the news media is reviewed.

Personalization in the literature comes in many shapes and
forms. Personalization could mean delivering services [25],
advertisements [26], or educational content [27] that best suited
for a targeted individual. In law, personalization is substituting

a uniform law for one tailored to an individual’s preference,
characteristics, or circumstances [28]. Other fields have several
definitions for personalization as in marketing [29] and e-
commerce [30], leading to confusion or ambiguity. Similarly,
scholars in political science and communication view personal-
ization from different perspectives. Researchers have examined
the existence of personalization in various types of political
institutions [31]. Others focused on studying personalization
impact on the leaders’ [32] or the public [33] political behavior.
Numerous studies investigated the role of personalization in
political campaigns and elections [34], [33]. Some of the
political scientists debated that the rise of personalization is
beneficial for modern democracies—the following are some of
the observations that support this claim. Leaders will advocate
the party’s message and increase citizens’ political engagement
through direct online communication [35]. Voters’ attachment
to parties weaken due to increased political personalization;
hence, voters would be more willing to vote for a different
party in subsequent elections [36]. On the other hand, some
will argue that personalization brings more harm than good to
democracy [37]. For example, loosen the ties between voters
and parties might move voters’ and political parties’ attention
from local to national elections [36]. The literature on political
personalization is extensive and diverse. This paper is closely
related to papers that address presidential personalization in
the online news media.

Peoples’ political disagreements on the personal level
manifest itself by voting for candidates who align with their
political ideology as in representative democracy. The political
parties mostly nominate their preferred candidates according to
their set of criteria. These candidates roles revolves on advocat-
ing and implementing the party’s program once they get in the
government. Therefore, to some degree, the voter, candidate,
and the party all have the same political ideology; hence,
voters tend to stick with one party to help advance its policies.
Mughan [38] stated that in the sixties, the United Kingdom and
United States voters’ interest shifted from the political parties
to an individual politician’s personalities, especially those in
the high government positions. The media attention moves
from the party loyalty to the particular politician’s personalities
at the top to lead, namely presidentialization [38], [39], [40].

The use of presidentialization as terminology to describe
the UK’s prime ministries nominees’ influence over the elec-
toral process and the elected prime minister rise in power over
their cabinet members is debated [41]. Other political scientists
prefer the term prime ministerialisation [42] or personalization
[43]. Furthermore, individuals attribute populism mounting to
personalized politics, where political leaders with compelling
personalities appeal to a broader range of voters [44], [45]. Al-
though the degree of political personalization differs depending
on multiple variables such as the number of competing parties
[46], it is common to find political personalization across
western democracies [47], [48], [49], [36]. In her compre-
hensive book [47], Bittner classified the divergent research of
political personalization into five categories: leaders’ selection,
leaders’ traits, leaders’ evaluation, leaders’ impact on electoral
outcomes, and information sources. The media is considered
one of the primary information sources available to voters,
and hence the criticality of the media’s depiction of a political
candidate is critical.
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The waning of the power of monolithic politics gave
rise to the media coverage of individual politicians. Aelst
et al. [50] developed a model to organize the political news
personalization studies into two dimensions logically. The first
dimension compares political news coverage of individual
politicians and political institutions, leading to a dimension
known as individualization. The second dimension emphasizes
the change in politicians’ media coverage as a government
official to a private citizen; hence, this dimension is labeled
privatization.

The individualization stems from two decentralized
branches, which examine any or all politicians’ media visibility
regardless of their position [50], [51]. It also includes central-
ized, which study’s the media’s visibility regarding different
political leaders and their characteristics [52], [53], [46].
Relativity different take on the distinctions between centralized
and decentralized media personalization articulated in [54]
defined centralized personalization as the media visibility of
an upward shift towards politicians at the top, On the other
hand, researchers described decentralized personalization as
a downward shift towards politicians in lower positions or
parties. Privatization consists of two sub-dimensions [50], [55],
personal characteristics and personal life. Personal character-
istics refer to increased media coverage of a politician’s traits
rather than his political elements. Personal characteristics make
people aware of a politician’s positive or negative aspects as
those who focus on those aspects aim at attaining certain po-
litical goals. On the other hand, personal life, which addresses
media coverage, shifts to politician personal activities and
interest. Research in politicians’ traits is inconclusive since the
dissimilarities between personal and political traits are clouded
[56].

Others argue that personal disclosures in the media could
be politicized [50]. Now that personalization concepts laid
out in the previous paragraphs, one cannot place personalized
media detection into these dimensions and subdimensions. We
are not aware of any paper that researched the problem of
news media personalization detection. However, one can link
this work to some of those subdimensions. In personalized
media detection, the deep network models learn politicians’
personalities and political traits with other attributes to form a
pattern in which one quickly identifies personalized articles.
This research paper also touches on presidentialization or
centralized personalization by experimenting with personalized
articles regarding two US presidents,, namely President Donald
and Trump and Barrack Obama. The two presidents have
massive information attributed to them in the media and
different other websites. The information is mostly published
to sensitize the public about their aspects or public aspects
crucial in politics. Despite that, personalized media detection
should be distinguished from other previously known per-
sonalization dimensions. However, this distinguishing aspect
does not eliminate the possibility of incorporating personalized
media detection in different types of news personalization.

This paper is the first research paper that considered
articles’ political personalization as a dimension to detect
ideologized text to the best of our knowledge. On top of that
the ideology detection models’ performance are evaluated in
association with articles’ authors and sources.

TABLE I. THE TABLE SHOWS SIZE OF POLITICAL IDEOLOGY AND
POLITICAL PERSONALIZATION LABELS IN THE PRESIDENTIAL DATASET.

Ideology Personalization

Set # Articles Conservative Liberal Obama Trump

Train 125051 35035 (28%) 90016 (72%) 72256 (58%) 52795 (42%)

Test 53521 15017 (28%) 38504 (72%) 30896 (58%) 22625 (42%)

TABLE II. THE TABLE SHOWS THE TOTAL NUMBER OF TRAINING AND
TESTING ARTICLES FOR THE IDEOLOGY CLASSES IN TRUMP AND OBAMA

DATA.

Trump Dataset Obama Dataset

Class/Dataset Train Test Train Test

Conservative 22933 (43.4%) 9712 (43%) 12102 (16.7%) 5305 (17.2%)

Liberal 29862 (56.6%) 12913 (57%) 60154 (83.3%) 25591 (82.8)

Total 52795 22625 72256 30896

III. PERSONALIZATION IN THE PRESIDENTIAL DATASET

The articles in the Presidential dataset [57] were collected
from multiple news sources aligned with extreme left and right
on the political spectrum. A detailed description of the dataset
and the methods used to collect the articles are provided in
[24] and listed in Table I. The dataset is a collection of articles
written about two U.S. presidents, Trump, and Obama. The two
represent two different political ideologies and covered by all
news agencies. The paper will focus on personalized articles
in the dataset and its relation to the article’s ideology, which
were not explained in the previous publications. And examine
how the dataset is balanced in terms of media attention to the
politician and the ideology of media sources that published the
articles.

Data imbalance is a common problem in text classification
[58], and it hurts the performance of the detection models.
As seen in Table (), the presidential dataset can be organized
based on politician personalization, and political ideology.
From personalization perspective Trump and Obama’s articles
represent about 42% and 58% of the entire corpus, respectively.
On the other hand, 28% and 82% of the articles are labeled
with Conservative and Liberal political ideologies, respec-
tively. In comparison, personalized articles are more balanced
than ideology articles. The proposed hypothesis assumes that
constructing intelligent models trained on political person-
alized articles to detect political ideologies would improve
the detection models performance. Knowing that personalized
articles are more balanced than the ideology ones might
contribute to this matter. However, one cannot be certain that
the same could apply to the size of media coverage of other
politicians. Politician serving times, position and other factors
can generate more media attention.

Table II lists detailed statistics of personalized corpora.
More than 43% of the articles written about Trump are
conservative, and only 17% are labeled as conservative in
the Obama corpus. As can be seen in Fig. 1, articles labeled
as Liberal are more significant than Conservative articles in
the Obama and Trump datasets. Moreover, the gap between
the size of Conservative and Liberal articles is much more
evident for Obama’s articles. Therefore, one can assume that
intelligent models would be able to detect the ideology of
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TABLE III. THE TABLE DISPLAYS NEWS SOURCES, IDEOLOGY ALIGNMENTS, AND THE NUMBER OF ARTICLES IN TRUMP AND OBAMA DATASETS.

News Website Ideology Trump Dataset Obama Dataset

DailyWire [7.57%] Conservative 11031 [14.62%] (Tr:7797 , Te:3234 ) 2488 [2.41%] (Tr:1757 , Te:731)

ILoveMyFreedom [4.22%] Conservative 6350 [8.42%] (Tr:4488 , Te:1862) 1180 [1.14%] (Tr:826 , Te:354)

DailyKos [68%] Liberal 39822 [52.8%] (Tr:27808 , Te:12014 ) 81691 [79.19%] (Tr:57327 , Te:24364)

National Review [11.2%] Conservative 9981 [13.23%] (Tr:6929 , Te:3052 ) 9945 [9.64%] (Tr:6880 , Te:3065)

TheBlaze [0.62%] Conservative 614 [0.81%] (Tr:432, Te:182) 494 [0.48%] (Tr:351 , Te:143)

WorldSocialist [3.92%] Liberal 2953 [3.91%] (Tr:2054 , Te:899) 4054 [3.93%] (Tr:2827 , Te:1227)

NewsBusters [4.4%] Conservative 4669 [6.19%] (Tr:3287 , Te:1382) 3300 [3.2%] (Tr:2288, Te:1012)

Total Combined 75420 103152

articles covering Trump better than Obama.

Fig. 1. Personalization V.S. Ideology. The Figure Shows the Number of
Conservative and Liberal Articles Tagged with Trump and Obama.

The reason behind the difference in size among person-
alized and ideology articles can be understood better by
exploring the number of articles generated by each media
source. Table III presents all the news media sources’ political
ideology and the number of articles written about Trump and
Obama. A large portion of the Presidential dataset comprises
of articles from the DailyKos, 68% to be exact.

The difference in coverage becomes apparent in the hor-
izontal bar chart in Fig. 2. DailyKos, a liberal media outlet,
represents 52.8 % and 79.19% of Trump and Obama datasets,
respectively. The second and last liberal data source, WorldSo-
cialist, is the only media source with consistent representation
in the Presidential, Trump, and Obama datasets, which is, on
average, 3.92%. The remaining data sources are conservative
and mostly have more written articles about Trump than
Obama. One can conclude from this plot that all conservative
sources, except for National Review Online, have more articles
about Trump than Obama. On the other hand, Obama received
more attention in the liberal media sources.

Parts of some articles in the Presidential Dataset are in
Table IV. These articles’ snippets provide the information
needed to determine the authors’ standpoints on controversial
issues such as Obamacare, Iran’s nuclear deal, and climate
change. For instance, the far-left news source DailyKos article
covering an event that took place in the Senate to repeal
Obamacare pointed out the failure of the Republicans in the
Senate to take health coverage from 16 million people. Another
article reporting on the same event but from the conservative
point of view stated that the modest Obamacare repeal offered
by the Senate Republicans was ’killed’ by the Democrats.

Fig. 2. Percentage of Personalized Articles in Media Sources. Display the
Percentage of Articles Tagged with Trump and Obama in each Data Source.

Other examples are seen in the table and throughout the
dataset. The experiment section will discuss the detection
models trained on Trump and Obama datasets independently to
detect their articles’ political ideologies. Also, separate sets of
the detection models will be trained on the presidential training
set to identify Trump and Obama’s personalized articles.

IV. RESEARCH MODELS AND EXPERIMENTAL SETUP

Similar to [24], the following four deep neural network
models are employed to detect news’ articles politician per-
sonalization and political ideology.

1) FastText [59] models enable tasks to word representa-
tion fine tuning through averaging word vectors and
updating embeddings in the training phase through
back-propagation. The word embeddings are then fed
to a fully-connected layer with Softmax activation
to map articles representation to category labels.
Articles word order is ignored during the construction
of the text representation, which increase FastText
classifiers speed and still achieve relatively good
results.

2) Convolutional Neural Networks for the text classifica-
tion (TextCNN) [60] use multiple convolution layers
with different kernel sizes. In text classification, the
convolution layers are effective in extracting features
over multiple sliding windows from one dimensional
inputs. The output of the convolution layers are
max-pooled over the entire sequence to identify the
most useful features and generate fixed-length vector.
The features maps constructed from the max-pooling
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TABLE IV. THE TABLE LISTS A SAMPLE OF ARTICLES THAT BELONGS TO THREE CONTROVERSIAL ISSUES IN US POLITICS OBAMACARE, IRAN’S
NUCLEAR DEAL, AND CLIMATE CHANGE.

Theme Personalized/Ideology Snippet From The Article Date Source

Obamacare Trump/Liberal Senate Republicans failed in their latest attempt to take health coverage from
16 million people with so-called ”skinny repeal”. 07-28-2017 DailyKos

Trump/Conservative

Around midnight Thursday, the Senate Republicans’ attempt to pass even the most
modest of their Obamacare repeal efforts crashed and burned when ”Maverick”
John McCain joined the so-called moderate Republicans Susan Collins (ME) and
Lisa Murkowski (AK) to vote with the 48 Democrats to kill the ”skinny repeal” bill.

07-28-2017 DailyWire

Obama/Conservative

Democrats from Sen. Chuck Schumer (D-NY) to former President Barack Obama
announced this weekend that their first priority after the holidays will be to preserve
the Affordable Care Act which was declared unconstitutional (again) Friday by
a federal district court judge.

12-16-2018 DailyWire

Obama/Liberal President Obama visited Texas last week. He had a chance to visit with Texas families
personally impacted by the health care law, Obamacare. 04-18-2014 DailyKos

Iran’s Deal Trump/Liberal

Donald Trump is looking for excuses to pull out of the Iran nuclear deal—
after all, it was negotiated under former President Obama, whose accomplishments
Trump is looking to wipe out one by one—even though his own top advisers like
Defense Secretary James Mattis and Joint Chiefs of Staff Chair Gen. Joseph Dunford
have said that the deal is working.

10-10-2017 DailyKos

Trump/Conservative Donald Trump was exactly right when he called the Iran deal a “horrible”
and “disastrous” agreement. 11-14-2016 NationalReview

Obama/Conservative
On Sunday’s Face the Nation, Washington Post columnist Michael Gerson blasted
President Obama for aligning Republicans in Congress with the leadership with Iran
who chant “Death to America” simply for opposing the nuclear deal.

08-09-2015 NewsBusters

Obama/Liberal
A comprehensive deal on Iran’s nuclear program has been done, diplomats in Vienna
said, bringing to an end a 12-year standoff that had threatened to trigger a new war in
the Middle East.

07-14-2015 DailyKos

Climate Change Trump/Liberal

Much has been made of the fact that Trump’s withdrawal from the Paris Climate Agreement
makes the United States an international pariah and a business disaster, that it will undermine
national security, that his excuses were a series of flat-out lies, and that his real reason was the
typical pettiness of his tiny, fragile ego, but the degree to which Trump is Making America
Worst cannot be overstated.

06-02-2017 DailyKos

Trump/Conservative By withdrawing from the agreement, Trump could restore the Senate’s constitutional power to
advise on and consent to international treaties. 05-09-2017 NationalReview

Obama/Conservative

Wednesday’s edition of the CBS Evening News chose to re-air portions of chief medical
correspondent Dr. Jon LaPook’s interview with President Obama on climate change supposedly
threatening public health and included LaPook fretting at the end to anchor Scott Pelley that
“climate change legislation has stalled in Congress.”

04-08-2015 NewsBusters

Obama/Liberal
Because it worked so well to scuttle the global agreement to prevent Iran from getting
a nuclear weapon (not), Republicans are trying the same techniques to undermine the
Paris talks to combat climate change.

09-13-2015 DailyKos

layers are stacked in the concatenation layer. The final
layer is fully-connected, then a Softmax activation
applied on the final layer output resulting in a class
prediction. One drawback from this approach is los-
ing the sequential order of texts, and not being able
to model more sophisticated structures.

3) Recurrent Convolutional Neural Networks (RCNN)
[61] combines recurrent and convolution layers to
take the advantages and mitigate the limitations of
both layers. RNN captures contextual semantics by
constructing local feature maps of text sentences.
Three text representation, left context, right context,
and standard word embedding are shared during
training update with separate outputs. Forward RNN
constructs the left side context, and the right side
context is generated by a Reverse RNN. All three text
representations are merged by a concatenation layer
that fed to a convolution layer. Then a max-pooling
layer extracts global most influential feature vectors.
The final layer is a fully-connected that passes its
output through a Softmax activation function for class
prediction.

4) Hierarchical Attention Networks (HAN) [62] best
suited for document classification due to its two levels
attention mechanisms. Fixed-length of input words
encoded by Long-short-term-memory (LSTM) layer.
The LSTM itself is wrapped in Bidirectional RNN
layer to perform backward RNN computation. The

following layer is an attention that forms sentences
from the most useful words. Time distributed layer
wraps the bidirectional encoder and the attention
layer. Another bidirectional RNN layer further en-
codes the processed sequences to construct a docu-
ment from the most informative sentences; followed
by an attention layer. Finally, a fully-connected layer
passes its output to a Softmax activation function to
compute the probability of document belonging to a
class.

The same networks settings, learning configuration, and
text prepossessing techniques depicted in [24] are used in this
paper for fair comparison with earlier experiments. Prior to the
learning phase, the texts are tokenized based on white space
as delimiters. All letter cases are lowered, and punctuation
removed from the tokenized texts. The remaining texts are
sequenced and padded to 400 sequence length. The highest
possible number of features is 35000 unigrams. Word embed-
ding size is 50 with random initialization.

As for the neural network settings, Adaptive Moment
Estimation (Adam) is the learning optimizer. The optimizer
learning rate is set to 0.0001 and 0.9, 0.999 for the opti-
mizer beta 1 and beta 2 decay parameters, respectively. Both
politician penalization and political Ideology detection are
single classification problem; therefore, Binary Cross-entropy
is selected as a loss function. The model that achieved the best
accuracy results on the validation set during training process
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(a) FastText Personalization Detection
Accuracy

(b) TextCNN Personalization
Detection Accuracy

(c) RCNN Personalization Detection
Accuracy

(d) HAN Personalization Detection
Accuracy

Fig. 3. Training and Validation Accuracy of Articles’ Politicians Personalization Detection Models

is chosen to evaluate the model performance on the testing
set. Accuracy as a metric is only used on validation set, other
metrics discussed below evaluated models’ performance on the
testing set. 50 is maximum number of epochs with 32 batch
size. Of the training set 15% is set aside as a validation set to
validate model performance posterior to each epoch. With an
early-stop scheduler the training will terminate if the validation
accuracy did not improve for three consecutive epochs. The
networks were built in the Keras platform with TensorFlow as
the backend in all the experiments.

During the entire experiment, several metrics evaluated
the performance of the neural network models. The best
fitted model on the validation set is chosen based on the
Accuracy metric, see Equation 1. In binary classification, the
accuracy of the model is calculated by dividing the number
of correctly predicted examples, which equals to the sum of
True Positive (TP) and True Negative, over total number of
examples represented by the sum of TP, TN, False Positive
(FP), and False Negative (FN).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

While the accuracy metric is a good measure of models
performance, it is limited when it comes to imbalanced dataset.
Therefore, Precision (Eqn. 2, Recall (Eqn. 3), and F1-score
(Eqn. 4) are the measurements metrics used to report the results
of detection models on the testing set. Precision computes the
fraction of correctly predicted examples of a class among all
the examples labeled by the model as the relevant class.

Precision =
TP

TP + FP
(2)

On the other hand, Recall derive the fraction of correctly
predicted examples of a class among all the examples that
actually belong to the relevant class.

Recall =
TP

TP + FN
(3)

The harmonic mean of the Precision and Recall or the
metric known as F1-score is a metric that overcomes some of
the limitations found in other metrics. The F1-score is suitable
or imbalanced data and it gives equal importance to Precision
and Recall.

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
=

2 ∗ TP
2 ∗ TP + FP + FN

(4)

V. RESULTS AND DISCUSSION

Constructing ideology detection models trained on per-
sonalized set boosts or at least maintain ideology detection
performance despite downsizing the training set size. There-
fore, this work examines the deep network models’ ability to
detect articles’ personalization. Attaining reasonably satisfac-
tory results in distinguishing among articles centered around
particular politician will further prove the existence of political
personalization in news media coverage. The deep neural
networks trained on articles tagged with politicians, namely
Trump and Obama. This paper compares between the results
obtained by ideology detection models reported in [24] and
personalization detection models. In the subsection V-B, we
test our hypothesis and see if personalized detection models are
better at detected the ideology articles than non-personalized
ones.

A. Politicians’ Personalization Detection Results

1) Detection Models’ Validation Accuracy: It is beneficial
to examine the accuracy results of the validation set obtained
from the training procedure. The same deep networks em-
ployed in the detection of articles’ ideology is used, which
will assist in observing network behavior trained on the same
data but different classes. As depicted in Fig. 3, FastText, Fig.
3a, required 20 epochs before reaching the termination point,
which is more than TextCNN 13 epochs, RCNN 5 epochs, and
HAN 8 epochs, Fig. 3b, Fig. 3c, and Fig. 3d, respectively.

FastText is the fastest network among the four deep net-
work models. The best accuracy of 93% on the validation
set was achieved by HAN, which is a little bit shy from the
training accuracy at its peak. On the other hand, TextCNN
accuracy decreased in the last three epochs from 90% to around
88%. Finally, RCNN was able to recover from descent in epoch
4 to 92% at the fifth and final epoch. The accuracy results
from the validation set do not necessarily reflect the model’s
performance on the testing set since the models’ assessment
is done on 15% of random non-stratified training data.

2) Politicians’ Personalization in News Articles: This sub-
section compares the results of the four deep network models
based on three metrics, Precision, Recall, and F1-Score. In
Fig. 4, heatmap and bar charts display numerical and graphical
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measurement values for detailed comparison. FastText, Fig. 4a,
was the least accurate with 0.92 F1-Score for Obama, and 0.88
for Trump personalized articles.

All deep network models are better at detecting articles’
personalization than ideology. TextCNN and HAN reported
the same F1-Score for both classes, Fig. 4b and 4d, but they
differ in Recall and Precision. TextCNN is better at detecting
Obama articles with 0.95 Recall and 0.92 Precision, yet HAN

is less likely to misclassify articles written about Obama as
Trump with 0.91 Recall and 0.95 Precision. However, RCNN,
Fig. 4c, outperformed other models at detecting Obama with
0.94 Recall, Precision, and F1-Score. As for Trump’s articles,
all personalization detection networks got 0.91 F1-Score, 0.93
was the best Recall value recorded by HAN, and 0.93 was the
best Precision by TextCNN. In any case, Obama dataset size
might be one of the reasons why it received better prediction

(a) FastText Personalization Detection (b) TextCNN Personalization Detection

(c) RCNN Personalization Detection (d) HAN Personalization Detection

(e) FastText, RCNN, and HAN Personalization Detection Results.

Fig. 4. Personalization Detection Comprehensive Report
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(a) Fasttext Personalization Detection Rate of News Sources (b) TextCNN Personalization Detection Rate of News Sources

(c) RCNN Personalization Detection Rate of News Sources (d) HAN Personalization Detection Rate of News Sources

Fig. 5. Models’ Personalization Detection Rate of Presidential Test Articles for All News Sources

(a) FastText Personalization Detection Rate of Top Authors (b) TextCNN Personalization Detection Rate of Top Authors

(c) RCNN Personalization Detection Rate of Top Authors (d) HAN Personalization Detection Rate of Top Authors

Fig. 6. Models’ Personalization Detection Percentage for Authors with Highest Number of Published Articles
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results.

3) Politicians’ Personalization in Media Sources: Observ-
ing news personalization detection percentage based on arti-
cles’ sources will help identify news sources that maintain
politician personalization characteristics across articles, see
Fig. 5. It takes us one step further towards news framing and
agenda settings detection. News politician personalization is
notable in WorldSocialist as one of the far-left news media
that might have a particular point of view about Trump and
Obama. TextCNN, Fig. 5b, was able to accurately predict
100% of WorldSocialist’s Trump and Obama articles as it has
done with detecting articles’ ideology. WorldSocialist received
high personalization detection accuracy for both classes from
the other three models with 100% for Obama and always
above 92% for Trump. News article personalization does not
have to be negative coverage of the politician of interest.
Although National Review received non-favorable ideology
detection results when labeled as Conservative, it showed
that deep neural networks could identify their news articles
personalization with more 90% detection accuracy. DailyKos
articles have shown to be more prone to personalizing Obama
articles than Trump, though that might be the result of data
size skewed towards Obama articles. RCNN, HAN, and Fast-
Text (see Fig. 5c, 5d, and 5a) predicted more than 85% of
Trump class articles in the remaining four conservative news
websites, namely, DailyWire, IloveMyFreedom, NewsBuster,
and TheBlaze, while FastText detected between 82% and
90% of Trump articles for the conservative sources. However,
Obama’s article prediction accuracy originated from the four
conservative websites was not as impressive as Trump’s ar-
ticles. HAN detection percentage of politician personalized
articles is as low as 9% of articles personalized on Obama
and published by the DailyWire, and 20% is detected by
FastText. It is often believed that data imbalance played a
role in this outcome due to having more Trump articles in
the three conservative sources than Obama, see Table III. Data
imbalance has the same impact on detecting Obama articles
originated from IloveMyFreedom, yet to a lesser degree. The
gap between Trump and Obama detection accuracy is lower for
NewsBusters and the Blaze news media sources. Surprisingly,
there are some cases where data imbalance has no significant
impact on the personalization detection models outcome, such
as the DailyKos and WorldSocialist. This led us to the question
of whether the poor prediction accuracy was due to data
imbalance.

4) Politicians’ Personalization in Authors: Authors person-
alize articles by shaping a persona that fits his or her point
of view about the targeted politician. Unlike article ideolo-
gies, where authors compose articles that follow an ideology,
news personalization is harder to define. Politically motivated
authors will not easily alter their perception; hence, articles
will consistently follow a pattern that might be identified.
Some of the authors who had low ideology detection accuracy,
got high detection accuracy for personalized articles, such as
Jim Geraghty, see Fig. 6. This could mean the author has a
fixated opinion about the politician in interest, but his point of
view does not align with a specific ideology. The opposite is
also possible where the author’s articles’ ideology is identified
more accurately than its personalization as for TheBradBlog.
Moreover, the third possible scenario where the prediction
accuracy of articles’ ideology and personalization of an author

are both high as in Pooddogcomedy, Markos Moulitsas, and
KOS. The author with the least personalized detection accuracy
is Joseph Curl, with approximately 60% detection rate.

B. Detecting Articles’ Political Ideology with Personalized-
Based Models

Unlike conventional linear text classifiers such SVM, deep
networks require a large sum of data to deliver on various
tasks, including text detection. However, learning the model on
personalized articles improves or maintains ideology detection
models’ performance, even though the personalized training
sets are a subset of the Presidential training set.

The previous statement validity is verified by training the
deep neural networks on the Presidential, Trump, and Obama
articles separately. Then, test the ideology detection models
on Presidential, Trump, and Obama testing sets. The results
obtained by those experiments are compared to each other to
identify which approach is more suitable for this problem.

Fig. 7 and Fig. 8 illustrate the results of deep networks
trained on the Presidential, Trump, and Obama training sets,
and tested on the personalized sets only. Logically, one should
expect that the accuracy of the ideology detection models will
decrease when trained on a subset of the entire training set
since the model will lose some information by removing a
large chunk of training data. However, training on Trump
set alone, Fig. 7, to detect the ideology of articles written
about President Donald Trump resulted in better performance,
despite removing 58% of the training set. All four deep
network models scored higher on Precision, Recall, and F1-
Score for Conservative and Liberal classes. Except for RCNN,
Fig. 7c, that reported lower recall for the Liberal class when
trained on Trump data, other metrics have increased. TextCNN,
Fig. 7b, still the best ideology detection model with training
on personalized data f1-score improved from 0.873 to 0.899
for the Conservative class and 0.904 to 0.924 for the Liberal
class.

The experiment is extended to test out the ideology detec-
tion model performance when trained on Obama set to predict
the ideology of articles in the Trump testing set. Although
the Obama dataset is more significant in size than Trump,
ideology models performed poorly compared to detection mod-
els trained on Trump or the Presidential training sets. Despite
the fact these articles were collected from the same sources,
the performance of models widely differs, which proved that
news personalization has an impact on news article ideology
detection.

Furthermore, all four deep networks retrained on Obama
training set alone to predict the ideology of Obama’s articles.
Fig. 8a shows that FastText F1-Score slightly improved from
0.789 to 0.804 for Conservative and 0.960 to 0963 for Liberal.
Other network models did not show any improvement, yet no
severe decrease in their performance either. Relatively, the size
of the data removed from the Presidential training set is still
significant compared to information loss measure by detection
model performance. Removing 42% from the entire training set
did not have a severe impact on Obama’s article ideology de-
tection models. The model’s performance drastically degraded
when trained on Trump training set alone. The articles were
collected from multiple sources with diverse topics and share
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(a) FastText Ideology Detection Results of Trump Test Set (b) TextCNN Ideology Detection Results of Trump Test Set

(c) RCNN Ideology Detection Results of Trump Test Set (d) HAN Ideology Detection Results of Trump Test Set

Fig. 7. Detection Results of Network Models Learned on Presidential and Personalized Training Sets to Predict the Ideology of Trump Test Articles.

a person of interest. Therefore, we believe that the results
obtained from training models on the personalized sets are
evidence that political personalization exists in news media
articles. Reconstructing data based on personalization provides
coherency and logical relation among the data, making it easier

for deep networks to identify different ideological traits.

VI. CONCLUSION

We successfully implemented neural networks models that
accurately detected politicians’ personalization and political

(a) FastText Ideology Detection Results of Obama Test Set (b) TextCNN Ideology Detection Results of Obama Test Set

(c) RCNN Ideology Detection Results of Obama Test Set (d) HAN Ideology Detection Results of Obama Test Set

Fig. 8. Detection Results of Network Models Learned on Presidential and Personalized Training Sets to Predict the Ideology of Obama Test Articles.
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ideology in news articles, authors, and media sources. This
work proved that some authors are consistent in their politi-
cians’ coverage style and more politically affiliated. Although
with different degrees of bias, media sources exhibited patterns
in selecting published articles. However, detecting politicians’
personalization in news media is a new research topic that
needs further examination. We are not aware of any research
papers that studied the relation between more definitive in-
fluencing mechanisms and politicians’ personalization, which
will lead to new research directions that combine political
science and artificial intelligence. One way to improve the
work in this paper is by expanding the dataset to include more
politicians or political ideologies and revaluating the detection
models’ performance on multiclass problems. Also, end-to-end
deep neural networks can solve hierarchal problems to identify
politicians’ personalization and political ideology with a single
network. Furthermore, other deep neural networks, such as
BERT, and pre-trained networks, might achieve better results
on the Presidential dataset.
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Abstract—In the field of agriculture, fruit grading and veg-
etable classification is an important and challenging task. The
current fruit and vegetable classifications are done manually,
which results in inconsistent performance. There is an influence
of external surroundings on this manual classification. Sometimes
getting an expert fruit or vegetable grader, is challenging and the
performance of that person may become stagnant over some time.
With the recent development in computer technology and multi-
spectral camera system, it is possible to achieve an efficient fruit
grading or vegetable classification system. In this manuscript, we
summarize different automated fruit grading as well as vegetable
classification systems, which are based on multi-spectral imaging.
We have focused our analysis on four major areas such as varietal
identification, fruit quality assessment, classification, and disease
detection. From our analysis, we have found that the Partial Least
Square Discriminant Analysis (PLS-DA) was most effective for
identifying varieties of tomato seeds. For analyzing the quality of
pomegranate fruits, the multiple linear regression model was the
most optimal method. Multi-Layer Perceptron (MLP) classifier
was the recommended method for classifying medicinal plant
leaves. A Linear Discriminant Analysis (LDA) based classifier
could accurately detect diseases in fruits and vegetables.

Keywords—Multi-spectral imaging; fruit grading; vegetable
classification; fruit quality; disease detection; fruit maturity

I. INTRODUCTION

A multi-spectral image is the set of images for different
wavelengths, which is captured throughout the electromag-
netic spectrum [2]. Wavelength separation for image data is
typically achieved with the help of color filters [3]. Multi-
spectral imaging not only includes visible wavelength but
sometimes the wavelength outside the visible spectrum (i.e.
infrared and ultra-violet). With the recent advancement in
manufacturing techniques, Light Emitting Diodes (LED’s) with
multiple colors such as red, green, blue (RGB) came into the
picture and they became very popular [4]. The information that
we cannot visualize with the human eye, can be visualized with
the help of multi-spectral imaging. In multi-spectral imaging,
there are at least two to five spectral bands involved. A multi-
spectral system consists of the following spectral bands: visible
spectra are in the range of 0.4 to 0.7 um. The range of near-
infrared spectra (NIR) is 0.7 to 1 um, the short wave infrared
(SWIR) is visible in the range of 1 to 1.7 um, the mid-
wave infrared (MWIR) is visible in the range of 3.5 to 5
um and long-wave infrared (LWIR) is visible in the range of
8 to 12 um. These are combined into a single system [5].
Multi-spectral imaging can be done with a minimum of 3
and a maximum of 15 spectral bands. The applications of
multi-spectral imaging include: detecting or tracking military

targets, detecting landmines, detection of a ballistic missile,
weather forecasting, space-based imaging, and investigation of
paintings and documents [6]. Fig. 1 shows the schematic of
multi-spectral imaging. The light consisting of a large range
of wavelengths (including visible and non-visible) is passed
through a multi-spectral filtered disk to generate a specific
wavelength of light. A fruit sample is kept into a specific
wavelength and a camera captures the image of the sample.
Now the multi-spectral filter disk is rotated to obtain other
slices of the multi-spectral image. Finally, the computer is
used to process the multi-spectral image with the help of
algorithms to obtain the grading of the fruit/vegetable sample.
The camera doesn’t have any IR filter attached to it so that
all the wavelengths of light can be observed. Fig. 2 shows the
overview of multi-spectral imaging for various applications in
fruits and vegetables.

A. Benefits of Employing Multi-Spectral Imaging for
Analysing Fruits and Vegetables

By using multi-spectral imaging for analyzing fruits and
vegetables, a lot of important information about the fruits can
be extracted. The primary use of multi-spectral imaging in
the context of fruits and vegetable analysis is to determine
the quality of the product in a non-invasive manner. Higher
quality fruits can be marked for export to foreign countries.
A particular country can establish its reputation for exporting
high-quality fruits and vegetables. In the domestic markets,
high-quality fruits and vegetables can be sold at a premium
price hence motivating farmers to cultivate a better quality
of crops. Another application of multi-spectral imaging is to
determine the sugar content of fruits before they are ripe.
Assessing the sugar content can help in achieving higher prices
for fruits that have high sugar content. Each species of fruit
and vegetable would generate unique multi-spectral images.
Hence, such imaging techniques would help in identifying
the breed of the crop so that it can be properly graded.
By analyzing such images of a small number of crops in
a field, the eventual overall yield of fruits and vegetables
from that field can also be predicted. Multi-spectral imaging
is also used to identify disease-stricken fruits and vegetables
in quality control systems. In this manuscript, we evaluate the
various applications of multi-spectral imaging and remark on
the most optimal methods of analyzing such images for each
area of application. Main areas of application of multi-spectral
imaging are:
1. Varietal identification
2. Fruit quality analysis
3. Classification of fruits
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Fig. 1. Schematic Diagram of Multi-Spectral Imaging. The Light Source Wavelengths (Including Visible and Non-Visible) are Passed to a Multi-Spectral
Filtered Disk to Generate a Specific Wavelength of Light. A Fruit Sample is Kept at a Specific Wavelength and a Camera Captures the Image of the Sample.
Now the Multi-Spectral Filter Disk is Rotated to Obtain Other Slices of the Multi-Spectral Image. Finally, the Computer is used to Process the Multi-Spectral

Image with the Help of Algorithms to Obtain the Grading of the Fruit/Vegetable Sample. The Camera used does not have any IR Filter so that All
Wavelengths of Light can be Observed.

Fig. 2. Overview of Applications of Multi-Spectral Imaging related to the Analysis of Fruits and Vegetables. Varietal Identification is Generally used with
Tomato and Rice Seeds. The Quality of Pomegranate Fruits and Jatropha Curcas Seeds can be determined by using Multi-Spectral Imaging. Also, Assessment

of Hail Damage Analysis and Differentiation of Vanilla Cream Samples into Fresh and Spoiled Classes can be Performed. It can be used for Classifying
Medicinal Plant Leaves, Tree Species and Coral Reefs. Fruits and Flowers can be Identified based on their Multi-Spectral Images. Internal Fruit Parameters are
used to Calculate Total Soluble Solids and Firmness in Fruits are measured. The Fruit Ripeness or Maturity Detection can be Performed for Bananas. Another

Application of Multi-Spectral Imaging is Fruit and Vegetable Yield Prediction.
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Fig. 3. (a-e) Rice Seeds Classification. Multi-Spectral Imaging Enables the Rice to be Classified as FD2 (a), QXY512 (b), HXD3 (c), QXY822 (d), and
WKJ11 (e). These Five Types are Varietal Identification Numbers of Rice [1].

4. Disease detection
5. Flower or fruit detection
6. Internal fruit parameter extraction
7. Fruit ripeness / maturity estimation
8. Fruit Yield

II. LITERATURE REVIEW

Fruits and vegetables are very important sources of our
daily nutrition. From a consumer’s point of view, the quality
of fruits and vegetables is a vital feature. Fruit and vegetable
quality include both internal and external properties. The
internal quality is mainly determined by smell, taste, texture,
firmness of flesh, diseases, organic residues, and nutritional
quality which includes sugar content, starch, organic acids,
total soluble solids content, etc. The external quality is mainly
determined by shape, size, color, appearance, and bruises [7].

A. Varietal Identification

Quality and quantity of yield production are estimated by
using a varietal identification-based techniques. Liu et al. [1]
used a combination of multi-spectral imaging and chemometric
data to find the varieties of rice seeds in a fast manner without
damaging the rice seeds. In this study, multi-spectral imaging
methods were applied for the separation of rice seeds based
on different varieties. Morphological and spectral features were
extracted from multi-spectral imaging. Different chemometric
methods along with the Partial Least Squares Discriminant
Analysis (PLS-DA), Least Squares-Support Vector Machine
(LS-SVM) models, and Principal Component Analysis-Back
Propagation Neural Network (PCA-BPNN) were used. In the
next step, their discrimination performance was compared to
classify the rice seeds into five different varieties. The spectral
data consisted of various rice seed features. Lastly, the spectral
and morphological information were combined respectively
and the discrimination performance was compared. After com-
paring, some differences were found in the varieties of rice
seeds and they could be classified according to their variety as
shown in (Fig. 3(a-e)). The classification accuracy was up to
94% for the LS-SVM model, 62% for the PLS-DA, and 84%
for the PCA-BPNN models.

Recently, Shrestha et al. [8] has proposed a method of
varietal separation and recognition of tomato cultivars using
Principal Component Analysis (PCA) along with Normalized
Canonical Discriminant Analysis (nCDA). They aimed to
calculate and compare the parents’ and next-generation results
obtained by using the method. They considered two sample
sets out of which the first set comprised of two cultivars and

their two crosses for studying parent and offspring affinity.
11 cultivars were used in the second sample set for varietal
identification. With the help of a VideometerLab instrument,
multi-spectral images were captured. A blob database was
constructed with images of all seeds. Blob feature RegionMSI
(mean) could achieve the best separation when it was compared
with the intensity of the pixel (mean). The calibration set val-
ues are compared with the results obtained from the unknown
set. The model could accurately identify the different varieties
with an accuracy of 82 %. For step-wise PLS-DA models, the
classification error was 7 % for the cross-validation dataset as
well as the test dataset.

1) Varietal Identification Setup: Images from each seed
sample (tomato or rice) are captured using a VideometerLab
instrument as shown in Fig. 4. This setup captured multi-
spectral images in 19 different wavelengths such as 375,405,
435, 450, 470, 505, 525, 570, 590, 630, 645, 660, 700, 780,
850, 870, 890, 940 and 970 nm [8]. It consists of a sphere
that has a white coating to take care of the light getting
uniformly scattered around the object. The sphere consists of
19 LEDs along its rim along with a camera that is mounted
at the top. Initially, a standard target was used to calibrate
the system radiometrically and geometrically. A light setup
was employed depending on the type of the sample to make
sure that direct comparable images were captured [1]. The
background information in the captured image is not relevant
hence, a CDA method was used to remove it and only retain
the Region of Interest (ROI). The VideometerLab software
was used to extract data and transform the pixel data once
the images were captured. Various algorithms such as n-CDA,
PCA, PLS-DA, BPCNN, and LS-SVM were used. The seed
images were segmented based on a certain threshold value.
Morphological features such as the area (mm2), width/length,
and roundness values of seeds were extracted for analysis of
the image [1].

B. Fruit Quality

The quality of fruit is a vital factor when considered
from point of view of the consumers. Human experts can
examine the quality of the fruit [7]. But manual sorting by
visual inspection is work-intensive, slow, inconsistent, and
incorrect. With the invention of multi-spectral imaging tech-
niques, automation of the grading process can be performed
which will reduce labor costs, and increase the efficiency and
accuracy of the sorting process. Fruit quality includes both
internal and external properties. The internal quality of fruits
includes taste, texture, smell, flavor, flesh firmness, diseases,
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Fig. 4. Structural Setup for Capturing Multispectral Images using the VideometerLab Instrument [8].

Fig. 5. Plot showing All Spectral Channels of a Celeriac Sample [9].

and chemical/organic residues. It also consists of nutritional
quality which includes sugar content, starch, organic acids,
total soluble solids content, etc. The quality of fruit depends on
the shape, size, color, and skin defects (bruises). The maturity
and skin defects are the most crucial features that are used to
estimate fruit quality. To evaluate the quality of fruits, internal
fruit parameters, ripeness, and yield should be analyzed. An
automatic fruit and vegetable grading system will help both
farmers and consumers by providing high-quality fruits in the
market. Khodabakhshian et al. [10] has developed a multi-
spectral imaging system to assess pomegranate fruit quality. A
visible/NIR spectroscopy in the 400–1100 nm range was used
for finding the Total Soluble Solids (TSS), pH, and titratable
acidity (TA). The performance of a multi-spectral imaging
system was estimated using a multiple linear regression model.
The resultant TSS has the value of correlation coefficient (r)
as 0.97, the Root Mean Square Error of calibration (RMSEC)
was 0.21°Brix and the Ratio Performance Deviation (RPD) is
6.7 °Brix. Hence, it is shown that the models have a great
ability to predict pH and TA.

1) Block Diagram of Pomegranate Fruit Quality: Spec-
trometer: As shown in Fig.6 (a) the spectrometer is provided
with an optical fibre cable externally. To capture the Vis/NIR
diffused reflectance spectra from the pomegranate fruit the
measurement system is operated in reflectance mode. For each

fruit, an average value of a total of 30 scans was taken.
Evaluation of TSS, TA, and pH: Once the spectra were
acquired, the TSS, TA, and pH of each fruit sample were
calculated. A manual fruit squeezer was used to find the
above-mentioned features. This was followed by the filtration
and centrifugation of the fruit. The TSS was measured in
°Brix three times with the help of a hand-held refractometer.
Similarly, a digital pH meter was used to measure the pH.
The average of these measured values for both parameters
was recorded. An average percentage of the citric acid was
measured after the value of TA was acquired with the help
of a Metrohm 862 compact titro sampler. Preprocessing: A
huge amount of spectral data is produced with the help of
Vis/NIR instruments. However, there is some excessive data
captured such as the background noise in the data acquired
from the spectrometer apart from the required information on
samples. The effect of this irrelevant information is reduced
by pre-processing the data. This is done to achieve accurate,
stable, and reliable calibration models. The pre-processing
techniques utilized for this purpose can be categorized as
columns pretreatments and rows pretreatments. ParLeS soft-
ware was employed to implement the pretreatments. Initially,
the average of four spectra was taken to get a single spectrum.
An absorbance value was achieved by converting this spectrum
using the equation Abs = log(1/R) where R is the quantity
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of reflectance. A linear correlation was achieved between
the molecular concentration of the sample and the spectra.
Lastly, various methods for pre-processing such as centering,
normalization, smoothing, and differentiation were performed.
Centering was used to ensure the best results in terms of
change across the mean. Smoothing was used to find the best
Signal to Noise (SNR) ratio. Multiplicative Scatter Correction
(MSC) was used to eliminate the results of scattering related
to the average spectrum. Similarly, the background spectra
were eliminated and the spectral resolution was increased
by using the 1st and 2nd derivative pre-processing methods.
Calibration and Validation: A model was developed using
the PLS regression method between quality parameters (TA,
TSS, and pH) from samples and spectral responses of the
samples. ParLeS software was used for comparing one quality
parameter and the spectral data. The calibration set consisted
of 70 samples. The purpose of the PLS method is to find
a mathematical relationship between a set of independent
variables/predictors which consists of the X matrix (70 fruits
× 700 wavelengths) and the dependent variable which consists
of the Y matrix (70 fruits × 1). The dependent variables
(Y) are defined by the quality parameter (TSS, TA, and pH)
value from the calibration set. For validation 30 fruits were
selected. When the predicted residual error sum of squares
was minimum, the calibration model was built using the
maximum number of latent elements. The correlation coef-
ficient (r), Root Mean Square Error of Calibration (RMSEC),
Root Mean Square Error of Prediction (RMSEP), and Ratio
Performance Deviation (RPD) were measured to evaluate the
results of the validation and calibration model. Clemmensen
et al. [9] proposed an imaging technique for capturing high-
quality multi-spectral images in carrots and celeriac for 14
days to observe optical reflection changes. For this purpose,
the vegetables were fried and frozen at 300C for 4 months
before recording a multi-spectral image. Fig. 5 shows the plot
of all spectral channels of a celeriac sample. The vegetables
were kept at +50C throughout the image capturing phase
of 14 days. During this period, surface changes, as well as
the reflectance properties, were very subtle. But, numerically
important differences for some wavelengths and combinations
of wavelengths were observed. A t-test was conducted to check
for important differences on a 5 % level in many percentage
points of the light reflectance. Major variations were observed
in the reflectance spectrum of the carrots and celeriac from
days 2 to 4. While for the celeriac, significant changes in
the reflectance spectra till day 14 were noted. Bhargava et
al. [11] has proposed a computer vision-based method to
analyze quality of apples. They have used image processing
techniques on the input apple images, along with an Artificial
Neural Network (ANN) to achieve 96 % accuracy in quality
assessment.

2) Block Diagram of Wok-Fried Vegetables to Find Optical
Reflection Changes:: The VideometerLab setup was used to
capture the multi-spectral images refer Fig. 6(c). T-tests were
performed on the multispectral images to find the importance
of reflection changes between days of the experiment. Pixel
intensity values of the features were measured at the 5th, 10th,
25th, 50th, 75th, 90th, and 95th percentiles for each vegetable
piece kept in the refrigerator. This was done to examine the
reflection changes as a function of days. To categorize the
differences 358 carrot samples and 389 celeriac samples were

tested in the interval of six different sample days. The p-
values for the T-tests were plotted with the null hypothesis
and it showed no variation in mean values for the six-day
interval. Lianou et al. [12] proposed an online feature selection
grading scheme for vanilla cream quality analysis using multi-
spectral imaging. The study was conducted for the inspection
of two microbiological quality classes of cream samples, with
the value of total viable counts (TVC) ≤ 2.0 log CFU/g for
fresh samples and TVC ≥ 6.0 log CFU/g for spoiled samples.
They achieved an overall classification accuracy of 91.7 %.
This model can be further extended to find the microbiological
quality of classes by using 1 log step. This step was taken
to validate the capability of the model to evaluate increasing
microbial populations.

3) Block Diagram to Find Vanilla Cream Quality: Samples
of vanilla cream subjected to microbiological study Fig.
6(c) shows the block diagram of the vanilla cream sample.
The vanilla cream sample of 25gm weight was kept in a
sterile stomacher bag having 225 mL of the sterilized 1/4th
concentration solution of Ringer. It was homogenized in a
Stomacher device at room temperature for 1 min. To calculate
the TVC, precise serial decimal dilutions in Ringer’s solution
were considered. Finally, colonies were measured after an
incubation period of 48 hours with the temperature maintained
at 30oC. The microbiological quality of data was indicated as
log (colony forming units) per gram of cream (log CFU/g).
Image capturing and its study: The VideometerLab setup
was used to capture the multi-spectral images for each cream
sample. Capturing the spectral data, a data cube of m x
n size in pixels is captured for each cream sample. This
resulted in the production of a huge amount of data describ-
ing samples in time-based experiments considering different
storage conditions. Before the image was captured a light
setup called auto light was used and the calibration was
performed radiometrically and geometrically. The samples of
vanilla cream were placed in an Ulbricht sphere which has a
camera installed on the top and the subsequent multispectral
image of the cream surface was captured. To eliminate the
redundant data, segmentation was done using the in-house
method. After this normalization was done for pixel values
of each wavelength in the range [0,1]. The next step was
to calculate the mean reflectance spectrum and the respective
standard deviation values were calculated. Data labelling: Out
of the 245 spectra of the cream samples, 65 spectra were
used in model training, 48 spectra were used for validating
the model and the remaining 132 spectra were used in model
testing. The input matrix had 18 average and 18 Standard
Deviation (SD) values of the reflective spectra extracted from
245 samples of vanilla cream. The output matrix had the results
of microbiological data for finding TVCs in the corresponding
samples. At first, binary classification was applied that will
automatically find samples having TVC ≥ 6 log CFU/g and
TVC ≤ 2 log CFU/g. The model was constructed to correctly
find fresh or spoiled samples. Dynamic Feature Selection
(DFS) method: An Unsupervised Online Feature Selection
(UOS) algorithm based on the DFS method was used to choose
the best model features corresponding to certain test data used.
A three-step DFS approach was designed. The first step was
training-dependent feature elimination. The second step was
the online test-dependent feature elimination. The third step
was the decision taken by considering the training set and test
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Fig. 6. Block Diagram for Fruit Quality. (a) Chemometric Block Diagram to Extract the Information of Pomegranate Fruit. (b) Block Diagram to Calculate
Optical Reflection Changes in Carrots and Celeriac using Multispectral Imaging. (c) Block Diagram of SVM Classifier to Classify Vanilla Cream Samples in

Two Quality Classes.

samples collected. The classification model is built when the
training set features fit all three conditions for each test sample.
Support Vector Machine (SVM) classifier: SVM with linear
kernel was used to classify the vanilla cream samples. Every
new test sample produces a new set of features. These features
are re-inserted in the data set for training and certain features
were selected to create new test data in the online feature
selection method.

4) Internal Fruit Parameters: Liu et al. [13] proposed the
use of multi-spectral Imaging to find quality parameters and
ripeness phases of the strawberry fruit. A total of 210 fruits
were evaluated. For developing models, the calibration set
included 162 fruits which comprised of raw, ripe, and overripe
classes with 54 samples each. For model validation, 48 fruits
were considered which comprised of raw, ripe, and overripe
samples with 16 samples each. This was done so that the
calibration model could verify the prediction performance. The
results show that for predicting firmness and TSS content, the
BPNN model’s performance was better as compared with PLS
and SVM models using multi-spectral imaging. The SVM and
PCA-BPNN models were tested to classify fruit based on the
maturity stage with the help of multi-spectral imaging. The
SVM model achieved a classification accuracy of 100 %.

5) Block Diagram to Find Internal Fruit Parameters (TSS
and Firmness) in Strawberry Fruit: Sample preparation and
multi-spectral imaging: 210 strawberry fruits were considered
(70 raw and 40 ripe samples) (Fig. 13). Multi-spectral images
were captured for all the fruits. To generate the overripe fruit
category, the ripe fruits were kept at room temperature for
two days. A texture analyzer was used to perform penetra-
tion tests on the skin of the fruit with a depth of 7 mm.
The firmness of the fruit was also calculated. The TSS was
measured with a handheld refractometer. The measurement
of each fruit was done thrice immediately after the multi-
spectral image measurement. The VideometricLab equipment
was used for capturing multi-spectral images of the strawberry
fruit. Segmentation of the images into proper regions was
performed for image evaluation. The nCDA algorithm was
used to remove the background information and segmented

using a simple threshold. Otsu adaptive thresholding method
was used to emphasize the required features which were
followed by segmentation. The images of strawberries after
removal of the background were transformed into spectra
depending on the calculations of the mean. Each image was
contributing its spectra for model calibration. Data evaluation:
The model was built by considering the acquired spectra and
the quality features like TSS and firmness. The SVM, PLS, and
BPNN methods were used to develop the prediction model.

6) Fruit Ripeness or Maturity: With the help of multi-
spectral imaging, a method for estimating the ripeness of
bananas is proposed by Santoyo et al. [14]. The brown spots
on the banana peel can be separated accurately by employing
the Hotelling transform. Two optical filters that were visible in
the range of 410-690 nm and NIR in the range of 820-910 nm
were used for this purpose. The texture homogeneity criteria
were used to specify the growth of the brown spots present in
process of ripening with the fusion of spectral image. Fig. 7
shows the 7 phases of the banana ripening process.

7) Block Diagram to Find Banana Ripeness: In this work,
seven specimens of bananas were taken. Each day 10 images
were taken for every specimen (one for every optical filter)
(as shown in Fig. 8). This process resulted in 490 images.
The banana specimens were stored for 7 days. 10 different
optical filters were used in this experiment. The flat-field
correction technique was applied to remove the unwanted
signals and retain the useful data for each multi-spectral image.
To estimate the maturity of the banana, quantification of the
brown spots growing on the peel was carried out. Three
quantifying methods namely Fourier fractal analysis, Hotelling
transform, and texture analysis were used. These techniques
were employed to compute the homogeneity criteria related
to the co-occurrence matrix. These methods also helped to
find the level of similarity in a set of pixels. The comparison
between all three methods was performed to select the one
which gave the best results for measuring the ripeness of the
banana.

8) Fruit Yield: Cao et al. [15] developed an Unmanned
Aerial Vehicle (UAV) to capture multi-spectral images for
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Fig. 7. (a) Seven Phases of the Ripening Process of the Banana. (b) Example of the Images used during the First Week which shows the Colour of the
Sample. (c) Example of the Images used during the First Week that shows Gray Scale Images from a Specified Spectral Region for the Same Sample [14].

Fig. 8. Block Diagram to Estimate Ripeness of Banana Fruit.

Fig. 9. Block Diagram of Fruit Yield of Sugar Beet Crops.

monitoring growth indicators of sugar beet crops. For this
purpose, a wide dynamic range vegetation index (WDRVI) is
used. The values achieved for the determination coefficients
(R2) for leaf area index (LAI), Fresh Weight of Leaves (FWL),
and Fresh Weight of Roots (FWR) models of the sugar beet
were created using the WDRVI were 0.957, 0.950, and 0.963,
respectively. The accuracy of growth indicators of sugar beet
can be improved from 1.05 % to 5.07 % using the WDRVI
index model. The relation between the ground biomass of
sugar beet and the growth indicator helps in finding the
accuracy of the growth indicator monitoring. The increase
in the ground biomass of sugar beet reduces beet growth
indicator, improving the accuracy of growth monitoring by
using WDRVI saturation. There is huge biomass in sugar beet
and thus, this technique proves to be useful. Wittstruck et al.
[16] used UAV-based image data to detect Hokkaido pumpkins
and estimate their yield with high accuracy.

9) Block Diagram to Find Sugar Beet Growth: A small
UAV was used for aerial remote sensing as shown in Fig.
9. This comprised of MicaSense Red Edge-M multi-spectral
sensor and a passive light optical sensor. The images of sugar
beet were captured during the crucial growth period which
consists of seedlings, leaf plumps growth, root growth, and
accumulation period of sugar. The pre-processing of multi-
spectral data was performed to remove noise, distortion in
the sensor, removal of background information, and radial
correction. 20 points were considered in the test area. In
addition to this, a light sensor, GPS, inertial measurement unit
was utilized to get the exact spatial data required. WGS84 was
used as a geographic coordinate system. By adding the weight
coefficient to NDVI, four WDRVI indices were calculated.
This was done to evaluate the LAI, FWL, and FWR of the
study plots. The sensitivity evaluation was performed based on
the five vegetation indices and three growth indicators when
NDVI > 0.8. From the results, it was observed that the WDRVI
index is more sensitive than NVDI. It was also seen that the
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correlation coefficient between the beet growth index and the
WDRVI index is higher than that of NDVI. The models were
developed using the data from the years 2018 and 2019. 70%
of the data was used to develop the model and 25% was used
for verifying the model. RMSE, Relative Root Mean Square
Error (RRMSE), R2 were calculated. The results show that the
WDRVI1 index with a weighted coefficient of 0.05 accurately
evaluated the LAI, FWL, and FWR. WDRVI1 evaluated the
FWL in the early growth phase in the best way.

C. Classification

Naeem et al. [17] applied multi-spectral imaging and
texture feature extraction along with a Multi-Layer Perceptron
(MLP) classifier to categorize medicinal plant leaves using
five spectral bands with a range of 460 nm to 1560 nm.
Six medicinal plant leaves were considered. Fig. 10 shows
the grayscale image of the six medicinal plant leaves. The
classification accuracy achieved for tulsi was 99.10%, for
peppermint 99.80%, for Bael 98.40%, for lemon balm 99.90%
, for catnip 98.40%, and for Stevia 99.20% using the multi-
layer perceptron classifier. The MLP method achieved a high
accuracy of 99.01% as compared to the other methods.

1) Block Diagram of Medicinal Plant Leaves Classifica-
tion: A computer vision-based experimental setup was used
for collecting multi-spectral and digital images as shown in
Fig. 11(a). The images were transferred into the grey level for-
mat with a resolution of 800 × 800 pixels by cropping the leaf
region exactly. A Sobel filter was used for edge/line detection
of seed intensity. If the seed intensity threshold value is greater
than 6, then mark the region as a region of observation. In this
work, five regions of observation were drawn on each image
and fused features were extracted from the data set. The chi-
square feature selection technique reduces the feature vector
space and selects the fourteen best features for medicinal plant
leaves classification. Five machine learning classifiers namely
MLP, LogitBoost (LB), Bagging (B), Random Forest (RF),
and Simple Logistics (SL) were employed on the medicinal
plant leaves database. Abdollahnejad et al. [18] proposed a
method for tree species classification and health condition
assessment with the help of Unmanned Aircraft System (UAS)
multi-spectral imaging for the mixed broad leaf-Conifer forest.
They developed a method to recognize healthy, unhealthy, and
dead trees affected by bark beetle infection. The results show
an overall accuracy (OA) = 81.18% and values of Kappa =
0.70 which prove the capability of their method to classify
tree species. The health status condition of tree species shows
the value of an OA = 84.71% and Kappa = 0.66. The SVM
method proved as a good classifier of tree species. The fusion
of vegetation indices (VI) and texture analysis (TA) layers also
results in increased OA by 4.24%. Their method can be used to
check huge areas affected by biological intrusion factors for
mapping and detection very fast. Other applications of their
proposed method are to estimate habitat conditions and tree
inventory at low costs.

2) Block Diagram of Tree Species Classification and Health
Status: UAS bi-temporal aerial imagery was used which in-
corporates a high-resolution 5-band spectrum as shown in Fig.
11(b). In the pre-processing step, the MicaSense RedEdge-M
multi-spectral equipment was used to calibrate the reflectance
panel and to convert raw pixel values into reflectance. This

was performed to correctly describe the target consisting of the
object of interest from the image pixel values. In the absence
of calibration, the data collected will not be correctly compared
for change identification. Using Structure from Motion (SfM)
imaging photogrammetric database was generated. The Agisoft
Metashape is used so that the values of image pixels correctly
identify the region of interest by adjusting the atmospheric
and light conditions For the canopy spectral study and texture
study, DTMs, DSMs, and orthophotos were given as input
with a resolution of 0.05m. For the spectral study, 9 VI and
13 TA variables were used. After this bi-temporal data was
combined with texture data. Then supervised machine learning
technique was employed to catch the reflectance values within
a buffer area of 2m radius from each treetop. Using the
same buffer area effect of crown shape and vague pixels
from the overlapped crown areas were removed. The SVM
algorithm delivered good results and could achieve the correct
and reliable classification of tree species.

3) Fruit or Flower Detection: Vasas et al. [19] devel-
oped a technique for edge detection in bees in which multi-
spectral images of flowers show the importance of utilizing
long-wavelength sensitive receptors. With the help of multi-
spectral image dataset of flowering plants, SNR ratios of long-
wavelength (L) receptor reply were four times higher than the
short (S) and medium (M) wavelength receptors depending on
the specific conditions. The band-pass filters included the full
wavelength range of bee vision which had transmission peaks
at 340, 400, 460, 520, 580, 640, and 700 nm. As shown in Fig.
17 honeybees and bumblebees collect visual data with the help
of 3 types of photoreceptors. However, only a single type of
receptor is used that responds to longer wavelengths that are
used for movement and edge detection. The results show peak
sensitivity at 544 nm which corresponds to green for long-
wavelength receptors which give the most steady signals in
response to the natural objects.

4) Block Diagram to Detect Long Wavelength Receptor
Responses of Bees: The database consisting of 53 images
was scanned and processed in the ImageJ software as shown
in Fig. 18. Java plugin color correction was used to adjust
the white balance. The normalized cross-correlation (NCC)
method was used to separate the images of the same flower.
Different parts of the flowers such as petals, centers, and
leaves were manually selected for comparing the reflectance
spectra. A total of 52 images were captured. 1000 pixels
were randomly selected from the different parts of the flower
using which the standard deviation, mean, and SNR were
calculated. To understand the difference between the vision
of humans and bees, false-colored images were added to the
database. The black and white images were tinted to the hue
set by the filter wavelength with the help of ImageJ. The
resultant images were combined with the RGB color images.
The combination of RGB layers produces an original color
in human vision. However, for bees, the UV, Blue (B), and
yellow (Y) layers are tinted with B, Green (G), and Red (R) to
produce false-color images. Calculating Receptor Responses:
The Standard deviation (SD) and mean was calculated for
the quantum catches (P) and relative receptor responses (E)
which are functions of receptor peak sensitivities. Lastly,
the effects of reflectance functions, illumination spectrum,
background reflectance spectrum, the shape of the sensitivity
of the receptor were evaluated. These results were combined

www.ijacsa.thesai.org 750 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

Fig. 10. Images used for Medicinal Plant Leaves Classification. The Original Images are Transformed into Grayscale with the ROI that Allows the
Classification of these Leaves into Tulsi, Peppermint, Bael, Lemon Balm, Catnip and Stevia. It also shows Five Colorful Regions of Observation [17].

Fig. 11. Different Classification Strategies using Multi-Spectral Imaging on the Plant Data. (a) Block Diagram for Medicinal Plant Leaves Classification. (b)
Block Diagram of Disease Detection in Tree Species to Recognize Healthy, Unhealthy and Dead Trees Affected by Bark Beetle Infection.

Fig. 12. Block Diagram for Detection of Foreign Material in Cabbage and Green Onion Samples using Reflectance and Fluorescence Images.
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Fig. 13. Block Diagram of Internal Fruit Parameter in Strawberry Fruit (Firmness and TSS).

and given as input to the null model. To get a more clear
picture of the bee’s vision, heat maps were included which
show the receptor responses of the long, medium, and short-
wavelength for each multi-spectral image. A real-time system
was developed by Lohumi et al. [20] for the identification
of foreign materials (FMs) mixed with fresh-cut vegetables,
with the help of fluorescence and color imaging. The setup
included a multi-spectral fluorescence imager merged with a
Liquid Crystal Tunable Filter (LCTF) to capture desired band
images sequentially of fresh-cut vegetables. Fig. 13 shows
the color images of FM with cabbage sample. The detection
accuracy (average) of FMs in cabbage and green onion sample
was considered. The average of the total detection accuracy
for 4 repetitions was calculated to get the detection accuracy,
which outperformed 95%. A processing unit for vegetables
that were fresh-cut was installed in an industrial environment
to further test the real-time detection system. The performance
of the developed real-time system was almost the same in
the industrial condition. The system can scan an area of a
maximum of 24 × 24 cm2 in a time duration of approximately
1.5 s.

5) Block Diagram to Identify FM in Fresh Cut Vegetables:
As shown in Fig. 12 the LCTF based spectral imager was
employed to focus a UV-A beam light onto the target area. A
built-in white light was used to provide an alternative for the
changeover. Thus, both reflectance and fluorescence images
could be captured with this setup. Fresh cut samples and
FMs: In this work, cabbage and green onion samples were
used in response to the fluorescence and change in color as
shown in Fig. 19. The FMs that were added to the freshly cut
vegetables are plastic pieces, peel residues, small metal pieces,
and various kinds of woods pieces, toothpicks, etc. Real time
detection system design: White LED illumination was used
to capture the color images of the samples on the conveyor
unit. Fluorescence and color imaging units were placed in
such a manner that they did not interfere with each other. The
movement of the conveyor belt was controlled using a motion
controller board and a computer unit and synchronized with
the sensing unit. This was done to capture the fluorescence
images of the samples placed on the conveyor unit. This was
followed by, capturing the color images of the same area
when the sample moved one step ahead, which corresponds to
approx. 24 cm, of the Field of View (FOV) of the color camera.
Classification using optimal waveband selection: The PCA
and ANOVA methods were used to reduce the volume of data
and select the optimal wavelength. In this study, differentiation
of vegetables and FMs on the conveyor belt as well as the
differentiation of the vegetable samples from the FMs was
required. Thus, the best wavelengths were chosen to visually
inspect the fluorescence spectra of the conveyor belt, fresh-cut
vegetables, and FMs. The maximum peak intensity centered
at a wavelength of 465 nm was chosen from the fluorescence
spectra of the conveyor belt. The fluorescence peak intensity

value was either 465 nm or 615 nm for different FMs. The
fluorescent FMs have been recognized using these 2 band
wavelengths. But the 465 nm waveband created a problem
for fluorescent FMs as the images were partly covered by
the fluorescent signals of fresh-cut vegetables. To solve this
problem, a 435 nm wavelength image was used where a little
variation is observed between the fluorescent intensity of fresh-
cut vegetables and the FMs. Later these two band images were
averaged (435 nm and 465 nm) and given a threshold to check
the existence of fluorescent FMs. Flourescence image-based
detection: Two tests were performed with an algorithm to
detect the FMs. A threshold value was set in each case of
the two tests by examining the smallest number of resulting
false positive and false negative pixels. Based on the threshold,
the classification of the FMs mixed with fresh-cut vegetables
was done accurately with minimum error. Color imaging-
based detection: Initially, the RGB image was transformed
into a grayscale image, and the image was subtracted from
each RGB channel. The threshold values which were set were
applied to each subtracted image to detect the small FMs of
corresponding colors. For the smallest number of resulting
false positive and negative pixels, the best threshold value
was selected in each case. It was observed that the accuracy
of the color imaging-based detection method is less than
that of fluorescence imaging. Combination of Color and
fluorescence imaging: The combination of fluorescence and
color imaging gives better accuracy. This technique gives much
higher accuracy as compared to that of the single imaging
technique. By counting the mutually independent detected FMs
from the RGB-based and fluorescence-based classification
images, the combined accuracy was calculated. In this work,
combined detection accuracy (average) for 4 repetitions of the
test exceeded 95%.

D. Disease Detection

Zhang et al. [22] used multi-spectral imaging for the
detection of rice sheath blight (ShB) disease with the help
of an unmanned aerial system. The results indicate that
between ground-measured Normalized Difference Vegetation
Index (NDVIs) and image-extracted NDVI’s there was a strong
correlation. The determination coefficient (R2) is 0.907 and the
RMSE is 0.0854. Whereas the results indicate that between
image extracted NDVIs and disease severity there is a good
correlation with a value of (R2) = 0.627 and the RMSE
= 0.0852. NDVIs calculated from the images achieved an
accuracy of 63% which could measure various levels of the
disease in the plots. The study included original RGB and
hue, lightness, and saturation (HLS) transformation images of
67 field areas.

1) Block Diagram for Rice ShB Disease Detection: Un-
manned aerial system (UAS): To capture the imagery data
from the field plot, a UAV along with a higher resolution multi-
spectral camera was employed (refer Fig. ??). The Micasense
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Fig. 14. A Generalized Approach for Rice Sheath Blight (ShB) Disease Detection using Multi-Spectral Imaging to Estimate Severity on a Rated Scale (0 to
±9).

Fig. 15. Block Diagram to Differentiate between Fungi-Infested and Non-Infested Black Oat Seeds using Spectral Information.

Fig. 16. Images of Black Oat Seeds: Raw Images and Corresponding Grayscale and nCDA at Wavelength 365 nm for Seeds Free from Fungus and Seeds
Exposed to D. Avenae Fungi for 24, 72, and 120 Hours. The Blue Color Defines Healthy Tissues, Intermediate Contamination is Defined by Green and Yellow

Colors and the Red Color Defines Large Contamination in Fungi in the Images Transformed by the nCDA Algorithm [21].
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RedEdgeTM can capture 12-bit raw images in 5 narrow bands.
This camera was used to calculate the reflectance of the plant
which contains data about stress in crops more accurately than
the 3 channel camera. Image capture: To cover all 67 field
plots the camera was directed at the nadir at two heights,
27 meters above the ground and 5.5. meter to cover 4 plots
for every image during the flight. Image pre-processing: To
acquire color traits from the captured images and conversion
of these images into various color spaces, ENVI software was
employed. In this work, digital images of various severity
levels of ShB were converted to lightness, hue, and saturation.
After this, the mean values of HLS were taken. VI calculation:
5 types of VI’s - NDVI, Ration Vegetation Index (RVI),
Difference Vegetation Index (DVI), Normalized Difference
Water Index (NDWI), and Red Edge (RE) were measured from
the captured multi-spectral images. Change maps of various
disease severity stages were produced, so that the image infor-
mation could find the indications and the ShB disease severity
to scale it. Ground truth information gathering: The ground
NDVI readings were taken with the help of the GreenSeeker
handheld crop sensor. Various measurements were recorded
in every field plot so that the accuracy of NDVI values
increased which signified the severity of the ShB disease. In
this work, 134 average NDVI readings were taken from the
areas of 67 plots that were inoculated and un-inoculated with
pathogens. After this ShB severity was rated on a scale of 0±9
concerning disease symptoms. Data evaluation and drawing:
For UAV image processing Pix4D mapper was used. ArcGIS
9.1 was used for mapping and geospatial study. For statistical
evaluation PASW Statistic 18, software was used. RMSE and
determination coefficient were used to find the accuracy of the
correlation model. Françca et al. [21] developed a model for
identifying D.Avenae fungi in black oat seeds using multi-
spectral images. The study was performed using color and
texture parameters from seeds incubated for 120 hours. Fig. 15
shows the raw image and relative grayscale and nCDA of black
oat seeds. Results show the high performance of the model
with an accuracy of 0.86. This indicates that the multi-spectral
imaging method was capable of recognizing D.Avenae fungi
in black oat seeds. The accuracy achieved was 0.86 for the
color and texture feature which was satisfactory. The accuracy
achieved for black oat seeds inoculated for 24, 72, and 120
hours was 0.78, 0.83, and 1.00 respectively. This shows that
multi-spectral imaging can be an adequate method that will
assure that the black oat seeds do not contain any diseases or
fungi.

2) Block Diagram to Detect D.Avenae Fungi in Black Oat
Seeds: Data Acquisition: With the help of the Videometer-
Lab4 instrument, 19 multispectral images of 200 non-infested
seeds as well as 200 infested seeds were acquired (Fig. 16
c)). These seeds were infested with D. Avenae fungi for
an inoculation interval of 24, 72, and 120 hours. 19 high-
resolution images were acquired at a time in 5 seconds.
VideometerLab4 software version was used to analyze the
data. The nCDA algorithm was employed to transform the
images. This was performed so that there exists a maximum
separation between the classes and minimum distance within
a specific class. For every seed, the ROI was recognized
and a mask was created to segment the seeds from the
surrounding. The blob database was used to collect the seeds
and from each seed, 36 variables were obtained. This also

involved color components such as hue and saturation. The
earlier acquired 19 multi-spectral images were then used to
obtain the color features. Various color description models
were employed to transform the multi-spectral data into color
data. By calculating the individual spectral bands, the texture
features were obtained. The 19 spectral wavelengths are in the
range of 365 nm to 970 nm. The mean reflectance of each seed
lying within the range of the spectral bands was extracted with
the help of the MultiColorMean feature. A trimmed mean of
the transformed pixel values was calculated using RegionMSI
(mean). Similarly, the percentage of the blob region that had a
transformation value higher than the threshold was calculated
using RegionMSIthresh. Data Evaluation: LDA method was
used to develop two models that could differentiate between
infested and non-infested seeds from the spectral information.
The reflectance data obtained for each seed was used to create
the first model. Similarly, color and texture features were used
to create the second model. The data was split into two sets
with 60% of each sample used for training the model and
the remaining 40% of each sample for testing the model. The
result of the model was evaluated using the kappa coefficient
and accuracy. The VideometerLab4 and R software were used
for statistical evaluation.

III. RESULTS

The results are summarised with the help of tables [Tables
I to III] which concludes all the eight objectives of multi-
spectral imaging of this manuscript in terms of their database
size, number of color spectrums, accuracy, and other factors.
Table I compares the various methods for varietal identification
and quality analysis of fruits and vegetables. Shreshta et al. [8]
has achieved the highest accuracy of 96% for the identification
of varieties of 298 tomato seeds. Liu et al. classified 250
rice seeds samples based on their varieties. The accuracy
achieved was 94%. For the quality analysis of pomegranate
fruits, Khodabakhshian et al. [10] considered 100 samples
and achieved the highest accuracy of 97% among the reported
literature. Clemmensen et al. [9] had used the 747 number of
samples for fruit quality analysis, which was the largest dataset
used. A comparison of reported literature for leaf and tree
species classification along with disease detection is shown in
Table 2. The method proposed by Naeem et al. [17] for lemon
balm leaf classification achieved a classification accuracy of
99.9 % on a dataset of 600 images. Among the methods
proposed for disease detection, Franca-Silva et al. [21] had
achieved the highest accuracy of 100% for 400 samples by
using 19 color spectrums. They had used the largest number
of samples and the largest number of color spectrums. Table
3 compares reported literature in the areas of fruit/flower
detection, internal fruit parameters, fruit ripeness, and fruit
yield. For detection of foreign material in cabbage and green
onion samples, Lohumi et al. [20] achieved an accuracy of
greater than 95 %. For extracting quality parameters for 210
strawberry fruits, Liu et al. [1] has achieved 100 % accuracy
by using 19 different wavelengths. For classifying the fruit
ripeness of 490 banana samples, Santoyo et al. [14] achieved
the highest accuracy of 84 %. For predicting the fruit yield of
sugar beet crops, Cao et al. [15] achieved the highest accuracy
of 96.3 % for 15 field plots.
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Fig. 17. A Series of Monochromatic Filters having Different Peak Transmissions are used to Capture Black-and-White Images. Further, a False-Color (FC)
Image is Produced from these Photos to Correct the White Balance from the Images. These FC Images are Later Tinted with Black and White Images to Get a
Proper Hue. (a) The 3 Layers i.e. RGB are Combined for Human Vision. (b) Transformation of Yellow, Blue and UV into Red, Green and Blue is Performed
for the Bees. The Receptor Response is Calculated for the (c) Short (d) Medium (e) and Long-Wavelength Receptors which Explained the Electrical Signals

that the Photoreceptors in Bees Generate in response to the Image [19].

Fig. 18. Block Diagram of Fruit/Flower Detection using Long-Wavelength Sensitive Receptor for Bees.
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Fig. 19. Colour Images of Cabbage Samples Mixed with Foreign Materials (FM) are shown in the Top Row. Classification Images based on Fluorescence are
shown in the Middle Row. Classification Images based on RGB are shown in the Bottom Row [20].

TABLE I. VARIETAL IDENTIFICATION AND FRUIT QUALITY

Sr.
No. Method Database size Number of colour

spectrums used
Accuracy
(in %)

Varietal Identification
1. Liu et al. [13] 250 seeds 19 94
2. Shrestha et al. [8] 298 seeds 19 96

Fruit Quality

1. Khodabakhshian
et al. [10] 100 samples 4 97

2. Clemmensen
et al.[9] 747 samples 20 -

3. Lianou et al.[12] 245 samples 18 91.7

IV. RESEARCH GAPS OF REPORTED LITERATURE

For varietal identification of rice seeds, PLS-DA and PCA-
BPNN models achieved low accuracies. PLS-DA and PCA-
BPNN, even when tremendously used in chemometrics, does
not give good results as in LS-SVM, at least for this case
[1]. The spectroscopy method calculates the total amount of
transmitted or reflected light from a certain part of a sample
and does not contain wavelength-specific data [23]. This lim-
itation was solved by using the hyperspectral imaging system
which spatially receives the wavelength responses (pixel) of
images of the fruit [10]. For each wavelength and each piece
of vegetable, a t-test was conducted to check for significant
differences on a 5% level in several percentiles of the light
reflectance. The results show significant changes from days
2 to 4 in the reflectance spectrum for both the celeriac and
carrots, significant changes continuing until day 14 were found
[9]. A threshold value was set as TVC ≤ 2 to assess the quality
of the vanilla cream samples in the dairy industry to indicate
a fresh sample. In earlier methods, finding the threshold
limit was a costly, effort-intensive, and lengthy process. Thus,
multispectral imaging provides a less expensive, fast, and

automatic method that helps in the quick judgment process for
quality managers [24]. To determine the quality features in the
strawberry fruit, the limitation was that the NIR spectrometers
can only identify a small part of the fruit not the entire fruit
at certain times. The limitation of hyperspectral imaging is
that problems are faced while processing the data that make
it difficult for commercial real-time applications [25]. This
problem is solved using multispectral imaging which enables
a fast, nondestructive examination of the interior and exterior
features of different types of vegetables and fruits [13]. The
earlier methods that involve optical sensing, spectroscopy, and
imaging are more complex in their algorithms or experimental
setups, which are not useful in real-time applications. Other
than this, earlier techniques never incorporated multispectral
imaging in their work. So, this work focuses on multispectral
imaging which helps in finding, recording, and quantifying
the banana ripening process [14]. For observation of sugar
beet growth indicators, WDRVI was used. Earlier studies used
satellite platforms that are confined to both height and orbit
and cannot manage the temporal, spatial, or spectral resolution
essential for monitoring the growth [26]. The new UAV tech-
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TABLE II. CLASSIFICATION AND DISEASE DETECTION

Sr.
No. Method Database size Number of colour

spectrums used Accuracy

Classification
1. Naeem et al.[17] 600 images 5 99.9

2. Abdollahnejad
et al.[18] 297 images 5 84.71

Disease Detection
1. Zhang et al.[22] 67 field plots 5 63

2. Franca-Silva
et al.[21] 400 samples 19 100

TABLE III. FRUIT/FLOWER DETECTION, INTERNAL FRUIT PARAMETER, FRUIT RIPENESS/MATURITY AND FRUIT YIELD.

Sr.
No. Method Database size No of colour

spectrums used
Accuracy
(in % )

Fruit/ flower detection
1. Vasas et al [19] 53 samples 7 -
2. Lohumi et al.[20] - 2 > 95

Internal fruit parameter
1. Liu et al.[1] 210 fruits 19 100

Fruit ripeness/ maturity
1. Santoyo et al.[14] 490 images 2 84

Fruit Yield
1. Cao et al. [15] 15 plots 5 96.3

nology can manage low-cost, crop growth observation at high
temporal, spatial, and spectral resolution. The RGB images
acquired by the UAV evaluated the canopy estimated area of
a tree and provided the best option. The LAI and leaf cluster
biomass found from NDVI is used to monitor growth, but this
is not possible for medium and high bio-masses. A WDRVI
developed uses NVDI NIR band reflectance data, which causes
lowering of the weights in such bands which belong to high
and medium biomass cases [27]. This results in increased
linearity and reduces saturation, which makes correct growth
monitoring easier. An enhanced WDRVI is used to evaluate
the early-phase growth of sugar beet [15]. In the classification
of medicinal plant leaves, the feature selection (FS) process is
the most crucial part of the ML-based classification. The goal
of this research is to achieve better accuracy in less time. It
is observed that without feature selection, the MLP classifier
takes a lot of time (4.83 Seconds) to identify medicinal plants
due to a large number of features. But when selected features
are used, higher accuracy is obtained in less time. The PCA
method is an unsupervised approach and does not provide
good results on labeled data, as in this work the medicinal
plant leaf varieties data set is labeled. This limitation in PCA
is resolved by ML-based supervised feature selection tech-
niques: chi-square feature evaluator (ranked search) method
[28]. This method selects the best features from the huge
features vector space (FVS). Compared to PCA, the current
method can extract the sub-database with the best features
for this large database [17]. Tree species classification studies
are generally focused on rural and urban forests instead of
managed forests. They are also limited to only spectral study
and usually incorporate RGB sensors. Work on plant nurseries
and low vegetation which has low tree volume and low
levels of design complexity are useful, but forest conditions
create problems for detection. SVM method was used with
a combination of textural and spectral data. Later statistical
methods for classifying tree species and identification of dead
and unhealthy trees harmed by bark beetles are investigated
[18]. The multispectral images allow us to model the visual

response that the bees’ photoreceptors give in response to
the flower image. This, in turn, will help to differentiate
the function of the different wavelength channels in color
processing [19]. The earlier methods for detecting foreign
objects in vegetables were metal detection, X-ray inspection,
and color imaging techniques are not satisfactory. Also, the
machine vision technology with the color camera is not useful
for visibly opaque plastic FMs, and cannot detect the FMs that
are similar in color to fresh-cut vegetables. The limitations of
the earlier work were solved by using fluorescence imaging in
this work [20]. The rice Sheath Blight (ShB) disease can be
identified by using UAS, RGB, and multispectral imagery data.
The color features computed using the multispectral images
and the RGB images could hardly identify the variations in
covering caused due to the disease [29]. Also, the information
available is not enough to classify various levels of sheath
blight, as the wavelength range is small and large bands related
to the RGB camera are used [22]. For detection of D. Avenue
fungi in black oat seeds, currently, the detection is done by
examining the dry seed visually. This method is hard, slow,
and requires experts. Advanced sensors combined with object
recognition by computers that can automatically operate will
result in a fast examination of seed health status by extraction
of wavelength, texture features, and color [30]. Multispectral
imaging combines optical spectroscopy and computer vision,
which results in producing spatial and wavelength-specific data
on different fungi species [21].

V. FUTURE WORK

A. Varietal Identification

For varietal identification of tomato, further studies will
focus on the use of spectral data related to VIS-NIR obtained
from multi-spectral imaging to discriminate the rice seeds of
different varieties. This information will be related to practical
organic aspects of tomato and other crops [8].
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B. Fruit Quality

For quality evaluation of pomegranate fruit, future research
will concentrate on the execution of the developed multi-
spectral imaging by carrying out the real-time test [10]. For
wok-fried vegetables of carrot and celeriac samples, the sen-
sory quality of the wok-fried celeriac and carrots is assessed
using the Quality Index Method (QIM). The scores of all
features are then added that results in an overall sensory
score. This is called Quality Index. QIM indicates scores of
0 for fresh products and larger scores in increasing order
for spoiled products. This plan is observed by images and
complete information of all factors. The sensory study requires
that the samples are reheated before assessment, as otherwise,
it is not possible to assess taste and smell [9]. For vanilla
cream, microbiological quality classification the Unsupervised
Online Feature Selection (UOS) algorithm could manage a
classification error that was quite low in the test database. The
threshold limit which was set for the “fresh” samples of vanilla
cream, was a crucial factor for product delivery to the market
by the manufacturer. This example gives a good outlook for
the application of multi-spectral imaging in combination with
the UOS algorithm in the quality management of the dairy
industry [12].

1) Internal Fruit Parameter: To find quality features and
ripeness phase in strawberry fruit, PLS, SVM, and BPNN
models were employed. All the models’ used visible areas of
the spectrum. But, if the NIR spectra are also incorporated then
the results could be marginally improved. The multi-spectral
imaging system can reduce the image retrieval as well as
operating time in contrast to the hyper-spectral imaging system
that allows online automated quality observation systems [13].

2) Fruit Ripeness/Maturity: For the ripening process in
bananas, future work can be online applications to measure
maturity level in other fruits [14].

3) Fruit Yield: For observation of sugar beet growth indi-
cators, the future work can be for growth tracking of potato,
radish, and other underground crops to a large extent for
reaping benefits [15].

C. Classification

For the classification of medicinal plant leaves, the reported
study was limited to six medicinal plant leaves while there
are millions of types of medicinal plant/herbs in the world.
This is a pixel-based method and in the future, an object-
based method can be used. In the future, this proposed method
can be used on other medicinal plant leaves. Further, the
results can be improved using hyper-spectral and 3D digital
image data sets [17]. For tree species classification and health
status assessment, identifying physical stress in earlier stages
or finding small wavelength changes can be done with high
reliability and accuracy by using hyper-spectral sensors [31].
This was not possible in multi-spectral sensors as it does
not operate in that wavelength range. Future work can be
on the application of thermal sensors which will enhance the
classification and health status of different tree species. The
combination of multi-spectral sensors and UAS can decrease
the operating costs of tracking forest areas in the small to
medium range [18].

1) Fruit/Flower Detection: For multi-spectral images of
flowers, receptors with long wavelengths for edge detection
in bees were used. The results provide acceptable information
for selecting the long-wavelength channel over the shorter-
wavelength channels for clarifying a visual scene. This can
initiate the ways environment and prior knowledge can build
more resulting neural processes which can be the future work
[19]. For real-time detection of foreign material mixed with
fresh-cut vegetables, two types of fresh-cut vegetables were
tested. For future work, this method can be experimented on
different vegetables by picking the best fluorescence wave-
lengths(band) and using a suitable algorithm for processing
images of fresh-cut vegetables [20].

D. Disease Detection

For detection of rice sheath blight, using a UAV can help in
the cultivation of rice cultivars with resistance to Sheath Blight
disease. For future work, a new UAV system developed can be
used for site-specific accurate fungicide application technique
to control ShB disease in rice [22]. For the detection of D.
Avenae in black oat seeds, multi-spectral imaging can be used
in the future for separating seed-carrying fungi, affected by
other elements, but are firmly related to physical and chemical
differences caused by fungi [21].

VI. CONCLUSION

In this manuscript, we have multi-spectral imaging which
is the emerging technology for the grading of fruits and veg-
etables. Quality assessment of vegetables and fruits is the need
of the hour for the food industry. To meet consumer demand
and profit, the technologies developed should provide more
concise, fast, and accurate results. Some of these technologies
have their merits and demerits. We have reviewed different
ways in which multi-spectral images could be used for fruit and
vegetable assessment like varietal identification which includes
identification of rice seeds and tomato, fruit quality which
includes wok-fried vegetables(carrots and celeriac), quality of
vanilla cream, etc. Such images can also be used classifica-
tion of medicinal plant leaves and tree species, rice sheath
blight disease detection, identifying pathogens in black oat
seeds, etc. Multi-spectral imaging also enables the detection of
foreign material in cabbage, to find how the honey bees and
bumblebees respond to images of flowers for long, short, and
medium wavelength receptors. Internal fruit parameters like
firmness and TSS in strawberries can also be extracted. Other
applications of multi-spectral imaging include the estimation
of fruit ripeness and fruit yield. The data obtained by multi-
spectral imaging can enable the evaluation of the classification
of fruits and vegetables. The study of multi-spectral imaging
for fruit and vegetable will be beneficial to disease prevention,
irrigation, and yield improvement. Furthermore, multi-spectral
information can be considered the basis for evaluating various
characteristics and parameters of fruit, vegetable, and tree
species. It would also promote research on fruit, vegetable,
and trees species.
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Abstract—Machine learning algorithms have proved their
effectiveness in detecting malware. This paper conducts an em-
pirical study to demonstrate the effectiveness of selected machine
learning algorithms in detecting and classifying Android malware
using permissions features. The used dataset consists of 9000
different malicious applications from the CIC-Maldroid2020,
CIC-Maldroid2017 and CIC-InvesAndMal2019 datasets collected
by the Canadian Institute for Cybersecurity. Meta-Multiclass and
Random Forest ensemble classifiers are used based on different
machine learning classifiers to overcome the imbalance in the
data classes. Moreover, a genetic attribute selection technique and
SMOTE are used to classify Ransomware sub-families to handle
the small size of the dataset and underfitting problem. The results
show that optimization and ensemble approaches are successful
in treating dataset issues, with 95% accuracy in classifying big
malware families and 80% in Ransomware subfamilies.

Keywords—Malware classification; machine learning; SMOT;
information security

I. INTRODUCTION

Malware is a malicious software that aims at affects the
confidentiality, integrity or availability of data and systems
without users consent to attain the harmful intent of the
attacker [1] [2]. Malware applications are classified into many
classes according to their behaviour and properties such as
adware, worms, viruses, rootkits, trojan horse, backdoor, spy-
ware, logic bombs, adware, and ransomware. Systems re-
sources are attacked to affect the assets for the purposes of
getting financial benefits, for stealing private information or
using the computing resources to attack other victims [3] [4]
[5].

The usage of smartphone devices are growing immensely,
which provides attackers a powerful mean to access users
private information. According to google [6], there were 2
billion Android devices until November 2017, which means
that Android operating system has 71.15% of the Mobile
Operating System Market Share Worldwide [7] [8]. The wide
spread of Android devices has increased Android attacks three
times for the past two years. Therefore, there is a significant
need to find ways to detect and classify malware families.

Fig. 1 shows the mobile malicious installation packages
for Android that were discovered by Kaspersky Company
only between 2017 to 2020, which shows an increase in the
discovered malware from 2019 to 2020 by more than 2,100,000
malicious packages [9].

Fig. 1. Mobile Malicious Installation Packages for Android in 2017 through
2020

Android malware apps can be classified using static analy-
sis method, dynamic analysis method, and Hybrid approach. In
Static analysis method, the static features such as static APIs
and permissions are used to classify APKs into malware or be-
nign applications. Meanwhile, dynamic analysis approach uses
dynamic features such as dynamic APIs, memory usage, CPU
usage,Network outgoing traffic, etc. to classify malware and
benign applications. Extracting dynamic features of malware
is performed using an isolated environment, called sandbox,
such as cuckoo sandbox [10]. Fig. 2 shows the environment
of dynamic analysis of android applicatoins and extracting
dynamic features. The hybrid approach uses a combination of
static features and dynamic features to classify Android APKs.

Fig. 2. Dynamic Analysis of Android Apps

The aforementioned approaches may be used with hy-
perparameter tuning to perform correctly. Similarly, Other
approaches are used to deal with the underfitting problem,
such as genetic algorithms [11]. The Genetic Algorithm (GA)
is a search-driven optimization technique based on genetic and
natural selection principles. It is often used to find almost
the optimal solutions for complex problems [6]. Furthermore,
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Malware analysis using machine learning may face dataset
oversampling problems. For example, synthetic Minority Over-
sampling Technique (SMOTE) [12], which is an oversampling
technique, is used to generate samples for the minority class.
It cares about the feature space to generate new samples and
helps of interpolation between positive samples that belong to
each other. SMOTE selects the first positive class randomly
then KNN’s for the chosen positive sample is gained [7].

This paper implements and compare the performance of
several machine learning algorithms in classifying a large
dataset of APKs into malware and benign applications, clas-
sifying malware applications into its main classes, and classi-
fying ransomware applications into its subfamilies. The used
datasets are CIC-Maldroid2020, CIC-Maldroid2017 and CIC-
InvesAndMal2019, which consists of 9000 Android APK
samples were collected by the Canadian Institute for Cyberse-
curity.The measures used are f-score, accuracy, TPR and FPR.
The contributions of this paper are summarized as follows:

• It classifies the dataset into malware or benign appli-
cation using various machine learning algorithms.

• It classifies the malware into main classes: SMS
malware, Ransomware, Banking malware, Scareware,
Adware, and Premium SMS malware.

• It classifies the Ransomware family as subfamilies
depending on extracted permissions as static features.

• It employs optimization techniques to overcome the
problems dataset: ensemble algorithms, SMOTE, and
genetic algorithm. The ensemble machine learning
algorithms. The meta-Multiclass and Random Forest
classifiers are used to solve unbalancing problems
in classifying malware into its main classes to get
accurate and unbiased performance measures. Fur-
thermore,the paper applies the genetic algorithm and
SMOTE used to improve the performance of classify-
ing ransomware subfamilies because it is a small and
imbalance dataset.

The rest of paper is organized as follows. The next section
discusses some related work. Section 3 demonstrates the used
methods and materials. Section 4 demonstrates and discusses
the results. Finally, Section 5 concludes the work.

II. RELATED WORK

The use of machine learning algorithms in detecting and
classifying malware have been studied widely. However, due
to the continuous growing of malware types, the change in
their features, and the skills of attackers, machine learning
algorithms and the features they use need to be optimized
an modified continuously. This section discusses some related
work in this field.

Zhiwu et al. [13] proposed a classification method based
on static features, which are bytecode features, assembler code
features, and PE features. The authors used eight machine
learning classifier models, which are Gaussian Naı̈ve Bayes,
Random Forest, Decision Tree, SVM linear, SVM, KNN,
and Ada-boosting. They used a dataset from VirusShare. In
the comparison among the different algorithms, the cost, the
needs, and convenience were considered. In addition, they used

Kaspersky scan engine results. According to the experiments,
the Random Forest model achieved the highest result of the
F1 score of 93.56% .

Fang et al. [14] proposed an approach based on extracting
control-flow graphs (CFG) and data-flow graphs (DFG) during
the instruction level. Then, they encoded the graphs into
matrices and used them to build the family classification
model using deep learning. The family classification model
considered the horizontal combination of CFG and DFG as
features to achieve the best performance. The malware dataset
used in the experiments were collected from Marvin, Drebin,
VirusShare and Contagio-Dump. The results showed that the
horizontal combination of CFG and DFG performed better than
CDGDroid.

Arslan et al. [15] proposed a method for Android malware
families classification using Dalvik Executable (DEX) file
section features. The proposed approach converted DEX files
to Red/Green/Blue images and plain text. Next, from these
images, texture of the image, the color, and text were extracted
as features. The results showed that the proposed method
achieved a precision of 96%.

Gandotra et al. [16] used the manifest file to extract the
permissions as features of android applications. The source
code was used to verify whether a permissions is requested
by the application or not. The considered the assumption that
malicious apps are those that request several different permis-
sions without using them. The proposed approach extracted
all permissions requested by an application and stored them in
a database. Then, the use of permissions was verified. Next,
for each app, the proposed approach computed the number of
suspicious values. These values were used for classification.
The results showed that the SVs for malicious apps and
benign apps were in the ranges [4-95,858] and [21-55,967]
respectively. To classify the apps, the approach used Naive
Bayes and Logistic Regression. The authors claimed that the
accuracy was 91.95%.

Şahın et al. [17] proposed an approach to detect zero-
day malware based on the integration of static and dynamic
analysis. The authors validated the proposed approach using a
real-world dataset of malicious samples. The performance of
the proposed approach was measured before and after features
selection to show the effectiveness of the proposed relevant
feature selection method in improving the model construction
time as well as the accuracy. The proposed approach used
the entropy to compute the purity of each feature and select
the relevant features. The results showed that the accuracy of
all classifiers using the integrated features set is very good.
However, the naive Bayes classifier did not achieve good
results. Furthermore, the results showed that the approach of
features selection improved the model building time and the
accuracy.

Udayakumar [18] suggested a new permission-weight ap-
proach. The approach applied the algorithms of KNN and
Naive Bays to build the model and used RF as a weighting ma-
trix to assign weights for permissions based on whether a per-
mission is requested by the app (benign and malicious apps).
The results showed that by adding the weighted approach, the
KNN algorithm improved 2% and the NB algorithm improved
7%.

www.ijacsa.thesai.org 762 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

Milosevic et al. [19] proposed an approach that help
in understand the types of malware, and machine learning
algorithms, such as Decision Trees, Multilayer Perceptron and
Multi SVM, can be used to detect malware. The proposed
approach used the debug Size as a feature with a score of
0.26. Using SVM and neural networks for classification, the
proposed approach got an of 90.2% and 98% at training
approach, and neural networks get 99% at the testing approach.

Alzubaidi [20] applied an approach based on deep learn-
ing algorithms to detect android malware apps families. He
claimed that he achieved an accuracy of 99%. Meanwhile,
Ashit [21] applied an enhanced Birch algorithm to find the
malware and modified executables of Windows and Android
operating system.

III. METHODS AND MATERIALS

The method proposed in this paper is divided into two
parts: classifying main malware-families and classifying Ran-
somware subfamilies. The classification process is based on
using permissions as features to show the ability of machine
learning classifiers to distinguish between the different mal-
ware families. Furthermore, it aims at helping security officers
to develop more reliable systems against different types of
malware, and to detect malicious applications by using only
the permissions and minimum resources.

A. Features Extraction

The ”apktool.jar”, which is a reverse engineering tool, was
used to extract the permissions of each APK. As a result,
140 permissions were extracted. Next, a python code was
developed and used to represent the APKs and the requested
permissions by each APK in a vector space file.

Fig. 3 shows the operations of the extracting and selecting
permissions features. The figure shows that the APK tool was
used to analyze the Android APK file in order to extract the
Manifest.xml and classes.dex files. Next, the Manifest parser
was used to extract the permission features, from which the
used features were selected form the classification process.

Fig. 3. Extracting and Selecting Permissions Features

B. Dataset

Two datasets have been used in this work. The first dataset
is CIC-Maldroid2020 [23] collected from Canadian Institute
for Cybersecurity. The dataset consists of 8750 Android sam-
ples as APK files, while the second dataset consists of 250
ransomware APKs collected from CIC-InvesAndMal2019 [22]

and CIC-Maldroid2017 [24]. The dataset was divided into
three subsets. The first dataset consists of 1422 Adware, 2506
Banking, and 4821 SMS malware. The second dataset consists
of 250 Ransomware subfamilies.

C. Methodology

The work has two main parts. The first one is the feature
extraction of APKs permissions as well as feature selection.
The second one is the data processing, where main malware
families were classified using ensemble machine learning
algorithm; Random Forest, Decision Tree and meta-Multiclass
classifiers. Meanwhile, Naı̈ve Bayes, KNN, Decision Tree, and
Logistic Regression were used to classify Ransomware family
as sub-families.

IV. RESULTS AND ANALYSIS

A. Main Malware Family Classification

The classification of malware APKs into main classes were
performed using Meta-Multiclass, which is a classifier for
handling multi-class datasets with 2-class classifiers. Meta-
Multiclass has various capabilities including error correcting
output codes to increase the accuracy. Using this method, when
the base classifier cannot handle instance weights because they
are not uniform, the data is re-sampled with replacement based
on the weights before being processed by the base classifier.

Table I shows the performance matrices for the main mal-
ware families classification. The result shows that the Meta-
Multiclass classifier achieved high performance by classifying
malware with 94% accuracy and low error rate of about 0.029.

Fig. 4 shows classification error for meta-Multiclass classi-
fier using KNN as base classifier. The x-axis and y-axis repre-
sent the main malware family names, where 1, 2 and 3 labels
denotes Adware, SMS and Banking families respectively, star
shapes represent correct predicted points and square shapes
represent incorrect predicted points. The results show that the
highest prediction power of the classifier is for Adware data
samples with 97% true positive rate.

TABLE I. META-MULTICLASS CLASSIFIER

Malware Family TPR FPR F -SCORE ROC
Adware 0.968 0.018 0.966 0.988

SMS 0.872 0.022 0.910 0.954
Banking 0.985 0.047 0.947 0.979

AVG 0.942 0.029 0.941 0.974

Fig. 4. Classification Error of Meta-Multiclass Classifier using KNN base
Classifier
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Fig. 5 shows the classification error for Random Forest
classifier. The x-axis and y-axis represent main malware family
names, where 1, 2 and 3 labels denotes Adware, SMS and
Banking families respectively, star shapes represent correct
predicted points and square shapes represent incorrect pre-
dicted points. To proof the meta-Multiclass findings, random
forest ensemble classifier on decision tree as a base classifier
was applied. According to the results, the two used ensemble
methods showed similar performance.

Using Meta-Multiclass classifier based on KNN as base
classifier and Random Forest classifier, the accuracy of en-
semble models are 95%. Furthermore, the results show that
the ensemble classifiers handle the data unbalancing problem
and classify main malware families correctly. The values of
TPR, F-score, accuracy, and ROC show the high performance
and low FPR value of about 0.027 as shown in Table II.

TABLE II. META-MULTICLASS CLASSIFIER BASED ON KNN AS BASE
CLASSIFIER AND RANDOM FOREST CLASSIFIER

Malware Family TPR FPR F -SCORE ROC
Adware 0.977 0.018 0.970 0.993

SMS 0.875 0.019 0.915 0.964
Banking 0.983 0.045 0.949 0.981

AVG 0.945 0.027 0.945 0.979

Fig. 5. Classification Error of Random Forest Classifier

B. Ransomware Subfamilies Classification

The dataset used in this experiment was imbalanced.
Therefore, the challenge was to apply Machine learning al-
gorithms to measure the effectiveness of ML different models
in distinguishing ransomware subfamilies and treating the data
problems.

1) Ransomware Subfamilies Classification using Original
Dataset: To evaluate the effectiveness of machine learning
algorithms in detecting Ransomware subfamilies, the Decision
tree classifier was applied on the original dataset.

Fig. 6 shows the classification error for Decision Tree
classifier on original dataset, were the x-axis and y-axis
represent Ransomware subfamily names, star shapes represent
correct predicted points and square shapes represent incorrect
predicted points.

Table III shows that using Decision Tree classifier, the
accuracy are 62%. That is, the results show that machine learn-
ing algorithms based on permissions requested by applications
on original dataset does not effectively classify Ransomware
subfamilies.

TABLE III. DECISION TREE CLASSIFIER

Sub-family TPR FPR F-score ROC
Wannalocker 0 0.02 0 0.88

Svpeng 0.8 0.13 0.6 0.89
Simplocker 0.5 0.03 0.52 0.79
RansomBO 0.6 0.06 0.5 0.94
PornDroid 0.6 0.13 0.55 0.87

Pletor 0.5 0.04 0.5 0.88
LockerPin 0.8 0 0.9 0.91

Koler 0.5 0 0.66 0.91
Jisut 0.9 0.01 0.92 0.98

Charger 0.8 0.01 0.84 0.99
Average 0.6 0.06 0.61 0.9

Fig. 6. Classification Error of Decision Tree on Original Data

2) Ransomware Subfamilies Classification using Optimiza-
tion Algorithms: To address data underfitting and imbalance
issues, we used Synthetic Minority Oversampling Technique
(SMOT), which uses the KNN algorithm to generate new
observations to eliminate the imbalance. In addition, we used
the genetic algorithm as hyperparameter tuning or parameter
tuning. Furthermore, the paper used the ensemble learning
algorithm to increase the model chance learning and produce
a good prediction.

Fig. 7 shows the classification error for Random Forest
classifier with optimization algorithms, where x-axis and y-
axis are Ransomware subfamily names, star shapes represent
correct predicted points and square shapes represent incorrect
predicted points. The imbalance and underfitting problems
were almost solved after applying SMOT and the genetic
algorithms with the random forest classifier. We noticed that
the accuracy improved up to 80% from the previous results,
which was 60%, with low false positive rate with 0.028 as
shown in Table IV.

TABLE IV. RANDOM FOREST CLASSIFIER

Sub-family TPR FPR F-score ROC
Wannalocker 0.4 0.05 0.39 0.94

Svpeng 0.7 0.05 0.69 0.97
Simplocker 0.9 0 0.94 0.96
RansomBO 0.7 0.07 0.54 0.95
PornDroid 0.7 0.03 0.78 0.97

Pletor 1 0 1 1
LockerPin 0.8 0 0.9 0.99

Koler 0.9 0 0.94 0.99
Jisut 1 0.02 0.95 0.99

Charger 1 0 1 1
Average 0.8 0.03 0.8 0.97

www.ijacsa.thesai.org 764 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 2, 2022

Fig. 7. Classification Error of Random Forest with Optimization Algorithms

V. CONCLUSION

Android threats and attacks are rapidly increasing as An-
droid devices and the number of users increasing around the
world. Therefore, the attacks on android operating systems
and users private information has increased. This paper has
discussed this issue and used an optimized machine learning
approach based on permissions as features to detect malware.
The paper has used a large dataset to detect malware and
classify detected malware into main malware families, which
are SMS malware, Banking malware, Adware. In addition, the
optimized approach was tuned to classify ransomware dataset
into its subfamilies. The optimized approach used ensemble
classifiers such as meta-Multiclass classifier with KNN as
base classifier and Random forest to classify main malware
families and handling the unbalanced dataset. In addition, the
optimized approach used Random Forest and Decision Tree
classifiers to classify ransomware subfamilies. The results have
shown that ensemble classifiers perform very well in han-
dling unbalanced data, detecting and classifying main malware
families by achieving an accuracy of 95%. Furthermore, the
results have shown that detecting and classifying Ransomware
subfamilies using traditional machine learning algorithms has a
poor performance with an accuracy of 62% for Decision Tree.
However, the tuned approach by the oversampling technique
has increased the accuracy to 81%.
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Abstract—Stack Overflow is a public platform for developers
to share their knowledge on programming with an engaged
community. Crowdsourced programming knowledge is not only
generated through questions and answers but also through
comments which are commonly known as developer discussions.
Despite the availability of standard commenting guidelines on
Stack Overflow, some users tend to post comments not adhering
to those guidelines. This practice affects the quality of the
developer discussion, thus adversely affecting the knowledge-
sharing process. Literature reveals that analyzing the comments
could facilitate the process of learning and knowledge sharing.
Therefore, this study intends to extract and classify useful
comments into three categories: request clarification, constructive
criticism, and relevant information. In this study, the classifi-
cation of useful comments was performed using the Support
Vector Machine (SVM) algorithm with five different kernels.
Feature engineering was conducted to identify the possibility
of concatenating ten external features with textual features.
During the feature evaluation, it was identified that only TF-
IDF and N-grams scores help classify useful comments. The
evaluation results confirm Radial Basis Function (RBF) kernel
of the SVM classification algorithm performs best in classifying
useful comments in Stack Overflow regardless of the usage of the
optimal combinations of hyperparameters.

Keywords—Stack overflow; useful comments; machine learning;
SVM; classification

I. INTRODUCTION

The software engineering community considers Stack
Overflow as a learning site and a learning community for soft-
ware developers and practitioners [1], [2]. Comments in Stack
Overflow (SO) are temporary “Post-It” notes relevant to a
particular question or an answer which has already been posted
[3]. They clarify and enrich the content conveyed through
questions and answers. Examining comments is particularly
beneficial because they go beyond the questions and answers to
facilitate the process of learning and knowledge construction.
For example, the importance of analyzing Stack Overflow
comments for the recommendation of source code fragments
has been extensively discussed in the literature [4], [5], [6].

In Stack Overflow, there is a standardized method to add
comments which are suggested in the standard commenting
guidelines of Stack Overflow. Request clarification, construc-
tive criticism, and relevant but transient information in the
comments are being encouraged in commenting guidelines in
Stack Overflow [7]. Comments related to request clarification
contain requests for extra information for better understanding
the post. Constructive criticism comments point out flaws,
obsolescence, and coding errors thus encouraging the author

to improve it. Comments related to relevant but transient
information guide the users in retrieving more information
that is relevant to a certain post in Stack Overflow [7].
Nevertheless, Stack Overflow does not recommend comments
related to suggesting corrections, compliments, answering a
question, criticisms, secondary discussions, and discussions of
site policies and community behavior to be posted on the site1.
However, it is observed that most of the developers tend to
respond to posts with comments which are not adhering to
Stack Overflow’s guidelines on comments [8]. Hence, useful
comments get ignored by the authors of relevant posts as
well as the members of the community. According to previous
studies, 27.5% of the comments which required an update from
the author were ignored [9]. Therefore, comments in Stack
Overflow should be studied in depth to identify whether users
post comments by adhering to the commenting guidelines of
Stack Overflow.

It is believed that systematic categorization of such com-
ments could provide valuable insights to software practitioners
when using Stack Overflow as a learning source. Thus, there
is a need for data-driven solutions to retrieve useful com-
ments and categorize them. However, this direction has not
been thoroughly investigated in the literature [7], [10], [11].
Therefore, this study exploits machine learning and natural
language processing to automatically classify the comments in
Stack Overflow that follow the standard commenting guide-
lines based on three types: request clarification, constructive
criticism, and relevant information. This paper expects to
address the following research question (RQ):

RQ : How to correctly classify the useful comments in
Stack Overflow into standard comment categories: request
clarification, constructive criticism, and relevant information?

The remainder of this paper is organized as follows. Next,
we present the related work of this study. Then the method-
ology of classifying useful comments in Stack Overflow is
presented. Next, the results and evaluation are described.
Finally, the conclusion of the study and the further work are
being discussed.

II. RELATED WORK

During the past years, researchers have involved themselves
in various studies related to comments and crowd source
knowledge in Stack Overflow. The author in [7] analyzed
commenting activities in respect of timing, content and indi-
viduals who perform commenting focusing on the comments

1https://stackoverflow.com/help/privileges/comment
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which were posted in answers in Stack Overflow. In their
study, comment classification was done by a light-weight open
coding process in which authors were involved in deriving a
draft list of comment types. The time in which users take to
post comments once the answer was posted was taken into
consideration. They mention the need of a methodical and
organized study related to the comments in Stack Overflow
to better understand how comments are being used. More-
over, improving the current commenting system was stated
as necessary since users post comments in unrecommended
manners. Furthermore, they state the possibility of future
research to leverage approaches from Machine Learning and
NLP communities to automatically identify such comment
categories [7].

In their research, Sengupta and Haythornthwaite performed
a qualitative analysis for the purpose of introducing a coding
schema which comprises nine comment categories through
classification. The purpose of their study was the provision
of insights into commenting in Stack Overflow. They mention
the requirement of further research on comment usage [1].
Identification of inadequate comments in Wikipedia’s talk page
edits and classification of the same into different categories
was performed by Sulke and Varude. In this analysis, SVM
provided the best results out of the utilized classification
algorithms [12]. Contextual tagging mechanism was utilized
to classify posts in Stack Overflow in the exploration done by
Chimalakonda et.al. SVM promised the highest accuracy of
78.5% in this approach. In this analysis, Limited number of
posts were examined during the study. Furthermore, Some of
the statistical distributions were not balanced and they were
biased towards one certain topic [13].

Beyer et.al in their study automated the classification of
Stack Overflow’s posts into seven categories of questions.
Manual Analysis of phrases was performed to find patterns
and training classification models based on Machine Learning
Algorithms was done in their analysis. Since manual analysis
was performed there exists a possibility for this categorization
of the posts to be biased [14]. Saif et.al performed online
toxic comment classification by making use of three Artificial
Neural Network Approaches and Logistic Regression [15].
Quantitative as well as a qualitative analysis related to the
obsolete answers of Stack Overflow was conducted in an
Empirical study related to the obsolete knowledge on Stack
Overflow. The utilized heuristics based approach contained the
accuracy of 75%. In this analysis, it was believed that Machine
Learning could provide better results [7]. In a study related
to the prediction of who will answer a specific question in
Stack Overflow, a hybrid approach which amalgamates both
knowledge from the question and the asker to retrieve more
error-free candidate lists was considered as essential [16]. In
a mining approach which suggests insightful comments in
Stack Overflow, recommendation of source code comments
was accomplished with the accuracy and precision of 80%. In
this approach, Dataset which was considered for the empirical
evaluation was limited. Furthermore, it was stated that the
approach might be inadequate in recommending comments
for the code segment from proprietary or legacy projects
[4]. The value of comments revolves around many important
aspects such as improving the source code, analyzing the
code further, and facilitating code reuse [4] [17] [18] [19].
During the Exploration of the means of which comments have

an effect on answer updates, comments and answer updates
which involve code segments were only being taken into
consideration. Moreover, it was mentioned that there exists
a tendency for the comments to be mislabeled if the code
element in the comment is not correctly identified by the
system, which leads to false positives [9]. A Gold Standard
for Emotion Annotation in Stack Overflow was introduced
by Novielli et.al. In this exploration, manual annotation of
Stack Overflow gold standard data set with emotion labels
was performed. Identification of Emotions was based on clear
guidelines of a conceptual framework which is based on theory.
Moreover, Final gold labels were assigned through agreement
of the majority of 3 coders [20].

Automatic comment generation approach which mines
comments from Q&A sites includes code description mapping
extraction, refinement of description, code clone detection,
code clone pruning and selection of comments. Failure at
identifying comments that comprise an incorrect description of
the code segment was stated as a limitation in this study [21].
In the study that extracted candidate method documentation
from discussions of Stack Overflow, JavaDoc descriptions
were created and the mining of source code descriptions from
developers’ discussions was recognized as an aspect which
needed more improvement when regarding its usability [22].
Wikipedia’s comment dataset by Jigsaw was used in analysing
any section of text and detecting distinct types of toxicity by
Chakrabarty. In this analysis, TF-IDF with 6 headed Machine
Learning promised the highest accuracy which is 98.98%.
Chakrabarty states that the utilization of Grid search Algorithm
can obtain more accurate results [23].

III. METHODOLOGY

Useful comments in Stack Overflow can be defined as the
comments, which adheres to Stack Overflow’s commenting
guidelines. The facilitation of the process of learning and
knowledge construction could be improved by analyzing useful
comments. Classification is an approach for analyzing useful
comments. This study aims at extracting useful comments
and classifying them into standard useful comment cate-
gories based on their features. In this study, Data Extraction,
Qualitative Analysis and Review, Feature Engineering and
Preprocessing, Feature Extraction, Training and Evaluation of
the classification model were carried out. Fig. 1 represents
the high-level architectural diagram of exploration of useful
comments in Stack Overflow.

A. Data Extraction

This step was necessary to obtain the comments data which
is needed to perform the study. In this study comments posted
in the Stack Exchange Data Explorer during the past 5 years
(i.e., between 1st of January 2015 and 08th of November 2020
were taken into consideration).

Listing 1: Query utilized in obtaining comments data from
Stack Exchange Data Explorer

SELECT Comments . Id , Comments . P o s t I d , Comments . Score ,
Comments . Text , Comments . C r e a t i o n D a t e ,
Comments . User Id , Comments . C o n t e n t L i c e n s e ,
P o s t s . Tags

FROM Comments
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Fig. 1. High Level Architecture Diagram of Exploration of Useful Comments in Stack Overflow

INNER JOIN P o s t s ON Comments . P o s t I d = P o s t s . Id
WHERE Comments . Sco re > 0 AND Comments . C r e a t i o n D a t e

< ’2020−11−08 0 0 : 0 0 : 0 0 ’ AND Comments . C r e a t i o n D a t e>
’2015 −01 −01 0 0 : 0 0 : 0 0 ’ AND P o s t s . Tags != ’ ’

ORDER BY Score Desc

The Stack Exchange Data Explorer was queried to fetch
the comments which were made in response to questions
and answers, that contain tags and with a score which is
greater than 0. Comments with the comment score which is
greater than 0 was considered as a measure of importance of
comments. The query utilized in obtaining the data is presented
in Listing 1.

As a result of querying, 50000 comments in Stack Overflow
were obtained. From the obtained 50000 comments, 6164
comments were sampled using the simple random sampling
technique which is a probability sampling technique that
utilized randomization. This technique was used as there was
no prior knowledge related to the comments data and therefore
each element contained an equal chance of getting selected for
the purpose of being a part of the sample2.

B. Qualitative Analysis and Review

The objective of Qualitative Analysis was to create the
dataset that is required to train the machine learning model.
In Qualitative Analysis, the unclassified comments data was

2https://towardsdatascience.com/sampling-techniques-a4e34111d808

labeled to filter out the useful comments. A total of 6164
comments which were the output from data extraction were
taken for the Qualitative Analysis. As the first step of Qualita-
tive Analysis, deductive coding was used to label unclassified
data [24]. In deductive coding a predefined set of label values
were used to assign label values to unclassified comments. If a
given comment was assigned multiple labels, such comments
were removed from the dataset. As the output of deductive
coding 3587 useful comments and 2577 not-useful comments
were identified. Then as the next step of Qualitative Analysis,
useful comments were filtered out and categorized into the
three categories mentioned in Table I.

Table II discusses the measures used to categorize and
label the extracted useful comments into standard comment
categories during the qualitative analysis. After completing
the qualitative analysis it was necessary to review the labeling
process of the comments in order to measure the consistency,
quality and accuracy of the labeled data. The review was
performed by reviewing all the labels of the 3587 useful
comments. The intra rater reliability percentage was calculated
because both the data labeling and review was performed by
a single annotator. Therefore, as a result of the review 3120
comments were properly labeled with the intra rater reliability
of 86.98% with regard to correct labeling of comments in both
occasions. Therefore 467 comments were disregarded in the
study further as they were identified as misclassified in the
review. 3120 useful comments were identified from the review
process and those comments were used in the implementation
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TABLE I. QUALITATIVE ANALYSIS RELATED TO USEFUL COMMENTS IN STACK OVERFLOW FOR LABELING OF USEFUL COMMENTS

Useful Comment Category Property Description

Request Clarification (Zhang et al., 2019a) (Re-
questing clarification from the author)

Requesting provision of more information or Expression of lack of understanding.
These comments can be identified with the keywords such as ‘please clarify’, ‘please
elaborate’, ‘how’, ‘what’ etc.

Constructive Criticism (Zhang et al., 2019a) (Guid-
ing the author in improving the post)

Contains both positive and negative comments that are stated in a pleasant manner.
Areas of improvement of posts are stated. Formatting and indentation issues are
included more often.

Relevant Information (Zhang et al., 2019a) (Rele-
vant but minor or transient information)

These comments may include a link to a related post, a link that redirects to other
websites. Statements about question updates and answer updates were rarely found.

of the classification model. Out of the 3120 useful comments
1010 comments were of Constructive Criticism, 1047 com-
ments were of Relevant Information and 1063 comments were
of Request Clarification.

C. Feature Engineering and Pre-Processing

Features are independent individual variables that act as
an input to a machine learning model. Machine Learning
models use features for making predictions. Therefore, feature
engineering was performed which included feature creation
and evaluation of the created features through histogram plots.
Feature creation was needed to construct new features from
the 3120 useful comments identified after the review pro-
cess. Moreover, feature engineering was important to identify
whether external features other than the textual features can
be used in building the classification model. Textual features
include text scores. II presents the new features which were
created and evaluated. Overlapping of data was clearly iden-
tified through horizontal scaling of histograms plotted for all
comment categories separately and as a whole.

TABLE II. MEASURES USED FOR THE CATEGORIZATION

Feature Description

Comment
Length

Total number of characters in the useful com-
ments

Comment
Score

The number of upvotes a specific useful com-
ment obtained in Stack Overflow

Punctuation
Percentage

Percentage of the total number of punctuation
used in a specific useful comment

Average Word
Count

The mean word count of a specific useful
comment

Capitalization
Usage

The total number of capital letters used in a
specific useful comment

Stop Words
Count

The total number of stop words used in a
specific useful comment

Positive Senti-
ment Score

The probability of the sentiment of a specific
useful comment to be positive

Negative Senti-
ment Score

The probability of the sentiment of a specific
useful comment to be negative

Neutral Senti-
ment Score

The probability of the sentiment of a specific
useful comment to be neutral

Normalized
Compound
Score

The sum of negative sentiment score, positive
sentiment score neutral sentiment score of a
specific useful comment which is then normal-
ized and ranges between -1 and +1

NLTK’s VADER which is a parsimonious rule based model
and was used in calculating the Sentiment Score of the com-
ments data. VADER calculates the sentiment score of a text

in terms of positive sentiment score, negative sentiment score,
neutral sentiment score and normalized compound score. Fig. 2
shows the feature evaluation with horizontal scaling comment
length and comment score of useful comments. Fig. 3 depicts
the feature evaluation with horizontal scaling for punctuation
percentage and average word count of useful comments. Fig.
4 depicts the feature evaluation with horizontal scaling for the
count of capital letters and stop words of useful comments. Fig.
5 shows the feature evaluation for positive sentiment score and
negative sentiment score of useful comments. Fig. 6 depicts
the feature evaluation for horizontal scaling for count of capital
letters of useful comments. Fig. 7 depicts the feature evaluation
for horizontal scaling for count of stop words. Fig. 8 and Fig. 9
presents the feature evaluation for positive sentiment score and
negative sentiment score respectively. Fig. 10 shows the feature
evaluation for neutral sentiment score and Fig. 11 shows the
feature evaluation for compound score of useful comments.
Since majority overlapping areas were obtained in 2 or all 3
classes, the features created in the feature engineering process
were disregarded and not utilized in building the classification
model.

Preprocessing was done to remove the noisy data that
might be present in the identified useful comments. During
the preprocessing stage the identified useful comments data
was preprocessed using Natural Language Processing Tech-
niques. In preprocessing lowercasing the data, replacing URLs
with a keyword , punctuation removal, stop words removal,
tokenization of data, stemming and lemmatization, removal
of numbers, removal of emojis and emoticons in comments,
and handling of chat words were carried out. Comments that
will be classified as Relevant Information contain URLs. So, it
was necessary to capture the URLs and hence replacement of
URLs with the keyword ‘link’ was done without the removal
of URLs. As useful comments are also developer discussions,
they contained emojis and emoticons in them and it was
necessary to remove them in the preprocessing stage. It was
also required to replace the chat words with their meaningful
phrases. This was done by maintaining a list of chat words
and their meaningful phrases as key value pairs in a text file.
This chat words document included chat words derived from
the glossary dictionary of Stack Exchange and some common
chat words observed during the qualitative analysis.

D. Feature Extraction

Feature extraction was done by using the preprocessed
comment data. Feature extraction was performed to extract
the textual features from the useful comments. In this step
comment text i.e. words of each comment were taken as the
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Fig. 2. Feature Evaluation with Horizontal Scaling for Useful Comment
Length Fig. 3. Feature Evaluation with Horizontal Scaling for Useful Comment Score

Fig. 4. Feature Evaluation with Horizontal Scaling for Punctuation Percentage
of Useful Comments

Fig. 5. Feature Evaluation with Horizontal Scaling for Average Word Count
of Useful Comments

Fig. 6. Feature Evaluation with Horizontal Scaling for Count of Capital
Letters of Useful Comments

Fig. 7. Feature Evaluation with Horizontal Scaling for Count of Stop Words
of Useful Comments
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Fig. 8. Feature Evaluation for Positive Sentiment Score of Useful Comments Fig. 9. Feature Evaluation for Negative Sentiment Score of Useful Comments

Fig. 10. Feature Evaluation for Neutral Sentiment Score of Useful Comments Fig. 11. Feature Evaluation for Compound Score of Useful Comments

features since the numeric features gained through feature
engineering were exposed to overlapping of data in several
comment categories. The TF-IDF feature extraction technique
(Sulke & Varude, 2019) was utilized for the text feature
extraction process along with N-grams. TF-IDF calculates the
term frequency and inverse document frequency [25] [26].
IDF suppresses the effect of words which occurs in all 3
comment categories. Moreover, the TF-IDF vector looks the
same as the word vector. This mechanism is used to find the
meaning of sentences and it cancels out the incapableness of
the bag of words feature extraction technique. TF answers
how many times a particular word is used in the entire
document. IDF calculates the importance of a certain term in
a list of documents. For the feature extraction purpose TF-
IDF Vectorizer was used as it performs the task of count
vectorizer which is followed by TF-IDF transformer. Unigrams
and Bigrams were utilized as N-grams. N-grams were used
to boost the accuracy of the classification model. The N-gram
frequency method provided an inexpensive and highly effective
method of classifying documents. Encoding the categorical
labels was done using the LabelEncoder before extracting
features of useful comments. TF-IDF and N-grams scores were

the extracted textual features. Shuffling of data was important
to avoid the biases of data location within the data set. After
the completion of feature extraction, sparse matrices with 275
features were obtained.

E. Training and Evaluating the Model

For the classification of useful comments, a multi-class
SVM classifier was designed as the classification model. The
features extracted in the previous step were fed into the
designed classification model for the training purpose. 80% of
data in the dataset was utilized for training the model and 20%
was utilized for testing the model. The initial SVM classifier
model was trained without any parameters. In this initial model
a RBF kernel was used by default since the kernel was not
specified.

Hyperparameter Tuning: Hyperparameters control the
behaviour of the overall machine learning model. Therefore
hyperparameter tuning was considered as a necessary step.
The ultimate goal was to discover the optimal combination of
hyperparameters of the SVM Model that minimizes the loss
and maximizes the overall accuracy of the Model. Since certain
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hyperparameter combinations are not supported with specific
kernels in SVM, hyperparameters tuning was done separately
for 5 SVM kernels which include Linear Kernel, RBF kernel,
Polynomial kernel, Sigmoid kernel and Precomputed kernel.
The objective was to identify the best Kernel with best
hyperparameter combinations. For the Hyperparameter tuning
sklearn’s GridSearchCV was used. Since Cross Validation was
done with GridSearchCV to obtain the best combination of
hyperparameters, a validation dataset was not needed as the
cross validation divided the training data set into k number of
folds , and k-1 folds were used for the training purpose and
the remaining fold was utilized as the validation set. In this
hyperparameter tuning, cross validation with 3 folds was per-
formed. C, kernel, degree, gamma, decision function shape,
coefO were the utilized hyperparameters in hyperparameter
tuning. Table III contains the optimal combination of hyper-
parameters obtained for each kernel. In SVM, gamma is the
kernel coefficient, degree is the degree of the polynomial kernel
function and coef0 is an independent term. When x,y are the
data to be classified, the utilized kernels are as follows.

TABLE III. OPTIMAL COMBINATION OF HYPERPARAMETERS FOR EACH
SVM KERNEL

SVM Kernel Hyperparameters

C kernel degree gamma
decision
function
shape

coef0

Linear 1 linear - 1 ovo -
RBF 2 rbf - scale ovo -
Polynomial 1 poly 1 scale ovo 0.01
Sigmoid 10 sigmoid - 0.1 ovo 0.01
Precomputed 1 precomputed - 1 ovo -

Linear Kernel: Mostly Used when a large number of data
is available and when the data is linearly separable. It is the
simplest Kernel Function in SVM. The Linear Kernel function
(LK(x,y)) is denoted by the equation 1.

LK(x, y) = SUM(x.y) (1)

RBF Kernel: It is usually used in classifying non-linear
data. Proper separation of data when there is no prior knowl-
edge about the data is performed successfully. The formula of
RBF(RBFK(x,y)) is denoted by equation 2. Note that gamma
varies between 0 and 1.

RBFK(x, y) = exp(−gamma||x− y||2) (2)

Polinomial Kernel: This kernel is a generalized represen-
tation of the Linear kernel. The formula of the polynomial
kernel (PK(x,y)) is denoted by equation 3.

PK(x, y) = (gamma < x, y > +coefO)degree (3)

Sigmoid Kernel: This is often known as hyperbolic tangent
or multilayer perceptron. This kernel is mostly preferred in
Neural Networks. The formula of the sigmoid kernel (SK(x,y))
is as denoted by equation (4).

SK(x, y) = tanh(gamma < x, y > +coefO) (4)

One-Vs-One(OVO) decomposition strategy was used in
training the SVM model as it results in higher performance
when compared with Non-OVO approaches, disregarding the
overlapping level. OVO benefits the multi-class classifica-
tion while increasing the separability of classes. Moreover,
it was identified as an approach that highly benefits SVM
as it provides robust results and superior performance [27].
Building and training of the SVM Models for linear, rbf,
polynomial, sigmoid and precomputed kernels was done using
the best combination of hyperparameters obtained through
hyperparameter tuning. Identification of the best SVM Kernel
that fits the problem context was done through evaluation
measures such as the Holdout Method, Confusion Matrix and
Classification Report.

IV. RESULTS AND EVALUATION

As the exploration of useful comments in Stack Overflow
was based on building a classification model which catego-
rizes useful comments with their respective useful comment
Category, the evaluation of this model was carried out to
evaluate classification accuracy, precision, recall, f1-score and
the number of correctly classified instances of each class using
the Holdout method, Confusion Matrix and the Classification
Report. The test set contained 624 data entries. Before evalu-
ation it was necessary at first to gain insight of the instances
belonging to each category in test data. Therefore, data count
of each comment category in the test set was obtained. Test set
contained 202 instances of Request Clarification comments,
218 instances of Relevant Information comments and 204
instances of Constructive Criticism comments.

A. Evaluation of Classification Accuracy and F1-Score

In the Holdout Method the data set was divided into two
parts, such as train set and test set. Train set contained 80% of
the data while the Test set contained 20% of the data. The Train
set was utilized to train the data and the Test set was utilized
to test the predictive power of the implemented classification
model. Classification Accuracy and F1-Score was gained as the
metric of evaluation in the Holdout method. Holdout method
based evaluation was performed to the initial SVM model
which was built without any parameters or hyperparameters
and also to the SVM models built and trained with distinct
kernels and the optimal combinations of hyperparameters. Ta-
ble IV contains the summary of the results obtained through the
holdout method for the SVM models. According to the results
obtained through the holdout method, the SVM model with the
RBF kernel can be identified as the best classification model
built and trained with optimal combination of hyperparameters
as it promised the highest Accuracy of 87.02 and highest F1-
Score of 87.11.

According to the results obtained through the holdout
method, initial SVM Model and the SVM Model with RBF
kernel promised similar accuracies which is 87.02. The initial
SVM model promised the highest F1-score which is 87.21
when compared with all the other SVM models.

B. Evaluating the Number of Correctly Classified Instances of
Each Class

For the purpose of gaining insights of the performance of
the classification model the confusion matrix can be used. The
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TABLE IV. SUMMARY OF THE RESULTS OF HOLDOUT METHOD FOR SVM MODELS BUILT WITH THE BEST COMBINATIONS OF HYPERPARAMETERS

Evaluation
Metrics

Initial
SVM
Model

SVM Models with optimal combinations of hyperparameters

Linear SVM Model RBF SVM Model Polynomial SVM
Model

Sigmoid SVM
Model

Precomputed SVM
Model

Accuracy 87.02 85.58 87.02 85.74 85.42 85.58
F1-Score 87.21 85.77 87.11 85.92 85.61 85.77

information gained from the confusion matrix can be used to
determine the usefulness of the classification model. As a result
important metrics such as accuracy, precision and recall can be
determined. In this study, since useful comments fall into three
categories the 3x3 Confusion Matrix was used for evaluation.
In the 3x3 Confusion Matrix diagonal values were identified as
correctly classified and non-diagonal values were identified as
misclassified. The confusion matrix was drawn for the initial
SVM Model which was built before hyperparameter tuning.
Afterwards, the confusion matrices were plotted for each
SVM Model with distinct kernels and optimal combination
of hyperparameters obtained after hyperparameter tuning. The
results obtained through the Confusion Matrices relevant to
each SVM Model are summarized in Table V.

C. Evaluating the Quality of Predictions

The quality of the predictions relevant to a classification
algorithm is measured by the Classification Report. It provides
the main classification metrics based on each class. True
Positives, True Negatives, False Positives and False Negatives
are utilized for the purpose of predicting metrics in a Classi-
fication Report. Along with the Classification Report metrics
relevant to macro average, micro average and weighted average
were calculated for precision, recall and f1-score. Initially,
the Classification Report was obtained for the initial SVM
Model which was built without including any parameters.
Afterwards, the Classification Reports were gained for each
SVM Model with distinct kernels and optimal combination of
hyperparameters. Table VI contains the summary of the results
obtained from the Classification Report.

According to the evaluation mechanisms the initial SVM
model which uses the RBF kernel in default has the highest
weighted precision of 0.88 when compared to the rest of the
SVM models. Among the SVM models trained with optimal
combinations of hyperparameters, SVM model with the RBF
kernel is the best kernel which classifies useful comments in
stack overflow as it promised the highest accuracy, weighted
average for recall and f1-score. Thus, research question is
successfully addressed.

V. CONCLUSION

This paper presents a machine learning-based novel ap-
proach to explore Stack Overflow comments by classifying
them into the respective standard comment categories. The
main stages of this study consist of Data Extraction, Qualitative
Analysis, Feature Engineering and Preprocessing, Feature Ex-
traction, Training, and Evaluation of the classification model.
As per the results of feature engineering, it was observed
that none of the ten external features used can be combined

with the textual features to implement the classification model.
The evaluation was conducted to analyze the classification
accuracy, precision, recall, f1-score, and the instances of each
class that have been correctly classified by using the Holdout
Method, Confusion Matrix, and Classification Report. RBF
was identified as the best Kernel in exploring useful comments
in Stack Overflow regardless of the use of hyperparameters
while training the classification model. The results of this study
can be utilized in the long process of Stack Overflow’s useful
comment analysis approaches for improving the facilitation of
the process of learning and knowledge construction.

Future research may leverage the Multi-label classification
approach to identify and classify the useful comments which
belong to multiple comment categories.
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Abstract—In this paper, a new index is proposed for detecting
the frequency of unknown underwater signals based on the
stochastic resonance theory. When the received weak signal is
input into the stochastic resonance system, first, by frequency
analysis, the frequency with the highest amplitude Am of the
output signal spectrum is considered as the pre-detection fre-
quency. Then a cosine signal with the pre-detection frequency
and unit amplitude is constructed. Define the pre-signal-to-noise-
ratio as the logarithm of the squared amplitude Am over the
mean of signal amplitudes in all other frequencies. The new
index is defined as the product of the pre-signal-to-noise-ratio and
the correlation coefficient between the received unknown signal
and the constructed cosine signal. The new index is featured
by taking into account the signal characteristics in both time
and frequency domain, and it will yield better signal frequency
detection performance. In addition, to improve the time efficiency
of the frequency detection, a method to bound the searching
range, keyed to the genetic algorithm, of the stochastic resonance
system parameters is proposed. The method can be used to detect
the frequency of both single frequency and frequency-hopping
unknown signals. With the designed new index and system
parameter bounding method, the simulations and experiments for
the weak underwater unknown signals are conducted. Compared
to the piecewise mean value index and weighted power spectral
kurtosis index, the new index yields a higher detection probability
at varied input signal-to-noise ratios and signal frequencies. With
bounding system parameter searching ranges, the time efficiency
is improved. The main purpose of this paper is to detect the
frequency of unknown underwater weak signals by stochastic
resonance system with genetic algorithm. The main contributions
are summarized as follows. First, the detection probability of
weak signals is improved by stochastic resonance system with the
proposed signal detection index than some other indexes. Second,
to improve the time efficiency of the signal frequency detection,
a method to bound the searching range of system parameters is
proposed.

Keywords—Stochastic resonance; underwater weak signal de-
tection; genetic algorithm; frequency detection; frequency-hopping
signal; index

I. INTRODUCTION

The detection and identification of underwater unknown
targets are of great significance for the coastal defense de-
velopment. However, because of natural and human activities,
the underwater environment is very complex, such as wind
and waves on the sea surface, marine biological activities,
ocean currents on the seabed and the movement of hulls. In
addition, some underwater targets can change their frequencies
and other information to hide themselves. These factors make
the detection and identification of underwater targets more
challenging. Therefore, the efficient detection of underwater
targets in such a complex environment is very important for

both scientific research and engineering practice. The methods
of traditional weak signal detection usually use finite impulse
response (FIR) and infinite impulse response (IIR) [1], [2]
filters to filter out the background noise mixed with the signal.
Although these methods have some effects on filtering the
out-of-band noise of signal, they will fail when the noise is
distributed in the signal band. Stochastic resonance (SR) [3]
theory is a weak signal detection method with high efficiency,
which is different from traditional signal detection methods.
With the SR system, the weak signal can be enhanced, and the
system output signal-to-noise ratio (SNRo) will be maximized
by utilizing the background noise. The SR system is mainly
composed of weak signal, background noise, and nonlinear
system [4]. SR theory was first proposed by R.Benzi et al. in
1981 [5], which explained a phenomenon that the glacial and
warm climates occurred periodically in ancient climate. Then
SR theory has been further developed. Nowadays, it has been
applied extensively to many subjects such as meteorology [6],
hydroacoustics [7], biomedicine [8] and mechanical mechanics
[9], [10].

In recent years, researchers have paid more attention to
the field of weak signal detection based on SR theory. Wang
et al. The author in [11] extend the bistable SR system to
the tri-stable system by adjusting the three potential heights
of SR system potential function. They use the differential
evolutionary particle swarm algorithm to search the optimal
values of system parameters, which can effectively improve the
system SNRo by simulations and experiments. Zheng et al. The
author in [12] propose a fractional-order stochastic resonance
(FOSR) multi-parameter optimization algorithm based on ge-
netic algorithm (GA), which is beneficial to the application
and popularization of FOSR in weak signal detection. H. T.
Reda et al. The author in [13] discuss the application of SR in
spectrum sensing and propose a firefly-inspired algorithm to
optimize the SR and noise parameters of the dynamic system
to improve signal detection. Guo et al. [14], [15] detect the
multi-frequency weak signal by the cascading and paralleling
of SR system. Based on the adiabatic approximation theory
[16], SR theory is applicable to the signal detection of low
frequency (�1Hz). However, most of the signal frequencies
in practical applications are not low. Leng et al. The authors
in [17], [18] propose to transform high frequency to low
frequency signals by using scale transformation and secondary
sampling theory such that the high frequency weak signals
can be detected based on SR theory. Ji et al. [19] realize
the detection of hydroacoustic high frequency chirp signals
by SR system, and verify the correctness and feasibility of
this method by simulations and experiments. The performance
of SR system is directly related to the detection probability
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of weak signal. It is crucial to design a index with high
adaptability for weak signal detection, which can keep the
resonance response to follow the unknown signal features. The
SNRo can be increased by SR system, hence SNRo and signal-
to-noise ratio gain (SNRg) [20], [21] are the most common and
intuitive indexes for measuring the performance of the adaptive
SR system. However, to calculate SNRo and SNRg , some prior
information should be available, such as the frequency of weak
signal. Normally, these prior information cannot be obtained in
practical applications. It is indispensable to define a new index
for the detection of completely unknown signals. Therefore,
many new indexes have been proposed, such as weighted
kurtosis index [22], time domain correlated kurtosis index
[23], correlation coefficient index [24], weighted power spec-
trum kurtosis (WPSK) index [25], entropy kurtosis variation
product index [26] and piecewise mean value index (PMV)
[27]. Although these indexes are feasible in some conditions,
their adaptability is constrained. For example, for some single
indexes, the time and frequency domain characteristics of the
signal cannot be taken together to detect the signal. For some
multiple indexes, they are sensitive to signal frequency and
pulse signal. When the input signal frequency is high or the
input signal contains a large amount of pulse signals, with
these indexes the weak signal detection probability is low. In
this paper, a new index is proposed to improve the weak signal
detection probability by SR system.

The contributions of this paper are as follows. First, a
new index is designed for weak signal detection and GA
is used as the optimization method to search the optimal
values of system parameters. The signal detection probability
with the new index is proved to be higher than that by SR
systems with PMV and WPSK indexes through simulations
and experiments. The designed new index takes into account
both the time and frequency domain characteristics of the
signal, and it is insensitive to the change of signal frequency.
Second, to decrease the frequency detection time for both
single frequency and frequency-hopping signals, a method to
bound the searching ranges of system parameters is proposed.
However, there are some limitations in the existing work. The
experimental site is located at the seaside of Xing-hai Park
in Dalian City in this paper, which is different from the deep
sea. In addition, the simulation is carried out in Gaussian noise,
which is different from the actual noise type.

The remaining parts of this paper are organized as follows.
The SR theory and the definition of a new index are introduced
in Section II. For single frequency and frequency-hopping
signals, the method to bound the searching ranges of system
parameters a and b is presented in Section III. The simulations
and experiments are analyzed in Section IV and V. The results
and discussion are introduced in Section VI. The future plans
and improvements are introduced in Section VII. Finally, this
paper is concluded in Section VIII.

II. NEW INDEX DEFINITION AND DESIGN OF SR SYSTEM

A. Stochastic Resonance Theory

The bistable SR system can be given by nonlinear Langevin
equation [28],

dx

dt
= −V ′ (x) + s (t) + n (t) (1)
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Fig. 1. The Potential Function Curve of V (x), when a = b = 1. ∆V is the
Potential Height, xm is the Half Width of Potential well, tan θ = ∆V/xm.
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Fig. 2. The Curve of SNRo with Noise Intensity D, when A = 0.1, a = b =
1.

where V (x) = −a
2x

2 + b
4x

4 is the potential function and
its curve is shown in Fig. 1. x is the SR system output signal.
System parameters a and b are real numbers greater than
zero. s (t) = A cos (2πf0t) is the weak periodic signal to be
detected, A is the signal amplitude and f0 is the frequency.
n(t) is the noise, and n (t) =

√
2Dε (t). D is the noise

intensity and ε (t) represents the Gaussian white noise with
zero mean and variance one.

The SR system is in a stable state and the particle is in
one of the two potential wells when there is no external signal
input to the system. When an appropriate noise is input to
the system, the particle will obtain energy from the noise
and then skip the potential barrier to complete the transition
between the two potential wells. Because the voltage difference
between the two bistable potential wells is much larger than
the original input signal amplitude, the SNRo of SR system is
greatly improved in this situation. The SNRo of SR system is
given by

SNRo ≈
√

2∆V

(
A

D

)2

e−
∆V
D (2)

where A is the amplitude of system input signal s(t), ∆V
is the potential height of the potential function. The SNRo with
respect to the noise intensity D is shown in Fig. 2.

It is inefficient and lacks of adaptivity to put the nonlinear
system in a resonant state by adjusting noise intensity [29].
The potential height ∆V determined by the system parameters
a and b is crucial for the particle to complete the periodic
transition between the two potential wells. Parameters a and
b can be searched by some optimization methods. In this
paper, we choose GA as the optimization method to search
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the optimal values of system parameters dynamically [30].

To detect the signal frequency by SR system, it is required
that the input signal be of low frequency. A signal with high
frequency can be down-converted into a low frequency signal
by re-sampling the original signal with a ratio R. Then the low
frequency f

′

0 of weak signal can be detected by SR system
and finally we can restore the actual signal frequency by f0 =
f ′0 ×R.

B. Definition of the New Index

For the frequency detection of unknown signals, various
indexes have been proposed such as PMV and WPSK indexes.
However, the signal frequency detection probability with these
indexes are low. Herein, we propose a new index for the signal
frequency detection through a SR system. Denote the received
unknown weak signal by r(t) and r(k) is its sampled one
signal. The new index is designed as follows.

I). The output signal x(k) of SR system can be calculated
by the fourth-order Longe-Kutta algorithm. The Fourier trans-
form of x(k) is denoted by H(f). The frequency with the
maximum amplitude of H(f) is denoted by fm.

II). Construct a new cosine signal s
′
(t) = cos(2πfmt) with

frequency fm and initial phase zero. The absolute value of the
correlation coefficient between r (t) and s

′
(t) is written as

C = |R(r(k), s
′
(k))|, where r(k) and s

′
(k) are the sampling

signals of r (t) and s
′
(t), respectively.

III). The pre-signal-to-noise ratio of the output signal x(k)

is defined as PSNR = 10 × log10
H2(fm)∑

f 6=fm
H(f)/N , where

H (fm) is the peak amplitude of H(f) and N is the length of
output signal x(k).

IV). The new index, called CSNR, is defined as the product
of C and PSNR, and the value of CSNR can be calculated by
γcsnr = C×PSNR, which will be used as the fitness function
of GA for searching the optimal values of system parameters
a and b.

C. Process Detecting the Frequency of Weak Signals with the
New Index

The sampled signal r(k) of received unknown weak signal
r (t) is input to the optimal SR system and its spectrum H(f)
is obtained. The frequency with the maximum spectrum am-
plitude is considered as the frequency of r (t). The frequency
detecting process of the optimal SR system for detecting the
frequency of weak signals is shown in Fig. 3.

Received signal r(t) Initialize the parameters of GA

Obtain the 

optimal
The optimal SR 

Calculate output signal x(k) and 

its Fourier transform H(f) tooptimal

parameters
system

its Fourier transform H(f) to
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Fourier transform
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Yes

Fourier transform
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Calculate the fitness value of  

each GA individual again and
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q y f0

Fig. 3. The Frequency Detecting Process of SR System.

When the frequency with the maximum spectrum ampli-
tude is not the target signal frequency f0, s

′
(t) and r (t)

will not be highly correlated, and the value of C will be
smaller. Hence, C can be used as a single time domain
index. In addition, when the value of PSNR is larger, the
peak amplitude of output signal spectrum is larger than other
amplitudes obviously, which can reduce the influence of other
random frequencies on the frequency with the maximum
spectrum amplitude. Hence, the value of PSNR can be used
as a single frequency domain index. To jointly consider both
the time and frequency domain characteristics of the output
signal, the product of the two single indexes can be a new
index, which will yield better detection performance. When
n (t) is zero mean Gaussian noise, the correlation coefficient
between r (t) and s

′
(t) is

C = |R (r (k) , s′ (k))| = |Cov (r (k) , s′ (k))|√
V ar (r (k))× V ar (s′ (k))

(3)

The denominator of (3) is a constant and its numerator is

c =

∣∣∣∣∣
N∑

k=1

s(k)× s
′
(k) +

N∑
k=1

n(k)× s
′
(k)

∣∣∣∣∣
=

{
c1, fm = f0

c2, fm 6= f0

(4)

Generally, c1 ≥ c2, where c is the numerator of (3), s(k),
s
′
(k) and n(k) are the sampled signal of s(t), s

′
(t) and n(t),

respectively. N is the number of signal s(k). When fm = f0,
c = c1, otherwise, c = c2.

III. A METHOD TO BOUND THE SEARCHING RANGES OF
SYSTEM PARAMETERS a AND b

A. The Searching Range of System Parameter b for Single
Frequency Signal Detection

The intensity of noise added to the nonlinear system will
affect SR system operation. If the noise intensity is too low,
the particle cannot obtain enough energy from the noise to
skip the potential barrier. If the noise intensity is too high,
although the particle can obtain enough energy from the noise
to skip the potential barrier and resonance will occur, there
will be a large amount of random noise mixed with the output
signal. In this situation, the SNRo of SR system is still very low
and the signal frequency cannot be detected from the output
signal with the strong background noise. Different potential
heights ∆V determined by system parameters a and b have
different fitness values of GA. The optimal values of system
parameters a and b can be obtained by GA with the CSNR
index. To reduce the searching time of system parameters a
and b, we propose a method to limit the searching range of
parameter b for GA.

From Fig. 1, the half width of potential well xm =
√

a
b

and the potential height ∆V = a2

4b [31]. The critical conditions
for the particle to skip the potential barrier are given by{

∂V (x,t)
∂x = −ax+ bx3 = 0

∂2V (x,t)
∂x2 = −a+ 3bx2 = 0

(5)
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Where x is the system output signal. Hence, the critical
amplitude of particle is Ac =

√
4a3

27b , which is considered as
the threshold for the particle to skip the potential barrier. The
amplitude of signal and noise intensity need to satisfy{

A ≤ Ac

Ac ≤ A+D
(6)

When A>D, the input signal-to-noise ratio (SNRi) of
system is high, and we can obtain the signal frequency from
the received signal spectrum easily. Hence, assume A ≤ D,
from (6), we can obtain b ≥ 4a3

27(A+D)2 ≥ 4a3

27(2D)2 , where
A is the amplitude of input signal s(t), and D is the noise
intensity. When the standard deviation of noise n(t) is

√
2D,

hence, we can obtain the received signal power P ≈ 2D.
Therefore, b ≥ 4a3

27P 2 at low SNRi, which indicates the potential
height ∆V determined by the system parameters a and b would
not be large. In addition, ∆V would not be small, otherwise,
there will be a large amount of random noise mixed with the
output signal. In this situation, the frequency f0 of the target
signal cannot be distinguished from other random frequencies.
Hence, we can set a searching range for the parameter b. Define
tan θ = ∆V

xm
= a

√
a

4
√
b

(see Fig. 1 for θ). Therefore, we can
obtain the searching range of parameter b, where P is the
power of the received signal

4a3

27P 2
≤ b ≤ a3

16 (tan θ)
2 (7)

B. The Searching Ranges of System Parameters a and b for
Frequency-Hopping Signal Detection

To detect the frequency of frequency-hopping signal by
the proposed SR system and reduce the searching time of
parameters a and b, we will constrain the searching ranges of
a and b. The Kramers rate rk is the twice of signal frequency
f0 when resonance occurs [32].

rk =
a√
2πr

e−
a2

4bD =
a√
2πr

e−
∆V
D = 2f0 (8)

where r is the damping factor of the second order duffing
equation in (9) and rk is the Kramers rate.

d2x

dt2
− r dx

dt
= −V

′
(x) + s (t) + n (t) (9)

where x is the system output signal, s(t) is the input signal,
and n(t) is the background noise.

The potential height ∆V affects the transition of the
particle between the two potential wells and then the ac-
curacy of signal frequency detection. Derived from (8), the
relationship between the frequency f0 and potential height
∆V is (10). Hence, ∆V needs to change while the input
signal frequency changes. ∆V should decrease to help the
particle to complete the transition between the two potential
wells when the signal frequency f0 increases. When the signal
frequency f0 decreases, ∆V should increase to reduce the
speed of particle transition between the two potential wells,
which can make the output signal frequency decrease and let

it equal to the weak input signal frequency.

f0 =
a

2
√

2πr
e−

∆V
D (10)

The relationship between the values of two adjacent signal
frequencies is fb

m<fc<m × fb, where m is a real number
greater than zero. fb is the signal frequency before the fre-
quency changes, and the current frequency is fc. Hence,

fb
fc
∈
(

1

m
,m

)
(11)

Set ∆Vn = ∆Vc−∆Vb

D , where ∆Vb is the optimal potential
height before the frequency changes and ∆Vc is the optimal
potential height for the current frequency. Hence,

∆Vn ∈
(

ln

(
ac

m× ab

)
, ln

(
m× ac
ab

))
(12)

where ab is the optimal value of parameter a before the
frequency changes and ac is the optimal a for the current
frequency. When f0 increases,


∆Vn ∈

(
ln
(

ac

m×ab

)
, 0
)
, ab

m ≤ ac<m× ab
∆Vn ∈

(
ln
(

ac

m×ab

)
, ln
(

m×ac

ab

))
, ac <

ab

m

0, ac ≥ m× ab

(13)

When f0 decreases,


∆Vn ∈

(
0, ln

(
ac

m×ab

))
, ab

m ≤ ac<m× ab
∆Vn ∈

(
ln
(

ac

m×ab

)
, ln
(

m×ac

ab

))
, ac ≥ m× ab

0, ac <
ab

m

(14)

Generally, when ab

m ≤ ac<m× ab ∆Vn ∈
(

ln
(

ac

m×ab

)
, 0
)
, if f0 increases

∆Vn ∈
(

0, ln
(

ac

m×ab

))
, if f0 decreases

(15)

Hence, when f0 increases,

∆Vc ∈
(

∆Vb +D × ln

(
ac

m× ab

)
,∆Vb

)
(16)

when f0 decreases,

∆Vc ∈
(

∆Vb,∆Vb +D × ln

(
m× ac
ab

))
(17)

Because ∆Vc = (ac)2

4bc
, where bc is the optimal system

parameter b for the current frequency. Hence,{
bc.min = (ac)2

4∆Vc.max

bc.max = (ac)2

4∆Vc.min

(18)

where ∆Vc.min = ∆Vb + D × ln
(

ac

m×ab

)
, ∆Vc.max =
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∆Vb +D × ln
(

m×ac

ab

)
. Therefore, bc ∈ (bc.min, bc.max) .

IV. SIMULATIONS

For the input signal, we set the amplitude A = 0.1 and
frequency f0 = 0.01 Hz. The signal sampling frequency fs
= 10 Hz, and the number of signal sample is l = 10000.
The population size of genetic algorithm M = 100, crossover
probability ps = 0.6, and mutation probability pm = 0.001.
The searching ranges of system parameters a and b are
[0.0001 ∼ 20] and [0.0001 ∼ 1000], respectively.

First, the background noise is assumed to follow zero mean
Gaussian distribution with standard deviation

√
2D, and let

D = 1 to verify that the SR system can improve the SNRo. The
time domain and frequency domain diagrams of the received
signal and output signal are shown in Fig. 4. From Fig. 4. (a),
when the noise intensity D = 1, it is observed that, due to the
noise, the received signal appears non-periodic although the
pure original signal is periodic. The periodicity of received
signal r(t) from the time domain waveform is not obvious,
and the original cosine signal s(t) is completely submerged
in the background noise. The spectrum amplitude of target
frequency f0 = 0.01 Hz is not the biggest and smaller than
that of some other frequencies in Fig. 4. (c). Therefore, the
target frequency f0 could not be detected from the received
signal r(t) . However the time domain waveform of the output
signal has obvious periodicity in Fig. 4. (b), and the spectrum
amplitude of target frequency f0 is significantly higher than
that of other frequencies in Fig. 4. (d). The SNRi = -27.6647
dB and the SNRo = -8.6511 dB. The SNRo increases by
19.0136 dB. Therefore, the SNRo of weak signal with strong
background noise can be increased and the target frequency
can be detected by SR system.

A. The performance of SR System with the CSNR Index

We compare the performance of SR systems with the
CSNR, PMV, and WPSK indexes for weak signal frequency
detection. With 500 trials, the different frequency detection
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Fig. 4. (a) Received Signal in Time Domain, (b) Output Signal in Time
Domain, (c) Received Signal in Frequency Domain, (d) Output Signal in

Frequency Domain.

probability p of SR systems with different indexes are shown
in Fig. 5, denoted by pc, pp and pw, respectively. The detection
probability p decreases with SNRi decreases. pc is higher than
pp and pw when the SNRi ranges from -32 to -19 dB. This
indicates that the CSNR index is more robust. pc and pw are
approximate to 1 and higher than pp when the SNRi ranges
from -19 to -16 dB. From Fig. 5, the SNRo of SR system
with the CSNR index is improved by around 2.3 dB and
6.1 dB compared to the output by PMV and WPSK indexes,
respectively when detection probability p is around 0.9.

We compare the sensitivity of SR systems with the CSNR,
PMV, and WPSK indexes, respectively, regarding the signal
frequency change. Let noise intensity D = 1 and the input
signal frequency f0 varies from 0.01 to 0.3 Hz with step of 0.01
Hz. The detection results are shown in Fig. 6 and the detection
probability p of SR systems with the three indexes decreases
with the input signal frequency increases, which verifies that
the SR system is adaptive to the detection of low frequency
signal. pc is higher than 0.8 and pp is between 0.5 and 0.8. In
addition, pw is lower than 0.5 and decreases rapidly. Therefore,
the SR system with CSNR index is less sensitive to the change
of signal frequency and more robust than the SR systems with
PMV and WPSK indexes.

B. Time Efficiency of Single Frequency Signal Detection

Let tan θ = ∆V/xm = 1/30 in Fig. 1. We compare the
signal detection probability p and time T by SR systems with
the different searching ranges of parameter b and different
input signal-to-noise ratios. The detection results are shown
in Fig. 7. It indicates that the detection probability p of weak
signal frequency with different searching ranges of system
parameter b decreases with the SNRi. The detection probability
p with different searching ranges of system parameter b are no
obvious difference basically when SNRi rangs from -32 to -
16 dB. From Fig. 7. (b), it is clear that the detection time T
with different searching ranges of system parameter b increases
when SNRi varies from -32 to -21 dB and then decreases when
SNRi varies from -21 to -16 dB. It indicates that when the
signal amplitude A = 0.1, frequency f0 = 0.01 Hz, and the
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Fig. 5. The Single Frequency Signal Detection Probability by SR Systems
with Different Indexes and Different Input Signal-to-Noise Ratios, where the
Red, Green and Blue Curves are the Detection Probability with the CSNR,

PMV and WPSK Indexes, respectively.
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SNRi = -21 dB, the SNRo of SR system will be maximized.
The trends of three detection time curves are similar to the
SNRo with respect to the noise intensity D (see Fig. 2).
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Fig. 7. With the Different Searching Ranges of Parameter b, the Single
Frequency Signal Detection Probability and Detection Time with CSNR

Index and Different Input Signal-to-Noise Ratios.

Denote the optimal noise intensity by Do. When D < Do,
the SNRo of SR system increases with noise intensity D. In
this situation, when noise intensity D increases, the SR system
needs more time to detect the weak signal. When D = Do,
the SR system has the maximal SNRo and the detection time
of signal frequency should be maximized. When D>Do, the
SNRo of SR system decreases with the noise intensity D. The
output signal of SR system is suboptimal and the detection
time will decrease when noise intensity D increases. From Fig.

7. (b), the detection time with the upper and lower searching
ranges of parameter b is less than that of the other searching
ranges of parameter b obviously. Therefore, by bounding the
searching range of parameter b, the detection time T can
decrease. When the signal frequency changes with D = 1 and
f0 varies from 0.01 to 0.3 Hz with step of 0.01 Hz, the signal
detection probability p and time T of SR systems with different
searching ranges of parameter b are shown in Fig. 8. It is
observed that the signal frequency detection time is decreased
when the method of bounding the parameter b searching range
is applied.
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Fig. 8. With the Different Searching Ranges of Parameter b, the Single
Frequency Signal Detection Probability and Detection Time with CSNR

Index and Different Signal Frequencies.

C. Time Efficiency of Frequency-Hopping Signal Detection

For the input frequency-hopping signal, set amplitude A
= 0.1, and the signal hopping frequency is [0.01, 0.06, 0.01,
0.02, 0.04, 0.08, 0.05, 0.10, 0.15, 0.13] Hz, respectively. The
signal sampling frequency fs = 10 Hz, and the number of
sampling points of signal for each frequency is l = 10000.
The change of signal frequency is shown in Fig. 9. (a). SNRi

ranges from -24 to -16 dB. With 100 trials, the signal detection
time T with different searching ranges of parameters a and b
is shown in Fig. 9. (b), and the detection probability p for each
frequency is 1. It can be concluded that the detection time for
frequency-hopping signal can decrease by SR system when the
method of bounding the parameters a and b searching ranges
is applied.
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Fig. 9. (a) The Frequency of Original Frequency-Hopping Signal. (b) With
the different Searching Ranges of Parameters a and b, the

Frequency-Hopping Signal Detection Time by SR System with the CSNR
Index.

V. EXPERIMENTS

A. Single Frequency Signal Detection

The experimental site is located at the seaside of Xing-
hai Park in Dalian City. The signal of a motor with a fixed
frequency is used as the weak signal to be detected. A mobile
phone is used as the receiving device. The signal sampling
frequency fs = 8000 Hz. The motor and phone are placed
below the sea surface around 0.5 m and the distance between
them is around 2 m. The received signal rs is shown in Fig.
10. rs is amplified by a factor g, g = 3. We select three periods
of signals ri (i = 1, 2, 3) from rs. The number of signal
samples for each period is l = 10000. The sample points are
[325000 ∼ 335000], [356000 ∼ 366000], [450000 ∼ 460000]
for r1, r2 and r3, respectively. The detection results are shown
in Tab. I and Fig. 11. The detected frequency f

′

0 = 0.028
Hz by SR system and the actual signal frequency can be
obtained by f0 = f

′

0 × R = 56 Hz, where R is the ratio
of down-converting the high frequency of actual signal into a
low frequency, R=2000. From Fig. 11, the frequency of weak
signal r1 can be detected by SR systems with CSNR, PMV,
and WPSK indexes, respectively. For the output signal, the
spectrum amplitude of frequency f

′

0 with the CSNR index is
higher than that by each of the other two indexes. From Tab.
I, the SNRo by SR system with the CSNR index is higher
than the output by the other two indexes, and the detection
time of single frequency by SR system with the upper and
lower searching ranges of parameter b is less than that when no

searching range is set for parameter b or only lower searching
range is set.
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Fig. 10. Original Received Signal rs

B. Frequency-Hopping Signal Detection

The signal of a motor with dynamic frequency change is
used as the weak signal to be detected. The signal sampling
frequency fs = 44100Hz. The frequency of the motor is ad-
justed dynamically by a knob. The motor and phone are place
below the sea surface around 0.5 m and the distance between
them is around 4 m. The received signal rs is shown in Fig.
12. rs is amplified by a factor g, g = 200. We select ten periods
of signals ri (i = 1...10) from signal rs. The number of signal
samples for each period is l = 10000. Then the ten periods of
signals are combined into a new frequency-hopping signal s.
From Fig. 13. (a) and Fig. 14. (a), the periodicity of signal s is
not obvious. However, the output signals by SR systems with
different parameters searching ranges show a strong periodicity
(see Fig. 13. (b), (c), (d)). The time-frequency spectrum of
the output signals by the SR systems with different searching
ranges of system parameters a and b are shown in Fig. 14.
(b), (c), (d), where the color brightness for each frequency in
the signal spectrum indicates the magnitude of the normalized
spectrum amplitude. In each of four cases, the target frequency
is detected, i.e., the spectrum amplitude of the target frequency
is the maximum and it is indicted by the brightest color.
The frequency-hopping signal s is detected in four cases: 1)
frequency-hopping signal s; 2) no searching ranges set for
a and b; 3) set searching range of parameter b for single
frequency signal; and, 4) set searching ranges of a and b for
frequency-hopping signal. The detection results are the same
for the four cases, however the periodicity of system output
signal for the case 2), 3) and 4) are more strong than case
1). The detection frequencies are f

′
= [0.063945, 0.134505,

0.055125, 0.063945, 0.072765, 0.059535, 0.14112, 0.06615,
0.090405, 0.04851] Hz by SR systems with different searching
ranges of parameters a and b, respectively. The actual signal
frequencies can be obtained by f = f

′×R = [127.89, 269.01,
110.25, 127.89, 145.53, 119.07, 282.24, 132.30, 180.81, 97.02]
Hz, where R=2000. The detection time of the frequency-
hopping signal s with different searching ranges of parameters
are 307.374s, 282.517s, and 226.736s, respectively. It indicates
for frequency-hopping signal that the detection time by SR
system by setting the searching ranges for a and b decreases by
80.638s and 55.781s, respectively, than that produced when no
searching range is set or only the searching range for parameter
b is set.
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TABLE I. THE DETECTION RESULTS OF SINGLE FREQUENCY SIGNAL

r1 r2 r3

Different
indexes SNRo/dB T/s SNRo/dB T/s SNRo/dB T/s
CSNRno -9.3987 16.7440 -8.2307 9.1730 -9.6321 9.5680
CSNRl -9.7140 10.6470 -8.5466 13.6340 -9.8430 18.5040
CSNRul -9.3512 8.2720 -8.1565 8.5050 -9.6743 8.4370
PMV -9.7326 15.1588 -8.6778 10.3360 -9.7843 8.7956
WPSK -9.8321 13.7259 -8.8342 9.0453 10.3420 9.5723

aCSNRno is the condition with the CSNR index and the no searching range set.
bCSNRl is the condition with the CSNR index and the only lower searching range set for b.
cCSNRul is condition with the CSNR index and the upper and lower searching ranges set for b.
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Fig. 11. The Detection Results of Single Frequency Signal r1 by SR Systems with Different Indexes and Searching Ranges of Parameter b.
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VI. RESULTS AND DISCUSSION

The performance of weak signal detection by SR system
with the CSNR index is verified by simulations and experi-
ments. The frequency detection probability of SR systems with
CSNR, PMV, and WPSK indexes are denoted by pc, pp and

pw, respectively. In simulations, pc of weak signal with the
CSNR index is 1 when the SNRi is higher than -26 dB, and
pc is as high as 0.9 when SNRi = -27.5 dB. pc is higher than
pp and pw when SNRi varies from -32 to -19 dB. pc and
pp are approximate to 1 and higher than pw when SNRi is
[−19 ∼ −16] dB. When SNRi = -26 dB, the performance of
SR system with the CSNR index is insensitive to the change of
input signal frequency. pc is higher than 0.8 and pp is between
0.5 and 0.8 when the input signal frequency f0 varies from
0.01 to 0.3 Hz with step of 0.01 Hz. However, pw is lower
than 0.5 and pw decreases rapidly. With the searching range set
for system parameter b, the detection time of single frequency
signal with the CSNR index decreases. The SNRo of SR system
with CSNR index is higher than the output by PMV and WPSK
indexes in the same condition. For frequency-hopping signal,
with the searching ranges set for system parameters a and b,
when SNRi varies from -24 to -16 dB, the signal detection
time will decrease significantly. The experimental results are
consistent with the simulation results.
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Fig. 13. The Signal in Time Domain. (a) Frequency-Hopping Signal s, (b)
the Output Signal with no Searching Range Set, (c) the Output Signal with

Searching Range Set for Parameter b only, (d) the Output Signal with
Searching Ranges Set for Parameters a and b.
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Fig. 14. The Signal in Time-Frequency Spectrum. The X-Label Represents
Signal ri (i = 1...10) and Y-Label Represents the Output Signal Frequency
(from 0 to 500 Hz). (a) Frequency-Hopping Signal s, (b) the Output Signal
with no Searching Range Set, (c) the Output Signal with Searching Range
Set for Parameter b only, (d) the Output Signal with Searching Ranges set

for Parameters a and b.

VII. FUTURE PLANS AND IMPROVEMENTS

The future plans are summarized as follows. First, the
machine learning method can be combined with the genetic
algorithm in this paper to further improve the detection time
efficiency of unknown signals. Second, we can use underwater
sonar array to improve the signal detection probability. The
experimental verification part needs to be improved. I hope to
conduct experiments in deep sea in the future to obtain more
diverse and accurate underwater signals.

VIII. CONCLUSION

In this paper, a new index, called CSNR, is proposed to
detect the frequency of unknown underwater signals based

on SR theory with genetic algorithm, and the method of
bounding searching ranges of system parameters a and b is
presented to reduce the detection time. The performance of
weak signal detection by SR system with the CSNR index
is verified by simulations and experiments. The frequency
detection probability of SR systems with CSNR, PMV, and
WPSK indexes are denoted by pc, pp and pw, respectively. The
results show that pc is higher than pp and pw. In addition, the
performance of SR system with the CSNR index is insensitive
to the change of input signal frequency. With the searching
ranges set for system parameters a and b, the signal detection
time will decrease significantly in simulations and experiments.
In conclusion, the SR system with the proposed CSNR index
and parameter searching ranges outperforms SR systems with
PMV and WPSK indexes in terms of detection probability and
detection time. Therefore, the contributions proposed in this
paper are of positive significance to the detection of underwater
weak signals in practical applications.
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Abstract—Security systems in companies, airports, enter-
prises, etc. face numerous challenges. Among the major ones
there is objects or face recognition. The problem with the
robustness of recognition systems that usually affects color images
nowadays can be addressed by multispectral image acquisition
in the near infrared range with cameras equipped with new high
performance sensors able to take images in dark or uncontrolled
environments with much more accuracy. Multispectral CMOS
(Complementary Metal Oxide Semi-conductor) sensors in a single
shot record several wavelengths that are isolated and allow
very specific analyses. They are equipped with new acquisition
methods and provide observations that are more accurate. The
current generation of these imaging sensors involve scientific and
technical interest because they provide much more information
than those that operate in visible range; precise nature and spatio-
temporal evolution of the areas need to be analyzed. In this study,
multispectral images acquired by camera equipped with a hybrid
sensor operating in near infrared has been used. This camera is
built in the ImViA laboratory of the University of Bourgogne as
part of the European project EXIST (EXtended Image Sensing
Technologies). The process involved in image acquisition, image
mosaicing and image demosaicing by using mosaic filters. After
acquisition process the interest points be extract in these bands of
images in order to know how information is shared out all over
the bands. The results were satisfactory because information is
spread all over the images bands and the algorithms used also
have detected many interest points. Based on the results, a large
database can be set up for a face recognition system building.

Keywords—Multispectral image; hybrid sensor; image mosaic-
ing; image demosaicing; mosaic filter

I. INTRODUCTION

Nowadays, in almost every sector, security and attack
problems have become a crucial challenge. Biometric imaging
systems are appearing as a promising solution to increase
levels of security. These biometric systems are mostly based
on grayscale images, color images and spectral reflectance.
But these systems still face tremendous difficulties when
recognizing objects or faces.

In fact, conventional digital color cameras that generally
operate in the visible spectrum seem to be limited in many
situations where more information is needed and acquisition
conditions are still difficult such as making acquisitions under
a cloudy sky, while information beyond the visible range is
required such as plants that emit in infra-red range, or when

acquiring an image with more accuracy is needed, or when
the calibration of the acquisition system is needed, or when
making acquisitions in uncontrolled or dark environments is
necessary, etc. Several studies have shown that images acquired
in the visible spectrum present less information than those
taken in Infra-red range [1], [2], [3], [4]. In addition Samuel
ORTEGA et al. found that multispectral imaging technique
able to obtain both spatial and spectral information within
and beyond the human visual sensitivity, capture information
regarding differents wavelengths [5]. To overcome some of
these problems, MAMADOU Diarra et al, in their studies on
multispectral images, have merged information from visible
range and thermal infra-red to increase information in the
image [6], [7], [8], [9], [10]. They also presented multispectral
imaging and especially merging of information from the visible
and infrared as a very promising alternative for image recogni-
tion. Moreover, Xingbo Wang et al. also found that for having
more accuracy, it is necessary to make good choice of spectral
characteristics of the camera’s filters [11], [12], [4]. Their
results show that the filter bandwidth had an influence on the
accuracy of the reflectance estimation. However, multispectral
imaging with cameras equipped with hybrid sensors, operating
in the field of Near infra-red are much more efficient and can
capture more information [1]. For example to verify that a
fingerprint comes from a living finger and not a copy of that
finger, it is obvious that the near infra-red range is the best fit
since veins are visible through the skin in this area, Laura Rey-
Barroso et al. introduced Near infra-red (NIR) multispectral
imaging system to evaluate deeper skin layers thanks to higher
penetration of photon at this wavelengths [13]. This hybrid
system, integrated into a camera with dedicated hardware
and software computations, allows a performance in real-time
application with 30 fps. It also provides finer detail analysis
in recognition systems.

In the context of the problems listed above, a camera
equipped with a hybrid sensor has been proposed, in which
an optimization of the spectral bands from 680 nm to 950 nm
(NIR) has been set up as optimal bands [14]. This camera
that captures images on eight bands allowed good resolution
for images. These images were used in order to extract the
characteristics for the recognition so that performances of
recognition systems could be improved. Based on the results,
a large database of images taken in the NIR can be set up.
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In the following, the process consists of acquiring an image
that will be mosaicked before being transmitted by the camera.
Once we have the image from the camera, we proceed to the
separation of the different spectral bands using binary masks
(Fig. 2). After separation each spectral band contains only one
spectral component. In order to get a complete image, these
image bands have to be interpolated. This process is called
demosaicking and it allows us to have complete image bands
Fig. 3, Fig. 4 shows the entire acquisition process. After this
last step, the interest points will be extracted in these image
bands for tests.

II. MULTISPECTRAL HYBRID SENSOR

A. Hybrid Sensor

In this work a camera equipped with a hybrid sensor was
used. This sensor was integrated into camera with a dedicated
hardware unit, allowing the operation in real-time applications
with 30 fps. In order to provide an optimal solution for the
loss of spatial resolution inherent to MSFA, specific algorithms
have been developed for multispectral demosaicking. The
CMOS sensor is the physical element whose performance
impacts on the quality of the final system. This sensor has
been chosen respect to several criteria:

√
Minimun pixel size

is 5µm;

√
The CMOS sensor resolution should be high enough to

compensate the loss related to the MSFA system;

√
The spectral sensitivity of the sensor must be extended

to the near infra-red.

Taking into account the specifications above, our choice
fell on the viimagic 9220H sensor. This sensor was provided
by Grass Valley. Some modifications have been introduced in
order to improve the final sensor.

The advantage of using CMOS sensors is that its manufac-
turing is much cheaper than CCD (Charged coupled Device)
sensors. Furthermore, CMOS sensors consume less energy
[15]. The ease of access to pixels available in CMOS sensors
allows great flexibility for real-time data processing. All the
above mentioned advantages bring about smaller systems,
lower power consumption and lower manufacturing cost [15],
[16]. As a result, we have chosen to use CMOS sensors rather
than CCD sensors [17], [18]. The result of the mounted hybrid
sensor and it’s spectral response are presented in Fig. 1.

(a) Hybrid Sensor

(b) Hybrid Sensor Blocks

(c) Hybrid Sensor Spectral Response

Fig. 1. The Resulting Hybrid Sensor

B. Multispectral Images

A multispectral (MS) image is an image acquired by a
sensor that operates in several spectral bands; it can be defined
as an image where each pixel contains essentially information
on the reflectance of the scene. It is represented by the matrix
of pixels as follows:

M =
(
M1,M2, · · · , · · · ,Mj

)
Where Mj is the associated matrix of jth band of image.

Mj =


xj11 xj11 ... xj1n
xj21 xj22 ... xj2n
... ... ... ...

xjm1 xjm2 ... xjmn


Let I be a MS image, a pixel of the image is noted

P (x, y), where x and y are the coordinates of the pixel P .
Each pixel P is associated to a point I(x, y, k) defined in a
K-dimensional space (K being the number of component),
and Ik(x,y), kε {1, 2, . . . ,K} represents the value of each
component. Therefore, for a multispectral image one needs k
components plans Ik, kε {1, 2, . . . ,K}. In this study K = 8,
called an 8-band multispectral image.
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III. MATERIAL AND METHODS

A. Mosaic Filters

Mosaic Filters are filters presented as a matrix where each
filter is associated with a specific spectrum. These filters make
it possible to divide finely the spectrum and thus to differentiate
the bands. In this work, a set of 8 filters based on the principle
of Fabry-Perot has been used. Table I illustrates the response
of each of the eight filters. The resulting distribution of MSFA
(Multispectral Filter Array) moxel is indicated in Table II.

TABLE I. FILTER BANDS RESPONSES

Bands λ(nm) δλ(nm)
P1 717 32
P2 751 32
P3 776 31
P4 810 31
P5 835 31
P6 870 30
P7 895 31
P8 930 31

TABLE II. SPATIAL DISTRIBUTION OF A MOXEL

P1 P5 P2 P6
P7 P3 P8 P4
P2 P6 P1 P5
P8 P4 P7 P3

B. Mosaic Images

Image Mosaicing is a technique that allows building an
image by superimposing successive images by registration
[16], [19]. It can therefore be defined as the process of
assembling different images of the same scene to form a single
image [20]. The aim of mosaic creation is to visualize a large
area on a single image under perspective projection. One of
its applications is the construction of large aerial and satellite
images of small photographs collections [21].

C. Strips Extraction

There are many algorithms used for strips extraction [20],
[22]. In this work we have chosen to multiply the mosaic image
by different binary masks Mk

(x,y), k ε {1, 2, ...,K} [20] which
divides the mosaic image into K = 8 components. These
masks have the value 1 at the positions where the pixel is
available, and 0 at the other positions. Each component plan
is obtained by multiplying the mosaic image term by term by
the corresponding Mk mask.

By multiplying the mosaic image with each mask, we
obtain 8 uncorrelated image plans (Fig. 2) on which only one
spectral component is available. Each mask corresponds to an
image plan.

I ′
k
= I �Mk (1)

(a) Band1extract

(b) Band2extract

(c) Band3extract

(d) Band4extract

(e) Band5extract

(f) Band6extract

(g) Band7extract

(h) Band8extract

Fig. 2. Image Map after Applying Different Masks: After Applying Masks
on Mosaic Image, Bands Obtained have only One Spectral Component
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D. Multispectal Dematrixing by Bilinear Interpolation

After masks application, the resulting image plans contain
only one spectral component. For complete image reconstruc-
tion, the missing pixels have to be interpolate. This process is
called multispectral image demosaicing [23], [24], [18], [25],
[3]. Bilinear interpolation [26], [16], [27], can be interpreted
as a process of two linear interpolations, one in each direction.
Linear interpolations can be made in several directions. P (i, j)
being the missing pixel at the position (i, j), we have:

• Diagonally:

P (i, j) =
1

4

∑
(m,n)=(−1,−1),(−1,1),(1,−1),(1,1)

p(i+m, j + n),

(2)

• Vertically:

P (i, j) =
1

2

∑
(m,n)=(−1,0),(1,0)

p(i+m, j + n), (3)

• Horizontally:

P (i, j) =
1

2

∑
(m,n)=(0,−1),(0,1)

p(i+m, j + n), (4)

The interpolation or demosaicing of a mosaic image is a
method that estimates the missing pixel on different (chro-
matic) channal of the mosaic image. Several algorithms have
been designed for image demosaicing [28], [29], [30]. The
method used, consists of applying convolution filter H on each
band of the image obtained [20]. This filter is fixed so that the
contribution of the neighbors in the pixel estimation of missing
level in this pixel depends on the spatial distance separating
the neighbor from the central pixel. Given that the pixels have
the same structure, the same filter as shown in Mihoubi’s work
[20] is used. Interpolated bands have been shown in Fig. 3. The
acquisition process is depicted in Fig. 4.

(a) Band1Interp

(b) Band2Interp

(c) Band3Interp

(d) Band4Interp

(e) Band5Interp

(f) Band6Interp

(g) Band7Interp

(h) Band8Interp

Fig. 3. Bands after Interpolation: The One Component Bands have been
Interpolated using Filter H, to a Complete Image Bands
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Fig. 4. Acquisition Process: The Process from Acquisition to the Last Band
Recuperation

Ik = I ′
k �H (5)

Ik, is the interpolated image band.

H =
1

9


1 2 3 2 1
2 4 6 4 2
3 6 9 6 3
2 4 6 4 2
1 2 3 2 1


E. Point of Interest

A point of interest in an image is an area of pixel having
remarkable properties often expressed by abrupt changes in
intensity. They are regions of the image rich in terms of local
information content and stable under affine transformations and
illumination variations. In an image there must be few points
whose local descriptors are similar [31].

IV. EXTRACTION OF INTEREST POINTS

The feature extraction methods are based on Scale Invariant
Feature Transform (SIFT). The SIFT detector [32] is the best
known of the detectors. This method combines a detector with
a descriptor. SIFT’s point of interest detection is based on
a DoG (Difference of Gaussian), and has several versions.
These algorithms are used in several contexts as multispectral
imaging, face recognition under different criteria so that the

performance of such a feature extraction kernel be able to
extract the parameters [33]. It should be remembered that
the SIFT method is based on the determinant of the Hessian
matrix.

H(x, δ) =

(
Lxx(x, δ) Lxy(x, δ)
Lxy(x, δ) Lyy(x, δ)

)
(6)

where Lxx(x, δ) is the convolution of the second order
Differential of the Gaussian (DoG), which is the same for
Lxy(x, δ) and Lyy(x, δ) to reduce the computation complexity
of the determinant that uses the approximation of the wavelets
of Haar.

Happrox(x, δ) =

(
Dxx(x, δ) Dxy(x, δ)
Dxy(x, δ) Dyy(x, δ)

)
(7)

By using the expression of the integral image :

IΣ(x) =

i≤x∑
i=0

j≤y∑
j=0

I(i, j) (8)

it can be deduced that:

det(Happrox) = DxxDyy − (0.9Dxy)
2 (9)

V. IMPACT OF THE WORK

The acquisition with hybrid sensors is made to measure
the accuracy and the response of the resulting optical filters,
which can ensure the accuracy and quality of the obtained
multispectral images. These Multispectral images of the hybrid
sensor can be less good, because of the demosaicking that
compute the neighboring pixels which sometimes generate ap-
proximations. But the hybrid sensors are adequate for making
snapshot acquisitions in real time application and it use in
the case of this work for detecting faces in real time. The
multispectral images from a filter wheel camera are very good
quality [34], no approximation in the calculations, however, it
is impossible to make the detection in real time. With this new
camera, a multispectral images database will be set up. When
the database contains enough images, a Deeplearning solution
will be proposed in future work, as many research projects
are moving towards this solution. In 2019 Shaukat Hayat et
al. [35], proposed to use deep CNN-based features for Hand-
Drawn sketch recognition via Transfer Learning Approach. Xi-
ang Wang et al. introduced also method of privacy-preserving
face recognition [36] where the convolutional neural network is
used for face feature extraction. Moreover Bogdan BELEAN et
al. [37] use CNN (Convolutional Neural Network) for images
segmentation.

VI. PRESENTATION OF DETECTORS AND DESCRIPTORS

Face or shape recognition techniques require some tools
such as detectors and descriptors that are complementary tools
of object recognition.
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A. Detectors

Point-of-interest detection is a preliminary step in many
computer vision processes. Detectors are used to isolate areas
of interest in an image. For twenty years, several interest-point
detectors have been developed. Schmid and Mohr compared
the performance of several of these detectors. According to
Schmid et al. [38], the most popular point-of-interest detector
is the Harris detector [39]. The Harris corner detector was
proposed by C. Harris and M. Stephens [40]. This easily
detects the point of interest through a small window by moving
this window in any direction. The Harris corner detection
algorithm is performed by calculating the gradient of each
pixel. Then, if the gradient values in the two directions are both
large, the pixel is assumed to be a corner. Our experiences have
been done using KAZE, Harris, ORB. KAZE, ORB, which are
at the same time detectors and descriptors [41].

ORB (Oriented FAST and Rotated BRIEF) was introduced
by Rublee et al. [42]. The Oriented Fast and Rotated Brief
algorithm is based on the BRIEF keypoint descriptor and the
FAST keypoint detector since both algorithms are computa-
tionally fast. It was presented in 2011 to provide a fast and
efficient alternative to SIFT [43]. It is a variant of BRIEF to
fill the lack of rotational invariance of it. The ORB method
calculates a local orientation using an intensity centroid, which
is defined as a weighted average of the pixel intensities in the
local patch assumed not to coincide with the center of the
entity.

The KAZE algorithm was developed in 2012 and it is in
the public domain. The name comes from the Japanese word
kaze which means wind and makes reference to the flow of air
ruled by nonlinear processes on a large scale [44], [43]. For
object recognition KAZE follows mainly the same steps as
SIFT but with some differences in each step. KAZE algorithm
[44], [45], instead of using DoG use AOS (Additive Operator
Splitting) method and the Hessian matrix detector for blobs
detection (DoH : Determinant of the Hessian) [43], [46].

LHessian = (σ)2(LxxLyy − (Lxy)
2) (10)

where Lxx(x, δ) is the convolution of the second order
Differential of the Gaussian (DoG), which is the same for
Lxy(x, δ) and Lyy(x, δ).

B. Descriptors

After detecting points of interest, descriptors are used to
describe them. They analyze neighborhood of each point to
produce a characteristic vector of the interest point area. This
vector is called the descriptor vector and in our work this
vector describes 64 features. The description vector associated
with a point of interest is a set of values extracted from the
image in the local neighborhood of the position of the detected
point [47]. This work have utilized the detectors and binary
feature descriptors in Table III that provide high performance
and compact data representation [38], [39].

TABLE III. SET OF DETECTORS AND DESCRIPTORS USED

Detectors Descriptors
ORB ORB
KAZE BRISK
KAZE FREAK
KAZE KAZE
Harris BRISK
Harris FREAK
Harris KAZE

BRISK (Binary Robust Invariant Scalable Keypoints) de-
scriptor algorithm has been proposed by Leutenegger et al.
[48]. In its detection, it uses the AGAST (Adaptive and Generic
Corner Detection Based on the Accelerated Segment Test) [49]
which is an improved variant of FAST [50]. FREAK (Fast
Retina Keypoint) is a binary descriptor proposed by Alahi
et al. [51]. Like BRISK (Binary Robust Invariant Scalable
Keypoints), this descriptor uses a sampling model and a
compensation method orientation. This is a variant of BRISK
improved using a selection of pairs of templates. FREAK
organizes sampling points analogous to the structure of the
biological retina. For the description of the point of interest,
the tools used are weighted Gaussians, the motif functioning
as the retina and an orientation assignment is made for the
description.

VII. RESULTS

In this part, the results of different stages of this work will
literally be presented: mosaicing of the image, the decompo-
sition into 8 bands and the points of interest tests.

A. Mosaicing of the Image and Decompositions into 8 Bands

The image obtained after mosaicing is represented in Fig.
5.

Fig. 5. Motif of Filter: The 4x4 Moxel Used

By applying different masks, mosaic image will be sepa-
rated into 8 bands of images whose pixels contained a single
color component, Fig. 2.

After the separation of the strips, these strips are demo-
saiced in order to attribute the rest of the color components to
each pixel (Fig. 3). Fig. 6 representes a sample of final results
on 8 bands after acquisition.
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(a) bandD1 (b) bandD2

(c) bandD3 (d) bandD4

(e) bandD5 (f) bandD6

(g) bandD7 (h) bandD8

Fig. 6. Image on 8 Bands after Acquisition Process: Example of Bands
Recuperated

(a) im1 (b) im2

(c) im3 (d) im4

(e) im5 (f) im6

(g) im7 (h) im8

(i) im9 (j) im10

Fig. 7. Sample of Images of Database Used

B. Test and Images Used

The images data base is set up with images taken by a
camera equipped with a hybrid sensor that detect and acquire
faces in real time. This camera takes images on 8 bands and
can be used in real time applications. Most of the time, for

multispectral images, some bands contain less information
than others. But the particularity of our camera is that the
information is roughly spread over all the bands of image.The
interest points are detected on all the 8 bands of images for all
the algorithms mentioned above. Since the recognition is done
on the face only, we used the algorithm of Viola Jones [52] to
crop the face before the detection of those points of interest.
This algorithm allows detecting only regions of interest. On
the resulting image, different algorithms for the detection and
the description of the points of interest has been applied.The
tests have been done using Matlab v2020a with a sample of
30 images and the results are almost the same on each image.
10 images is used in this paper (Fig. 7). A sample of interest
points by ORB/ORB has been shown in Fig. 8.

(a) (b) (c) (d)

Fig. 8. Example of Key Points on Bands: Key Points with ORB / ORB
Detector / Descriptor

Each detected point is described in 64 elements that are
unique even if the position or the place of image acquisition
change. The tests and results have been presented in Table IV.

Given the results in Table IV, the KAZE algorithm detects
more points of interest than others and The results show that
the points of interest are slightly more concentrated on the first
bands for all the algorithms other than Harris algorithm which
detects more interest points on the last bands. But in general,
the information spread over all eight bands if the acquisition
process has been successful.

C. Entropy Test

Entropy in an image, makes it possible to measure the
quantity of information contained in the image. In this work it
allowed us to confirm that, information is spread over all the
8 bands. This entropy is computed by the formula below:

S = −
i≤n∑
i=1

Pi log(Pi) (11)

Where Pi is the probability of each pixel occurrence.

Entropy tests have been done and the results are recorded
in Table V and Fig. 9 represents the associated histogram.
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Fig. 9. Histogram of Entropy Test: Information Distributed over All the 8
Bands

VIII. DISCUSSION

The results of Table IV allow to realize that when one
used the pairs of detectors and descriptors Harris/FREAK, Har-
ris/BRISK or Harris/KAZE, they did not detect enough interest
points, especially on the first 6 bands. But on the seventh and
eighth strips of some images, the number of interest points is
quite enough. This phenomenon could be due to the lighting
of the scene or the fact that this algorithm is not robust or
suitable for these types of images. These algorithms have the
worst performance in most cases in terms features detected.
The algorithm ORB/ORB has correctly detected the points of
interest on each band and each image. Therefore ORB/ORB
demonstrates fairest precision with respect to the features,
due to its performance one can say that it is better than the
Harris/FREAK, Harris/BRISK and Harris/KAZE pairs which
did not detect enough points and were also not stable for these
types of images. For the pairs: KAZE/BRISK, KAZE/FREAK
and KAZE/KAZE, the results were very satisfactory. The al-
gorithms were performant at detecting high number of interest
points. So, KAZE detector associate with BRISK, FREAK and
KAZE descriptors are efficiency and robust enough for these

multispectral images. By making a comparison between these
three pairs, KAZE/BRISK, KAZE/FREAK and KAZE/KAZE,
in general, it is KAZE/KAZE detector/descriptor pair which
is better represented than the others in terms of features
detection. This result confirm that of Shaharya et al. [53],
[54], where KAZE in term of interest points outperform ORB.
Furthermore, Ratsimbazafy et al. have shown in [55] that in
terms of detection: SURF and KAZE are in a high category
compared to ORB. By talking about stability, KAZE is more
stable. But on the other hand, in terms of execution time,
KAZE is not as efficient as ORB. Shuvo Kumar Paul et al.
studying detector pairs [56] find that the KAZE and AKAZE
pairs perform better than other pairs. This algorithm has
detected several points of interest on each image and on each
strip. This proves that the KAZE/KAZE pair would be suitable
for these multispectral images from the camera equipped with
a hybrid sensor and operating in the near infrared range. One
can notice that the interest points were almost spread on all the
bands. For confirmation, we compute the entropy tests. This
entropy tests in the Table V should show how the information
in each image is distributed. These entropy results showed that
for each image the information is almost roughly distributed
over all the 8 bands except the 7th and eighth bands which
detects less points of interest than the others. However, the
results of the entropy tests confirm the interest points results.

Based on these results, a large database of images taken
on 8 bands with this camera which operates in the NIR can
be set up.

IX. CONCLUSION

Security challenges of information systems keep increas-
ing. Researchers have proposed different approaches and tech-
niques. One of them is biometric imaging system. In recent
years, studies have shown the limitation of this approache. This
study focuses on multispectral (MS) imaging, primarly the use
of the camera equipped with a hybrid sensor. This MS camera
used in this work was built with a hybrid sensor, a Multispectrsl
Filter Array (MSFA) mounted on a CMOS sensor that provided
the best resolution for mosaic image, due to the small moxel
used and due to the size of filter pitch (5× 5µm2). This new
camera system operates in the field of near infra-red in order
to improve the process of object or image recognition. This
study looked at the performance of this multispectral camera
built in ImViA laboratory at the University of Bourgogne
by extracting the points of interests on the bands of the
multispectral images acquired by this camera. It also have been
shown how to transform the obtained row images directly from
the camera to a multispectral image through different steps
namely: mosaicking, interpolation or demosaicing. Different
descriptors have been used to extract interest points and the
results were satisfactory. KAZE descriptor was the best and
should be used to build recognition systems. However this
project did not take place without difficulties: the filter based
on the principle of Febray-Perrot is penalized by its secondary
response; to compensate for the loss of sensitivity beyond 850
nm, a complex structure of moxel (6 x 6 pixels) simulation
have been adopted, but this solution leads to none homogenous
distribution. Ultimately,a regular distribution of the pixels
(4x4) in the moxel is kept. The images are so contrasted that
some lest robust algorithms are not able to extract interest
points.
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The Multispectral images of the hybrid sensor can be
less good, because of the demosaicking that compute the
neighboring pixels which sometimes generate approximations.
But the hybrid sensors are adequate for making acquisitions
and detecting faces in real time. Compared to the multispectral
images from a filter wheel camera which are very good quality,
no approximation in the calculations; however, it is impossible
to make the detection in real time.

Future works will focus on building a large database of
images acquired with this camera following by the usage of
machine learning for recognition systems.
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TABLE IV. KEY POINTS EXTRACTION WITH DIFFERENT METHODS

Images Bands ORB/ KAZE/ KAZE/ KAZE/ Harris/ Harris/ Harris/
ORB BRISK FREAK KAZE BRISK FREAK KAZE

Sample1

Band1 49 287 336 389 9 9 9
Band2 44 344 408 480 4 4 4
Band3 37 324 387 466 3 3 3
Band4 37 291 355 425 5 5 5
Band5 30 250 302 374 2 2 2
Band6 27 227 282 343 3 3 3
Band7 24 156 195 244 3 3 3
Band8 18 124 156 204 2 2 2

Sample2

Band1 37 287 334 357 4 4 4
Band2 34 251 300 335 3 3 3
Band3 29 188 229 261 3 3 3
Band4 25 141 172 202 7 7 7
Band5 21 140 165 189 3 3 3
Band6 24 102 133 151 5 5 5
Band7 26 67 85 104 4 4 4
Band8 17 46 62 75 3 3 3

Sample3

Band1 144 169 180 181 20 20 20
Band2 139 178 191 195 24 24 24
Band3 144 144 156 158 23 23 23
Band4 145 128 134 136 25 25 25
Band5 152 120 129 132 21 21 21
Band6 126 99 106 107 19 19 19
Band7 117 72 76 76 20 20 20
Band8 95 55 58 58 15 15 15

Sample4

Band1 32 200 233 292 2 2 2
Band2 30 201 248 310 7 7 7
Band3 26 176 222 297 11 11 15
Band4 20 151 185 262 2 2 2
Band5 21 123 159 226 60 60 69
Band6 13 113 143 197 2 2 2
Band7 9 92 116 157 517 517 561
Band8 8 60 78 116 106 106 121

Sample5

Band1 27 117 128 174 2 2 2
Band2 24 132 172 230 2 2 2
Band3 19 121 162 227 5 5 5
Band4 20 111 142 209 8 8 8
Band5 10 97 127 179 1 1 1
Band6 11 77 98 152 341 341 361
Band7 5 51 66 107 61 61 65
Band8 5 43 50 80 172 172 192

Sample6

Band1 21 203 259 289 5 5 5
Band2 21 217 285 330 3 3 3
Band3 18 170 230 272 3 3 4
Band4 23 151 211 246 18 18 18
Band5 12 128 173 220 35 35 36
Band6 12 114 160 189 7 7 7
Band7 11 65 87 113 215 215 238
Band8 11 42 68 85 253 253 270

Sample7

Band1 37 292 315 368 5 5 5
Band2 40 308 345 402 5 5 5
Band3 31 236 259 308 37 37 41
Band4 31 190 203 239 4 4 4
Band5 24 153 168 204 351 351 371
Band6 23 133 144 180 9 9 9
Band7 12 93 101 127 177 177 189
Band8 11 63 69 86 278 278 293

Sample8

Band1 11 68 86 92 1 1 1
Band2 11 69 86 94 2 2 2
Band3 15 57 71 76 1 1 1
Band4 9 45 56 59 1 1 1
Band5 11 40 49 52 1 1 1
Band6 12 33 41 44 2 2 2
Band7 8 17 19 21 8 8 8
Band8 6 16 18 18 1 1 1

Sample9

Band1 17 39 50 63 2 2 2
Band2 6 25 40 55 4 4 4
Band3 12 18 29 38 2 2 2
Band4 13 16 20 26 3 3 3
Band5 11 9 14 19 2 2 2
Band6 5 5 11 17 3 3 3
Band7 7 4 4 7 2 2 2
Band8 7 4 4 6 11 11 11

Sample10

Band1 5 3 3 3 1 1 1
Band2 7 3 3 3 3 3 3
Band3 5 3 3 4 1 1 2
Band4 3 2 4 2 15 15 17
Band5 4 2 2 2 22 22 26
Band6 3 2 2 2 45 45 49
Band7 0 2 2 2 596 596 680
Band8 0 2 2 2 273 273 295
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TABLE V. ENTROPY TEST

Bands Sample1 Sample2 Sample3 Sample4 Sample5 Sample6 Sample7 Sample8 Sample9 Sample10
Band1 10.9735 10.9679 10.4355 11.2693 11.0272 10.8871 10.2259 10.9361 10.5752 9.8139
Band2 11.0420 10.9775 10.4639 11.3286 11.1261 10.9460 11.2483 10.3736 10.5881 9.8807
Band3 11.1117 10.9752 10.4896 11.3205 11.2625 11.0012 11.2764 10.3494 10.5584 9.9089
Band4 11.0632 10.9234 10.4486 11.2925 11.2444 10.9879 11.2326 10.3120 10.4947 9.9028
Band5 11.0739 11.9339 10.4635 11.2739 11.2266 10.9748 11.2172 10.3028 10.4727 9.8868
Band6 11.0101 10.8779 10.4193 11.2393 11.1768 10.9426 11.1633 10.2719 10.4235 9.8687
Band7 10.8807 10.7572 10.3200 11.1083 11.0038 10.7959 11.0099 10.1796 10.3231 9.7819
Band8 10.8172 11.6894 10.2670 11.0272 10.9420 10.7253 11.9361 10.1363 10.2562 9.7181
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Abstract—This paper investigates the effectiveness of using 

and applying CATA (Computer-Aided Text Analysis) software in 

exploring the extent to which particular modals are significant in 

communicating the ideological and thematic messages of literary 

discourse. More specifically, the paper attempts to test the 

hypothesis that CATA software, including FDA (Frequency 

Distribution Analysis), KWICK (Key Word in Context), CA 

(Content Analysis), and TDA (Thematic Distribution Analysis) 

are effectively helpful in the linguistic and ideological analysis of 

modals in literary texts. To this end, the paper uses the frequency 

distribution analysis (FDA) and applies it to Edward Bond’s Lear 

as a sample representing literary texts. Two modal verbs were 

selected to be computationally analyzed by means of the 

frequency distribution analysis in order to decode the different 

ideologies they carry in the discourse of the selected play. These 

are will and must. These modal verbs were computationally 

displayed within their contextual, total and indicative 

occurrences in the play under investigation to demonstrate the 

way they convey particular ideologies. Findings revealed that 

CATA software represented in its variable of FDA is highly 

contributive to communicating ideologies in the play under 

investigation. The paper further demonstrated two findings: 

first, via CATA software, analysts can easily arrive at the 

ideological significance of the various classes of words, including 

modal verbs that are used in literary texts; and, second, the 

analysis showed that only a few occurrences out of the total 

number of frequencies of the modal verbs at hand are indicative 

in conveying the hidden ideologies of their users. 

Keywords—CATA software; frequency distribution analysis; 

ideologies; modal verbs; Bond’s Lear 

I. INTRODUCTION 

It is perspicuously evident that the application of computer 
software contributes significantly to the linguistic and stylistic 
study of literary and fictional texts, particularly to decode the 
different themes and ideologies pertaining to this type of texts 
[1], [2] and [3]. These computational software offer analysts 
and researchers the ability to arrive at authentic, reliable, and 
credible results in an accurate and precise way more than any 
other analytical tools that would be conducted without the 
interference of computer [4]. The current study scrutinizes to 
reveal the various ideologies pertinent to the usage of the 
modal verbs in one of the literary texts represented in Edward 
Bond‟s Lear. Beyond the choice of the play under 
consideration, the rationale lies in the fact that the majority of 
fictional texts, particularly the literary one abound in huge 
number of modal verbs that are usually utilized for particular 
grammatical purposes, including the expression of obligation, 
possibility, desirability, certitude, etc. [5]. This paper, 

therefore, offers a linguistic investigation of the importance of 
modal verbs in the play at hand by using two analytical 
dimensions. First, by using and applying the frequency 
distribution analysis (FDA), which will be activated by the 
program of concordance in order to display the different 
occurrences pertaining to each modal verb under investigation 
(i.e., will and must). Second, to reveal the ideological 
importance these modal verbs are employed to communicate 
in Edward Bond‟s Lear. Crucially, the current article 
scrutinizes to test the hypothesis that the incorporation of the 
latest developments of applying technology into the textual 
and contextual analysis of texts contributes significantly to the 
general understanding of texts, specifically, large data texts 
manifested in the context of this paper in the conversational 
literary genre. 

In fact, with the unrelenting development of technology, 
computer software has become increasingly important in 
various types of corpus linguistics studies, where it is used to 
extract both theoretical and empirical conclusions toward 
textual analysis in general and to the field of linguistics 
specifically [6], [7], [8], and [9]. The findings of these studies 
indicated that computer software provides essential support 
and facilitation for a wide-ranging and improved analytical 
environment, in which analysts and stylisticians are able to 
conduct analysis in an efficient and effective way. This is 
conducted by providing ample, credible, and adequate results. 
Incorporating computational techniques in corpus linguistics 
studies not only facilitates the entire text analysis process, but 
also highlights the inclusion of technology as well as other 
social and human sciences into the research pertinent to 
corpus linguistics, stylistics, pragmatics and the various 
scopes of discourse studies [10]. 

In terms of its theoretical framework, the paper is 
grounded on two analytical frameworks: the first constitutes 
Fairclough‟s [11] approach to critical discourse analysis, in 
which he investigates various grammatical concepts relevant 
to the study of ideology in discourse, either written discourse 
or spoken discourse. Fairclough‟s perspective to the analysis 
of the grammatical concepts focuses, among other concepts, 
on the use of modal verbs as conduits of particular ideological 
and discursive purposes. The second dimension to be used 
here is a computer-aided text analysis (CATA); this digital 
tool will analytically be enabled, as alluded before, by a 
frequency distribution analysis (FDA), through which the two 
modal verbs at hand will undergo a digital analysis that serves 
to arrive at the frequencies of each modal verb in text as well 
as its contextual environment in discourse. Significantly, core 
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concern beyond using both CDA and FDA in the analysis of 
Bond‟s Lear [12] ultimately functions to explore the 
ideologies conveyed by the modal verbs at hand, and to 
highlight analytically the integration of modern technology 
and critical discourse studies. This is conducted by 
demonstrating the significant part modal verbs have in 
communicating various ideologies in discourse through 
showing the significant and insignificant occurrences of the 
modals under investigation. 

The application of CATA via the frequency distribution 
analysis to linguistically investigate modal verbs as conduits 
of ideology in discourse mirrors the extent to which modal 
verbs in general and the modals under investigation in 
particular have linguistic and ideological weight in 
communicating meanings among conversationalists, either at 
the fictional level of discourse, as is the case in the current 
study, or in reality, that is, in everyday occurring 
conversations [13]. Crucially, large data texts are a fertile field 
in which computer software can be applied to uncover the 
hidden meanings and ideologies encoded in these texts [14-15]. 
The assumption that discourse is ideologically-loaded makes 
us proclaim that any type of discourse carry some sort of 
ideological importance. That is, any text is supposed to have 
an ideological message. These ideological messages can be 
decoded by means of various analytical tools. Among these 
tools are CDA and CATA, which are adopted in the analysis 
of this article [16]. Regardless of the fact that communication 
in literary texts is totally fictional, it remains a fact that these 
fictional communications reflect what is happening in the real 
world [17]. This, of course, shows the reason why Lear as a 
representative of large data texts is selected for the analysis in 
the current article. 

A. Research Questions 

Three research questions are attempted to be answered in 
this article as follows: 

1) How does an FDA contribute to the analysis of modal 

verbs in fictional texts? 

2) What are the various ideologies conveyed by the modal 

verbs in Bond‟s Lear? 

3) To what extent does Key Word in Context (KEWIC) 

variable contribute to the intelligibility of the weight of 

specific modal verbs within particular contexts in literary 

discourse? 

B. Research Objectives 

 Three research objectives are attempted to be achieved in 
this paper. These are as follows: 

1) To show the way CATA contributes to the studies of 

ideologies in discourse, particularly in relation to the modal 

verbs investigated in the current article. 

2) To highlight the harmonizing connection between CDA 

and CATA. 

3) To explore the different ideologies modal verbs 

communicate in the play under investigation. 

In the remaining part of this article, the paper will present 
the theoretical preliminaries and the literature review in 

Section II. The study also provides the method adopted in its 
analytical part, as well as the analytical procedures in Section 
III. In Section IV, the paper offers the analysis of the selected 
data. The discussion of the obtained results will be the focus 
of Section V, whereas the Section VI is dedicated to the 
conclusion and recommends some ideas for further research. 

II. LITERATURE REVIEW 

A. Computer-Aided Text Analysis 

According to [18], the use of computational software in the 
textual and contextual analysis of texts is highly contributive 
to deciphering the hidden ideologies and the various 
propositional meanings pertaining to these texts. He also 
emphasizes that these software can be employed within the 
framework of computer assisted language learning (CALL) to 
facilitate the process of learning and teaching. It is also 
obvious that computer software contribute significantly to the 
linguistic and stylistic investigation of large data texts, 
particularly the fictional and literary ones. Such computational 
application of various programs and software makes it easy 
for linguists and discourse analysts to arrive at specific 
ideologies and meanings at the various levels of the linguistic 
analysis; that is, the level of the word, the level of the phrase, 
the level of the sentence, and the level of the utterance. This, 
in turn, accentuates the importance of the work of computer in 
the analysis of the different discourse genres, as it helps arrive 
at concise and credible results that are supposed to be thorny if 
the linguistic investigation is conducted manually, that is, 
without the computational work [19]. Such contributive role 
of computational analysis is not only manifested in the studies 
within the scope of linguistics, but it also exceeds this 
analytical focus to cover other fields, either in linguistics or in 
other social disciplines. Thus, computer software can be 
applied to studies in the fields, such as pragmatics, semantics, 
stylistics, etc [20]. This computational perspective towards the 
analysis of the various types of texts ends any case in which 
the reliability, authenticity and credibility of analysis that is 
conducted without computer. This is because computer serves 
to arrive at very authentic and concise results for any text [21]. 

Importantly, computer-assisted text analysis provides a 
wide range of analytical methods and possibilities that are 
valuable in the stylistic, semantic and pragmatic investigation 
of gigantic data texts, particularly fictional writings. The 
Frequency Distribution Analysis (FDA) is one of these 
analytical options, and it solely allows you to see how many 
times a searched item appears in a text. According to [22], 
frequency analysis allows analysts to acquire a rough notion 
of the textual nature of specific lexis in a text. This also aids in 
steering the analytical wheel toward a significant precedence 
of one occurrence over another, which is made possible by 
CATA's second variable, the Key Word in Context variable, 
which is computationally enabled (KWIC). The context in 
which a searched phrase appears is indicated by the KWIC 
variable. To put it another way, KWIC explains the context of 
the searched items, which aids in determining the ideological 
value of words and/or sentences [23]. Content Analysis is 
another analytical option provided by CATA (CA). For [24], 
content analysis is used to divide words into classes based on 
their semantic characteristics. Researchers and text analysts 
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use content analysis in conjunction with other CATA factors 
to determine the thematic and ideological relevance of certain 
words in texts. 

In the context of this article, CATA is enabled to give the 
analytical alternatives indicated above by the Concordance 
program. Concordance is a computer application that allows 
analysts and users to collect, access, classify, and analyze 
various sorts of texts, especially those that contain enormous 
amounts of data [25-26]. Concordance can thereby retrieve all 
instances of a searched lexis in a text, display the contextual 
context of any word, and categorize all words based on their 
semantic meaning [27]. The ideologies represented by the 
modal verbs in the selected data will be revealed by deriving 
the frequency distribution of the modal verbs under 
consideration, which will be supplemented by both the use of 
KWIC and content analysis to reveal the ideologies 
represented by the modal verbs at hand. 

B. Critical Discourse Analysis 

Fairclough [11] presents four sets of items for the 
linguistic study of function words in texts and speech, based 
on his research into the role of modal verbs and their 
ideological relevance in discourse studies. The first set 
demands a study of textual experiential values, which 
necessitates a modality analysis. The second group focuses on 
the grammatical elements of texts, such as the style of phrase 
used (declarative, interrogative, or imperative); the type of 
modality utilized (truth, obligation, or possibility modality); 
and the type of pronouns used in discourse. The final group of 
items focuses on the expressive value of grammatical features 
like expressive modality. The fourth set examines the many 
sorts of sentences employed, such as simple, compound, and 
complicated, as well as the relationships between the various 
sentence forms. Fairclough's collections of items are rich in 
grammatical features that contribute to the production of 
ideologically charged discourse. Specifically, in terms of 
studies that pertinent to stylistics, ideology, pragmatics, 
discourse studies, and power relations [28], [29], and [30], 
modality is used discursively to express, develop, and retain 
agency. The reason for this, according to these studies, is that 
agency is inextricably linked to conceptions of power and 
dominance, and it is intricate to find any type of ideological 
discourse that does not present as its core concern notions and 
themes of power, control, persuasion, and manipulation. 
Modal verbs, in particular, can function as ideology carriers in 
language under certain settings. 

C. Modal Verbs 

These modal verbs are categorized into relational and 
expressive modality based on Fairclough's premise about 
modal verbs [11]. According to him, such cataloging is 
founded on the speaker's authority over his or her addressees. 
The focus in relational modality is on both the authority and 
discourse access of the speaker in relation to the various 
semantic propositions communicated by language. In 
expressive modality, on the other hand, the focus is on the 
authority of the speaker with regard to the degree of 
truthfulness concerning the content of discourses. Modality, 
he claims, can be articulated linguistically not only through 
modal verbs, but also via other devices of grammar, such as 

adverbs and tense. According to Fowler [31], there are four 
sorts of modality: truth, obligation, permission, and 
desirability. Modal auxiliaries like 'will' and adverbs of 
certitude like 'surely' can be used to communicate truth 
modality. This modality demonstrates that the speaker's 
assumption is correct. To communicate a high level of 
certainty, truth modals are utilized. Some modal auxiliaries, 
such as 'must, „should,' or 'ought to,' can be used to create an 
obligation modality. The obligation mode focuses on the 
perceptual attitudes of discourse participants towards the 
implementation of the semantic proposition pertinent to the 
speaker. The modal auxiliaries, such as 'can,' present the 
permission modality, which is employed to provide discourse 
participants the ability to communicate the language function 
of permission. The speaker's status of accepting or denying 
what is expressed by his/her offer is clarified by the 
desirability modality. In light of this paper, only two types of 
modal verbs will be discussed: truth modality (will) and 
obligation modality (must). 

D. Related Studies 

When looking at prior research on the usage and 
deployment of computer software in general, and frequency 
distribution analysis in particular, it is clear that these 
programs are quite useful for analyzing massive data sets like 
fictional novels. [32], for example, looked into the semantics, 
rhythm, and tempo of narrative storytelling using data mining. 
They determined how much input data might influence the 
final perception of fictitious literature and concluded that the 
process of data mining, which is conducted through 
visualization, can in turn mimic the semantic classification 
and thematic clustering carried by fictional texts. 

Another study conducted by [33] looked into the 
effectiveness of concordance in the analysis of fictitious 
discourse. This research showed that concordance may be 
applied to massive data texts to produce legitimate and 
believable results that help with text comprehension. Both the 
FDA and the KWIC were the two analytical variables 
presented in this study, which were generated using 
concordance. The study indicated that utilizing and applying 
concordance to the investigation of literary texts aids in 
achieving a high level of intelligibility at the level of 
representation of various themes and ideologies, as well as 
determining the writer's intended meaning. 

A further study presented by [34], in which they 
demonstrated the importance of using new technological 
software in developing reliable translation versions in the field 
of translation studies. The study advised using computer 
software into the teaching and learning of university 
translation courses in Saudi Arabia's various academic 
institutions. Furthermore, [35] conducted a study on the 
impact of CALL software on the academic competence and 
performance of Saudi university students, who are studying 
English as a foreign language. The use of CALL to EFL 
settings has a good impact on EFL students' learning results, 
according to this study. The main objective of this study is to 
see how effective the two computer apps SnagitTM and 
Screencast are at helping people learn to read. The study 
found that using the two computer software programs helps 
pupils enhance their academic performance by cultivating 
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language abilities that are important for learning to read. The 
study also found that incorporating technology into EFL 
classes helps students strengthen not only their linguistic skills, 
but also their communicative abilities. The study concluded by 
proposing the use of CALL software in the context of Saudi 
universities and in the course designation process at Saudi 
institutions for various EFL courses. 

Within the scope of legal studies, [36] investigated the 
extent to which concordance helps analyze the linguistics of 
the opening statements by revealing the numerous pragmatic 
meanings and concealed ideologies that lies beyond the mere 
semantic propositions that are expressed at the surface level of 
the semantics of texts. The study further accentuates the 
effective role computational analysis provides to uncover the 
mystifying meanings and the pragmatic purposes attempted to 
be clarified on the part of writers and/or speakers. 
Significantly, this study states that these ideological activities 
within textual and contextual analyses can be revealed and 
conducted via the repeated usage of particular lexical elements 
in the investigated texts. The research stated above 
demonstrate the usefulness and contribution of computer 
software in linguistic studies, whether on fictional texts or 
outside the realm of fiction, such as in EFL and courtroom 
contexts. The usage of CATA to discover further and new 
meanings in texts, particularly those that are produced by 
function words in large data and fictional texts is expected to 
be expanded in this study so as to offer fertile insights into the 
contributive way CATA software are employed to explore the 
various meanings pertaining to this type of texts. 

III. METHODOLOGY 

A. Data Collection and Description 

Edward Bond's Lear is included in this study's corpus. The 
play is divided into four acts, each of which contains eighteen 
scenes that make up the entire production of the dramatic 
piece. The reason for choosing this play in particular is that it 
contains a substantial amount of grammatical elements that are 
useful in transmitting various views, ranging from persuasive 
to manipulative. This is demonstrated by the frequency 
analysis included in this article, which demonstrates an 
ideological weight for such grammatical characteristics; they 
are not used haphazardly in the play's dramatic dialogue, but 
rather serve as ideological containers. Bond's Lear, in 
particular, has distinctive discourse features that allow an 
investigation of the ideologies encoded in the play at hand, 
particularly in terms of the deft use of modality to transmit 
beliefs and communicate ideological meanings. 

As for the play itself, it is a rewriting of Shakespearean 
masterpiece King Lear. The play narrates the story of a king 
who has two daughters and, like Shakespearean king, he 
decides to surrender his kingdom to them. The two daughters 
betray their old father, dismiss him outside their homes, and 
cause him to madness. The play shows the extent to which 
political ideologies are communicated in discourse. It also 
sheds light on the way language is employed not only to 
persuade, but also to manipulate. In light of the current article, 
it will analytically be shown how modal verbs are utilized to 
convey such persuasive and/or manipulative ideologies. This, 

as mentioned before, will be conducted by the application of 
CATA software manifested in an FDA. 

B. Analytical Procedures 

The analytical procedures adopted in this study constitute 
three stages. Three CATA variables were used in each stage: 
frequency distribution analysis (FDA), key word in context 
(KWIC), and content analysis (CA). The first step was to 
prepare the text of the chosen play by electronically uploading 
it so that it could be analyzed. This stage gave an overview of 
how the play's discursive tone is conveyed through the 
characters' conversational turns. The modal verbs (will and 
must) were electronically illuminated in the second stage to 
mark their appearance in the play. This was accomplished by 
applying an FDA to the entire text of the play at hand, and 
tracking the various occurrences of each searched token. The 
final stage consisted of an interpretive exercise in which all of 
the highlighted elements were investigated in terms of their 
likely occurrences in the context in which they occur. Findings 
were first presented and then analyzed in terms of the amount 
to which the searched items contributed to transmitting 
specific persuasive and/or manipulative ideas following the 
three stages of analysis. 

C. The Frequency Distribution Analysis 

The work of concordance was limited to the analytical 
process, by providing an FDA for the searched lexical 
elements that were identified as significant in the study of 
modality as ideology indicators. Concordance is used to 
conduct this frequency analysis. Concordance makes it easier 
to access and examine big data texts in order to produce 
reliable and succinct results that would be impossible to 
achieve if the analysis were done without the aid of computer 
tools [37-39]. In this case, the concordance options simply 
allowed you to mark the word in its context. This serves as a 
quick summary of the linguistic context in which the term 
appeared in the text. Concordance, according to Kennedy [20], 
is software that generates all instances of a given word or lexis 
in a corpus. Furthermore, according to Hockey [19], a 
concordance or frequency analysis is formed by the searched 
item and the context in which it occurs. For example, 
Concordance provides KWIC (Key Word in Context), which 
provides a wealth of information about the searched word in 
its many contexts in text. As a result, the interpretative process 
is extended, opening up new perspectives that aid in better 
understanding the language representation. 

IV. DATA ANALYSIS AND RESULTS 

This section presents an FDA of the modal verbs under 
investigation. The modal verbs will analytically be divided 
according to their semantic functionality into three 
categorizations: first, the modal verbs that indicate 
truthfulness and certitude (will); and, second, the modal verbs 
that communicate obligation (must). This will be accompanied 
by a content analysis and a key word in context analysis to 
clarify the ideologies carried by these modal verbs in the play 
under investigation. 

A. An FDA of the Truth Modals 

The truth modal „will‟ is employed by many characters in 
the discourse of the play to emphasize their credibility and 
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demonstrate the veracity of their words The modal 'will' is 
utilized in Lear to convey both persuasive and manipulative 
ideologies. In more than one situation in the discourse of Lear, 
both Fontanelle and Bodice tried to convince their father, the 
old king, to permit and approve their furtive marriage from his 
ancestral foes, the duke of North and the duke of Cornwall, as 
mentioned in the preceding extract. They both know their 
father would reject their marriage, so they utilize the truth 
modal 'will' to sway their father's attitude toward their 
husbands. Fontanelle's statement, "I know you'll get along 
with my husband," expresses her desire to marry Cornwall. 
Bodice's remark that she'll soon learn to respect them as if 
they were her sons is yet another attempt to persuade her 
father to approve her marriage from the North. Bodice's usage 
of the pronoun 'you' demonstrates her authority in 
communicating with her father. The two daughters attempt to 
eliminate Lear's fear of the two husbands from his thoughts so 
that he will accept their marriage without reservation. A 
frequency distribution analysis of the manipulative and 
persuasive 'will' is presented in Tables I and II. 

TABLE I. A FREQUENCY DISTRIBUTION ANALYSIS OF MANIPULATIVE 

„WILL‟ 

The Modal Verb Total Frequency Indicative Occurrences 

Will 77 5 

TABLE II. A FREQUENCY DISTRIBUTION ANALYSIS OF PERSUASIVE 

„WILL‟ 

The Modal Verb Total Frequency Indicative Occurrences 

will 77 4 

Tables I and II demonstrate that the truth modal 'will' has a 
total frequency of 77 occurrences; only 9 occurrences are 
significant in conveying specific meanings and ideologies, 5 
of which are utilized to convey manipulative ideology 
(Table I), and 4 occurrences are employed to channel 
persuasive ideology (Table II). The complementary link 
between the two CATA variables employed here, the FDA 
and the KWIC variables, is further highlighted in these two 
tables. To further elucidate this point, it is clear that, despite 
its ability to provide us with the total frequency of a certain 
word, FDA is still unable to assist us in better understanding 
the indicative occurrence of that term. Only by using the 
KWIC variable can one determine what is suggestive and 
what is not among occurrences. The two factors' 
complimentary nature discursively supports the entire 
interpretative atmosphere of the play under investigation. 

B. An FDA of the Obligation Modals 

It is grammatically known that the modal „must‟ is 
recurrently used to communicate the grammatical function of 
obligation. This obligation modal is deftly deployed in Bond's 
Lear to depict the speaker's authority over his audience. 
Obligation modals are used by speakers to impose their own 
ideology on their listeners and to drive their conduct toward 
perfect compliance and subordination to their goals [40]. The 
employment of the obligation modality dominates oppression 
discourse, in which powerful characters use these modals to 
exercise dominance over the powerless. 

Bodice and her sister, Fontanelle, are discussing their plot 
to attack Lear's army and evict him from his throne. Bodice 
use the obligation modal 'must' three times to highlight the 
importance of accomplishing what they plan to do, as well as 
the urgency of attacking their father in order to stop the acts of 
building on the wall. We must travel to our spouse, we must 
attack before the wall is done, and we must aid each other are 
all obligation modals used by Bodice to highlight her authority 
and dominance over her sister. Even in her relationship with 
her spouse, she directs her. The pronoun 'we,' which 
accompanies the modals, reflects unity, which Bodice tries to 
convey to Fontanelle in order to ensure that she is looking out 
for her sister's best interests; this, in turn, pushes Fontanelle to 
willingly carry out what her sister demands. As a result, the 
obligation modal 'must' is perverted in order to channel 
deceitful ideology. The frequency analysis that follows 
provides greater insight into the manipulative use of the 
obligation modal 'must' in both affirmative and negative 
variants. 

TABLE III. A FREQUENCY DISTRIBUTION ANALYSIS OF „MUST‟ 

The Modal Verb Total Frequency Indicative Occurrences 

must 100 13 

TABLE IV. A FREQUENCY DISTRIBUTION ANALYSIS OF „MUSTN‟T‟ 

The Modal Verb Total Frequency Indicative Occurrences 

Mustn‟t 9 1 

Tables III and IV show that in the novel's discourse, 13 
occurrences of the affirmative 'must' and 1 occurrence of the 
negative 'mustn't' are used as bearers of manipulative ideology. 
The negative obligation modal, although its rarity, is very 
indicative in transmitting manipulative views. The fact that a 
term appears frequently does not necessarily mean that it is 
thematically suggestive. Low frequency terms, on the other 
hand, are often quite suggestive. 

V. DISCUSSION 

The analysis demonstrates that the modal verbs of truth 
(will) and obligation (must, mustn‟t) Go beyond their 
grammatical and semantic duties to express and sustain certain 
pragmatic and ideological meanings, such as persuasion and 
manipulation, at times and in specific settings. In the discourse 
of Bond's Lear, the modal verbs under consideration express a 
distinct form of ideology. Truth and obligation modalities are 
particularly important in expressing both persuasive and 
manipulative ideas in the play's discourse, according to 
analytical data. 

The analysis demonstrated that the use of CATA software 
aids in the extraction of new meanings and ideologies that are 
supposed to be unclear to the ordinary reader. This 
computational approach to textual analysis further serves to 
achieve better understanding of the significant role of modal 
verbs as conduits of particular meanings. It also functions to 
enhance the discursively analytical amalgamation of discourse 
studies and computers, especially in the linguistic analysis of 
massive data texts. The two variables FDA and KWIC are 
harmonizing in nature, because the latter is a context-oriented 
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variable that focuses on the recognition of significant words 
created by the former's total occurrences realized by virtue of 
an FDA. Both FDA and KWIC provide significant 
contributions to literary text linguistic analysis, notably in 
deciphering latent ideologies beyond the meaning propositions 
of plain language phrases. 

The study establishes that modal verbs in language have 
ideological meaning. This is consistent with Fowler's [29] 
notion that language and ideology have a reciprocal 
relationship, because each linguistic expression (i.e., word, 
phrase, and sentence) can express the user's individual 
ideology. Ideology is usually present in language, and the use 
of specific verbal expressions over others has an ideological 
basis within textual analysis. That is, it is generated in this 
specific fashion and with this unique linguistic expression to 
communicate the speaker/specific writer's ideological 
connotations. As a result, every single word might reflect the 
user's philosophy. It is not simply content words that express 
and preserve ideas in conversation in the context of this study. 

The analysis further clarified that function words, on the 
other hand, play an important role in communicating and 
maintaining ideals. Function words lose their common 
semantic meaning in certain discourse circumstances in order 
to express additional ideological goals. Modality, either 
classified as obligation or categorized as truth, is also used to 
portray deceptive ideology. The obligation and truth modal 
verbs are also employed to convey necessity and certainty. In 
the oppressive discourse, all of these methods are more 
representative. This is consistent with prior research [5], [11], 
and [41], which emphasize the ideological significance of 
modality. 

The current linguistic investigation also reveals that 
modality in Bond‟s Lear is used to deliver persuasive ideas 
(must, will). The modals obligation and truth are used to 
convey requirement and certainty. These modal verbs are used 
to present a convincing ideology that is founded on facts and 
previous experiences. This aligns with the argument of Sornig 
[42], who postulates that within ideological discourse, the 
persuasive purposes beyond discourse can be deciphered by a 
variety of linguistic tools, including semantic, pragmatic and 
grammatical devices. This, for him, emphasizes the fact that 
the different levels of linguistic analysis can analytically be 
integrated towards the realization of the intended meaning of 
the speaker/writer. Thus, the linguistic investigation of texts 
can be conducted at the syntactic, semantic, pragmatic and/or 
grammatical levels. 

VI. CONCLUSION 

The current study used a computer-assisted text analysis to 
decipher the ideological importance of modal verbs (will, 
must, and mustn‟t) in Edward Bond's Lear dialogue. The study 
employed two analytical approaches: first, critical discourse 
analysis, as described by Fairclough's model of analyzing 
discourse in terms of its grammatical features; and second, 
computer-aided text analysis, which is analytically enabled by 
CATA's three variables: frequency distribution analysis 
(FDA), key word in context (KWIC), and content analysis 
(CA). The three techniques are analyzed to see how much 
each modality contributes to the communication of specific 

beliefs in the selected text, ranging from persuasion to 
manipulation. The use of modality for ideological reasons was 
demonstrated in the analysis of the chosen play. The analysis 
also clarified that the various ideological meanings in 
discourse can be exposed by the skillful usage of modal verbs. 
These modal verbs in particular contexts cease to convey their 
ordinary semantic purpose of, for example, agency, certitude, 
obligation, etc., and channel further and new meanings either 
at the character-to-character or author-to-reader levels of 
communication. The analysis further revealed that modal 
verbs in light of this article are utilized used to bring about 
two types of ideology: manipulative and persuasive; the 
former always serves the interests of the speakers and/or 
writers, whilst the latter frequently functions to address the 
interests of all participants involved in any communicative 
acts. 

Finally, this study suggests that other CATA variables, 
such as LWIC (Linguistic Inquiry and Word Count) and 
DICTION (software package with 31 predefined Dictionaries), 
be applied to the textual, pragmatic, stylistic and thematic 
analysis of other types of function words, such as the 
ideological analysis of prepositions, conjunctions, and 
demonstratives. This could lead to different and/or comparable 
conclusions than those presented in this research. The report 
also suggests that CATA software be used in the field of EFL 
teaching and learning, notably in literature courses. This may 
result in improved student learning outcomes as well as the 
development of innovative teaching approaches on the side of 
teachers. 
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Abstract—Studies on abnormal behavior based on deep 

learning as a processing platform increase. Deep learning, 

specifically the convolutional neural network (CNN), is known 

for learning the features directly from the raw image. In return, 

CNN requires a high-performance hardware platform to 

accommodate its computational cost like AlexNet and VGG-16 

with 62 million and 138 million parameters, respectively. Hence 

in this study, four CNN samplings with different architectures in 

detecting abnormal behavior at the gate of residential units are 

evaluated and validated. The forensic postures, with some other 

collected data, are used for the preliminary step in constructing 

the criminal case database. High accuracy up to 97% is obtained 

from the trained CNN samplings with 80% to 97% recognition 

rate achieved during the offline testing and 70% to 90% 

recognition rate recorded during the real-time testing. Results 

showed that the developed CNN samplings owned good 

performance and can be utilized in detecting and recognizing the 

normal and abnormal behavior at the gate of residential units. 

Keywords—Abnormal behavior; deep learning; convolution 

neural network; forensic posture; property crime 

I. INTRODUCTION 

There is an increase in the usage of closed-circuit television 
(CCTV) in residential units as a consequence of the upbringing 
awareness of sheltered zone [1]–[3]. This monotonous 
observation can cause fatigue and distraction, leading to 
negligence and being overlooked as the surveillance process is 
underway [4]. Currently, numerous studies are conducted to 
detect and track objects and people's anomalous state in 
developing intelligent surveillance systems [4]–[7], which is 
related to the changing pattern or movement of objects or 
humans from the original form or behavior, referred as 
anomalous. At present, image recognition is the most 
appropriate technology to utilize CCTV footage optimally, and 
the recognition can yield better results using deep learning 
techniques. 

Deep learning is a hierarchical feature learning to classify 
multidimensional and complex data set elements. There are 
several types of deep learning structures that include 
convolutional neural network (CNN), long-short term memory 
(LSTM) and recurrent neural network (RNN). CNN is suitable 
for object detection and image recognition and has been widely 
used in numerous biometrics applications, namely fingerprint, 
iris, and gait [8]–[10]. Recall that gait biometrics can be used to 
identify subjects from their style or manner of walking. Due to 
its uniqueness, gait is also considered competent biometrics, 
suitable for forensic intelligent surveillance systems. This is 
because gait as biometric has the potential for farther distance 
recognition, can be possessed without the perpetrators' consent 
and awareness, and can also be perceived at a low-resolution 
camera. Combining these technologies, image recognition, 
CNN, and gait biometric brings us a little closer to developing 
a forensic intelligent surveillance system. However, the lack of 
data on criminal behavior in public databases leads to the 
problem of developing and designing adaptability features of 
forensic gait for recognition and detection. 

Hence, the main objective of this study is to investigate and 
validate the forensic postures with the authorities' consent in 
interpreting anomalous behavior during the housebreaking 
crime in residential units. Four CNNs with different 
architectures, namely Up, Down, Up-Down, and Down-Up 
sampling, are developed to classify massive data on both 
normal and anomalous behavior. The effectiveness of the 
developed CNN samplings is examined with two test modes, 
offline and real-time detection. The offline detection is 
evaluated using several CCTV footage of the actual 
housebreaking crimes, and the real-time detection is held at the 
laboratory. It is essential to understand the architectures of 
CNN to develop a robust network at a minimum computational 
cost that can be a kick start in developing a robust and 
economical forensic intelligent surveillance system. 
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II. RELATED WORK 

As mentioned earlier, CNN can be considered for gait 
recognition due to its outstanding realization. Currently, CNN 
comes in handy whenever needed to classify the image dataset 
without going through the pre-processing image and feature 
extraction step. These steps are handled by the multiple layers 
of nonlinear where the output from previous layers is the input 
to the following layers. CCN is able to learn automatically the 
significant features of large input image databases based on the 
pre-defined size of each filter in the convolution layers that 
establishes the convolution map uniformly [11]. The pooling 
layers minimize the redundant pixels based on the rescaling 
map, further reducing the feature matrix size of the convolution 
maps [12]. As for the convolution layer, the stochastic gradient 
descents with momentum (SGDM) optimization function and 
the activation function of the rectified linear unit (ReLU) are 
used accordingly during the learning process. This process 
continues with the features subset connected with each other 
that further developed the connection of the classification 
output layer. This is achieved as the first convolution maps 
preserved feature vectors provides learning to the second 
convolution layer [13]. For CNN, note that numbers of 
parameters are decreased accordingly during the convolution 
and pooling process, specifically the connections and shared 
weights [14]. 

As reported in [15], CNN is used for tracking humans 
based on numerous poses, viewpoints including occlusion, 
using ten challenging datasets. Here, CNN with five layers 
were developed that consists of convolutional, pooling, 
normalization, fully-connected and softmax layer. The 4 by 4 
by k channels with two strides and zero-padding and 50 filter 
banks were used as the convolutional layer. As for the pooling 
layer, the filter size is 2 by 2 with a max operator and two 
strides and zero padding. For the normalization layer, the pre-
defined hyperparameters are set as k=1, ρ=2, α=1/4, and β=0.5. 
Next, the fully-connected layer flattened the extracted features 
associated with the softmax node. The classification 
performance was evaluated using the softmax operator and the 
log loss values with fixed hyperparameters during training; five 
as the maximum epoch, 0.001 as the learning rate, and ten as 
the batch size. The developed CNN was evaluated to track 
variation of occlusion using the women dataset since this 
dataset comprised numerous poses with partial occlusion of the 
lower and upper limb. Next, the basketball game video was 
used for testing body deformation variation. By averaging the 
Euclidean distance of the frames ground-truth positions and the 
person being tracked, the error of the centre location acted as 
the tracking result. Result attained was 91.31% using the 
basketball dataset and for the women dataset was 94.14%. 

Conversely, as reported in [5], malicious activities were 
investigated for three anomalous behaviors based on six CNN 
layers, three convolutional layers, two fully connected layers, 
and one softmax layer. Filter size and total filters were fixed 
for all three convolutional layers. The same goes for the 
convolution stride, pooling and ReLU. The pooling layers 
utilized the max operator. Two experiments were conducted. 
The first fully-connected layers have 64 neurons as output, 
with the output neurons set as two and six accordingly for each 
experiment for the second fully-connected layer. Further, 

between the two fully-connected layers a ReLU layer was 
added. For each category, the probability was computed in the 
softmax loss layer. SGDM was used as the network 
optimization function with the learning rate range set from 10

-3
 

to 10
-1

 whilst the epoch was set from 10 up to 100. Further, the 
developed CNN was tested using images based on five datasets 
comprised of normal and anomalous behaviors and variations. 
Ratio for training and testing was set as 70:30. However, for 
the PEL dataset, since most of the dataset consists of fighting 
scenes acquired from movies, the dataset was split as 43:57 as 
training and testing. Firstly, the algorithms classified the 
datasets into two categories; normal and abnormal, followed by 
classifying the abnormal category into three different 
anomalous behaviors. The three anomalous behaviors are 
punching, pushing and kicking. For all datasets, it was found 
that higher accuracy is achieved as the epoch is increase 
although more time is required for the learning rate to finally 
stabilize at 0.001. The accuracy attained was 100% for 
anomalous behaviors detection for both experiments based on 
the developed CNN. 

Moreover, research on human behavior has gained the 
attention for safety community purposes, especially the large-
scale industry since they are dealing with dozens and even 
hundreds of employees and equipment every day. As reported 
in [16], temporal information of human activities in the 
industry of each frame was processed using motion history 
image (MHI) and discrete cosine transform (DCT) to generate 
the 2D spatial-temporal maps. This process has successfully 
reduced the size of each frame from 704×576 to 88×72 with 
minimal information loss. These 2D maps were fed to the CNN 
for identifying human behavior and activity in the industrial 
environment. The developed CNN consists of three 
convolutional layers and one output layer of multi-layer 
perceptron (MLP). The first two convolutional layers have 
similar size with regards to the filter and zero padding. The 
number of filters in the second convolutional layer was 40, and 
it doubled from the first layer, which were 20 filters. The third 
convolutional layer had 60 filters with the dimension of 5×5. A 
pooling layer followed each convolution layer. Next, the final 
pooling layer flattened the convolutional feature vectors 
forming 1440-dimensional feature vectors. These feature 
vectors were inputs of 600 neurons of the first hidden layer of 
MLP and the output layer of six neurons representing the 
number of behaviors or activities to be classified. SCOVIS 
dataset contains heavy occlusion, the interaction between 
humans and machinery and factory environments were suitable 
to validate the network. 15 scenarios for training and 5 
scenarios for testing were used for the SCOVIS dataset. 
Precision and recall were almost 99% for the training set and 
nearly 90% for the unseen dataset. 

Recently, studies on anomalous behavior during driving 
environments have been very encouraging. As discussed in 
[17], deep learning based on CNN architectural was developed, 
known as DedistractedNet, that was used to classify the 
distracted driving behaviors like texting, drinking, putting on 
cosmetics and many more. This network has five sets of a 
convolutional layer, ReLU and max pooling layer, followed by 
fully connected layers with neurons corresponding to eight 
driver behaviors. The cross-entropy loss function computed the 
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category loss of DedistractedNet. The learning process 
acquired 9840 images, with 9120 images used for training and 
720 images for testing. The network was compared with two 
pre-trained CNN, LeNet and AlexNet. The results of similarity 
and F1-measure showed that DedistractedNet preceded both 
LeNet and AlexNet in all categories. 

Based on previous work and findings by [14] that detected 
the criminal behavior using CNN as motivation in this work, 
we aim to investigate the forensic postures on anomalous 
human behavior at the gate of residential units as the database. 
Next is to develop four samplings of CNN with different 
architectures operated on a humble hardware platform. 

III. ARCHITECTURE OF CONVOLUTION NEURAL NETWORK 

Hubel and Wiesel found that the neuron cells in the visual 
cortex of the cats were able to produce visual perceptions 
through self-organizing the image structure by learning from 
the experiences [18]. These cells are sensitive to a specific 
visual field region that is generally referred to as perceptive 
fields [19]. The specific tasks of the neuron cells in the visual 
cortex have been considered the genesis behind CNN's 

invention. Applying the same idea, let  H  W m × n
F  ¡  and 

-1 m× n  kW   be a matrix representing the perceptive field and 

neuron cell or filter size and weights in machine learning, 
respectively. In this study, the input type for CNN is an order 3 

tensor,  H  W  C n × n × n
X   represents an image with H rows of 

neuron, W columns of neuron and C of color channels. 

A. Convolution Layer 

The convolution layers are characterized by an input map, 
X, a bank of independent filters or kernel, F, and biases, b. 
Each filter is convolved individually with the input map to 
produce a feature map, ϕ. indicated the relationship between 
the input and output of the network. Y can be written as, Y = 
φ(WX + b) where X is the inputs, Y is the output, W is the 
weights, b is the biases, and φ is the activation parameters. 

The feature map, ϕ is defined as the relationship between 

the input image  H  W  C n × n × n
X   and the filter or kernel, 

 H  W n × n
F   . 

ϕ = X   F,  W  F               (1) 

Let the convolution of input feature maps,  H W  C n × n × n
X    

with a bank of D multi-dimensional filters,  H  W  C n × n × n × D
F    

and biases, Db   one for each filter. The output from the 

convolving process of the input X by transposing the filter to 
implement data interpolation is given by the convolution 
theorem [20][21]. 

 
H-1 W-1 C

 m,n,c  i+m, j+n,ci j
m=0 n=0 c=1

x w = w x  + b    
            (2) 

In essence, the convolution layer is a hierarchical model 
that comprises multiple convolution layers to train massive 
data in achieving the highest accuracy in detection and 
recognition. As presented in Fig. 2, there are two stages in the 
learning procedure of the convolution layer namely forward 
and backward propagation or also known as back propagation. 

Forward propagation procedure calculates the output z, 
using the inputs, x. Meanwhile, the back propagation procedure 

takes the gradient of the loss function concerning output,  zL  

as the input of the network and the gradients of x for the loss 
function, 

 xL  to implement the updating procedure of weights 

through convolution layers. The back propagation algorithm 
utilizes the effectiveness of the chain rule in handling the 
derivatives recursively to obtain the desired weights. 
Understanding that the network's input is a single vector, and 
the convolution layer consists of a set of neurons, each vector 
will convolve with each neuron during the learning process on 
the convolution layer. It is appropriate to understand the 
dimensional vector in each layer of the network in building the 
CNN. 

There are two weaknesses during the convolution 
procedure. Firstly, it shrinks the image, and secondly, it 
discards great numbers of information near the edge of the 
image. Hyperparameters are introduced to solve these 
problems, first is f as the filter size that generally in odd size to 
attain symmetrical padding. Next is p, the padding by adding 
columns and rows of zero to preserve the spatial sizes of 
feature maps, and finally parameter s, known as the stride, the 
number of pixels that move when traversing the input during 
convolution. The convolution layer has various feature map 
sizes as the hyper parameters can modify it. Generally, feature 

maps and output volume can be expressed as,  H  W n × n
 (z)   

and  H  W  Cn × n  n
z  


 respectively. 

 

Fig. 1. The Architecture of Neural Network. 

 

Fig. 2. Change in Vector during One Iteration of forward and backward 

Propagation. 
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B. Optimization Function 

Calculus helps the learning process in machine learning to 
improve prediction accuracy by calculating the derivatives 
during the optimization procedure. The most common 
optimization function in CNN is gradient descent. The 
hallmark of gradient descent is required only the first order of 
derivatives of parameters concerning the loss function. The 
lower error value in the loss function demonstrated that better 
predictions had been calculated for the network. The Stochastic 
Gradient Descent (SGD) trains the learning algorithm to 
minimize errors, the calculation of the slope of error towards 
the negative of the gradient to find the global minima of the 
network. However, the downside of SGD is it complicates the 
convergence to potentially better global minima because the 
error rates keep overshooting due to the frequent updates. It 
results in SGD being computationally expensive and highly 
ineffective for memory, making SGDM a popular choice in the 
learning process of CNN. The velocity and friction parameters, 
β, applied in SGDM can prevent overshooting while allowing 
faster convergence. Adding the SGDM parameters into the 
gradient of the loss function to weight 

wL  allows updating the 

consequences in the network. Furthermore, the parameters can 
steer the gradient vectors to accelerate in the right direction 
with the knowledge of the previous surface curve in the ravine 
[22]–[24]. In this study, the friction, β, is set to 0.9. 

C. Activation Function 

The primary purpose of the activation layer is to convert 
the input map of each neuron to the output feature map, which 
will then be used as the input map in the next layer. Essentially, 
the non-linear activation function is differentiable. Therefore, it 
allows the back propagation optimization technique to reduce 
errors by optimizing the weights using gradient descent [25]. 
Additionally, the function enables the neurons to learn the 
complex functional mapping from input data due to its 
curvature quality, considering the function has more than one 
degree. Traditionally, the sigmoid and hyperbolic tangent has 
been broadly used for the neural network but become irrelevant 
for many layers networks due to the vanishing gradient 
problem and slow convergence [25], [26]. The most 
appropriate activation function for CNN is rectified linear unit 
(ReLU) [27]. The advantages of ReLU are sparsely activated, 
that offers better predictive power and lessen over fitting to the 
training set, faster converging, avoids vanishing gradient 
problem, and the best attribute is computational economical as 
it excludes complicated mathematic functions. The ReLU 
mathematical expression can be written as [25][28]; 

Let :k   be a non-linear activation function. 

k

0 for x < 0
max     

x for x  0 0



 

              (3) 

D. Pooling Layer 

The pooling layer role reduces the spatial dimension of 
input volume for the next layer. Therefore, the hyper parameter 
of the pooling layer is the stride only. Padding is rarely applied 
in this layer. The depths of this layer also remain the same, 

[ ]  [ -1]

 C  C
n  = n . The feature map of the output can be calculated 

as follows, 

[ 1] [ ] [ 1] [ ]

 H  H  W  W
n f n f

 (z)  = 
s s

     
    

               (4) 

E. Fully-Connected Layer 

The fully-connected layer requires a vector as the input, 
therefore the flattening procedure is performed towards n-
dimensional vectors where n >1. The flattening procedure is 
transforming spatial structure data into one dimensional feature 
vectors by concatenating the tridimensional tensor of 
convolution layer output into the monodimensional tensor that 
is a vector. The vectors are learned using gradient descent to 
ensure the class scores are accordant with the labels in the 
learning set of each image. 

F. Classification Layer 

The properties of the classification layer are the softmax 
activation function and cross-entropy loss function. The 
softmax activation function is generally applied to the final 
layer of the networks. It calculates a probabilistic value for 
every class between 0 and 1. The cross-entropy loss function 
measures the optimization for multi-class classification. 

The softmax activation function has excellent features. 
Firstly the normalized data increases consistency and 
convenience in mapping. Next, it is differentiable and 
practicable in calculating the loss function. Finally, it employs 
the natural exponential that owns the ability to identify the 
difference between higher and lower values. In CNN, the 
softmax activation function takes the actual values of a K-
dimensional vector on both input and output vectors, 
transforms it to a range of between 0 and 1, which is essential 
for the probability distribution. The softmax activation function 
at the output layer of the network can be defined as; 

,
j

k

x

j K
x

k=1

e
 =    j 1 K

e

  


   

          (5) 

Hence, the vector will be trained using cross-entropy loss 
function, ζ, to predict which input vector belongs to one of the 
output classes. 

 
K

j jj

j=1

x,y = x  n y 
             (6) 
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IV. PROPOSED CNN SAMPLINGS 

Recall that this study proposes to detect anomalous 
behavior at the gate of residential units using from-scratch 
CNNs on a standard notebook as the hardware platform. The 
idea of having an extensive network was to gain a more robust 
network with large training datasets to satisfy the nonlinear 
algorithms requirement. This improves the network's skill and 
avoids overfitting, making the CNN computationally expensive 
to solely operate on GPU. Four types of CNN sampling with 
nearly twenty thousand images as training datasets have been 
utilized to defy the odds. 

The CNN module named sampling refers to the kernel's 
change in size and depth or filter hyperparameter. However, 
the other hyperparameters of the convolution layer are set to a 
fixed value. The four modules are Up sampling, Down 
sampling, Up-Down sampling, and Down-Up sampling. There 
are three sizes of the filter being employed for the experiments 
as in Table I. 

TABLE I. VALUE OF HYPERPARAMETERS FOR CONVOLUTION LAYERS 

Layers Padding, p Stride, s Filter Size, f No. of filter, nc 

Conv1 1 1 3 x 3 16 

Conv1 1 1 7 x 7 32 

Conv1 1 1 11 x 11 64 

It is necessary to set the variables or hyperparameters of the 
training algorithm before executing each module as listed in 
Table II. Towards comparing each module, all hyperparameters 
values of the training procedure have been set to the same 
value. All sampling types consist of a convolution layer that 
alternates with the ReLU layer, the pooling layer and the 
networks end with the fully-connected layer followed by the 
softmax layer. The Up sampling is arranged in the ascending 
order of convolution layers namely Conv1, Conv2 and Conv3. 
Meanwhile, the Down sampling is organized in descending 
order specifically Conv3, Conv2, Conv1. As for Up-Down 
sampling, it starts with an ascending order and followed by 
descending order of the convolution layer that are Conv1, 
Conv2, Conv3, Conv3, Conv2, and Conv1 and the Down-Up 
sampling is in reverse designed with descending order at the 
beginning and continued by ascending order of convolution 
layer namely Conv3, Conv2, Conv1, Conv1, Conv2 and 
Conv3. In this study, the hyperparameter padding and stride of 
the convolution layer are set to 1 as in Table I. However, the 
hyperparameter stride of pooling layer can be varied. The 
architecture of CNN for each sampling is shown in Fig. 3. 
Next, Table III presents the detailed network configuration 
information on each developed sampling type in this study. 

TABLE II. HYPERPARAMETER FOR CNN SAMPLINGS 

Hyper-parameter Size Task 

Learning type  SGDM 0.9 

• To prevent oscillations 

• To navigate the gradients towards 
optimum global minima 

Learning rate 0.001 

• To determine the speed of updating 

the trainable parameters  
• To assist in constant converging 

Epoch 1000 

• To start network propagates in both 

forward and backward 

• To activate the neuron 
• To calculate the loss 

• To obtain the partial derivative of the 

loss function 
• To update trainable parameters 

Minibatch size 20 
• To achieve training stability 

• To improve performance 

Validation 
frequency 

50 
• To validate the network at regular 
interval 

TABLE III. NETWORK CONFIGURATION OF ALL SAMPLINGS 

Layers Up Down Up-Down Down-Up 

Total layers 15 15 27 27 

Image size 292 x 214 x 3 

Convolution 1 3 x 3 x 16 
11 x 11 x 

64 
3 x 3 x 16 11 x 11 x 64 

Pooling 1 1 x 1 average pool 

Convolution 2 7 x 7 x 32 7 x 7 x 32 7 x 7 x 32 7 x 7 x 32 

Pooling 2 2 x 2 max pool 

Convolution 3 
11 x 11 x 
64 

3 x 3 x 16 
11 x 11 x 
64 

3 x 3 x 16 

Classification 2 fully-connected, softmax   

Pooling 3 

 

2 x 2  

max pool 

1 x 1  

average pool 

Convolution 4 
11 x 11 x 

64 
3 x 3 x 16 

Pooling 4 2 x 2 max pool 

Convolution 5 7 x 7 x 32 7 x 7 x 32 

Pooling 5 
2 x 2  

max pool 

1 x 1  

average pool 

Convolution 6 3 x 3 x 16 11 x 11 x 64 

Classification 2 fully-connected, softmax  
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(a) Up Sampling 

 
(b) Down Sampling. 
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(c) Up-Down Sampling. 

 
(d) Down-Up Sampling. 

Fig. 3. The Architecture of the Developed CNN Samplings with Hyperparamters and Feature Maps of each Layer. 
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V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this study, forensic postures are used, and are referred to 
as the postures defined by the Royal Malaysia Police (RMP). 
The definition is interpreted from the Criminal Procedure Code 
practiced by RMP. The authorities agreed that the observations 
from their experience are relatively in line with the Malaysian 
Penal Code. The four most frequent postures recognized during 
housebreaking crime are squatting, bending, squatting with 
heels up, squatting with heels down, and kneeling with heels 
up. 

By complying with the requirement of forensic postures, 
input images that comprised of 9558 color images for each 
class representing normal and anomaly are collected during 
data acquisition. Some of the images collected from the footage 
of participants acted as criminals or otherwise are as in Fig. 4. 
For each category, 7000 images are randomly selected as the 
training images whilst the remainder as the testing images. 

During experimental, AlexNet and VGG-16 were used in 

classifying the housebreaking crime postures, but the intention 

to leverage the architecture of VGG-16 was not achieved since 

the hardware platform was insufficient to meet the 

requirement; enormous memory due to the computational cost 

of 138 million parameters. Thus, four samplings were 

developed, suitable for low memory platforms to train and test 

a total of 19116 images together with the AlexNet. The 

effectiveness of all networks is investigated under two 

methods. First is the offline test using CCTV videos of 

housebreaking crime in Malaysia as inputs. Next is the real-

time testing using the live feed from a webcam that replicates 

CCTV as inputs. 

    

    

    

(a) (b) 

Fig. 4. Input Images, (a) Normal Behaviors, (b) Anomalous Behaviors. 

A. Performance of Trained Networks 

 Referring to Fig. 5, AlexNet with the up-down architecture 
of convolution layers has the highest training parameters, 
producing the highest ability to recognize normal behaviors 
with 99.27% specificity. The developed CNN, Up sampling is 
the best network for identifying anomalous behaviors 
according to the sensitivity percentages of 97.26%. Networks 

with higher training parameters namely AlexNet, Up sampling 
and Up-Down sampling achieved recognition rate of 97% to 
99% in identifying normal and anomalous behavior. These 
results prove that the number of training parameters contributes 
to the performance of networks. However, the architectures and 
hyper parameters are more dominant considering the 
classification results of all developed samplings are 
comparable to AlexNet, which have more than 62 times higher 
computation costs. Here, results showed the ability of AlexNet 
to identify abnormal and normal behavior based on the 
sensitivity and specificity obtained. 

 

Fig. 5. Performance of Networks in Classifying Normal and Anomalous 

Behavior. 

B. Offline Test 

For offline testing, CCTV videos of housebreaking at the 
gate of residential units in Malaysia were used. The videos 
recorded single or multiple perpetrators while committing 
crimes, in broad daylight or at night. The duration of these 
videos is within 55 seconds to nearly three minutes for 
housebreaking without using tools. However, videos for 
housebreaking using tool have a longer video length of two to 
eight minutes. Each of the perpetrators clearly performs the 
abnormal characteristics as defined by RMP. Three networks, 
AlexNet, Up sampling and Down sampling, have successfully 
recognized both normal and anomalous behaviors from CCTV 
videos. All networks showed higher ability in identifying 
normal behaviors than anomalous behaviors following a higher 
percentage attained by specificity than sensitivity as in 
Table IV. 

TABLE IV. PERFORMANCE OF TRAINED NETWORKS ON OFFLINE TEST 

Network Sensitivity (%) Specificity (%) Detection Skill 

AlexNet 70 to 99 90 to 99 High 

Up 80 to 95 80 to 90 Moderate 

Down 70 to 80 80 to 90 Moderate 

Up-Down - 100 Failed 

Down-Up - 100 Failed 

Detection skill for normal behavior is around 95% to 100% 
due to the predictable, regular routines at the gate. However, a 
detection range of 75% to 100% is forecasted for abnormal 
behavior resulting from the perpetrator's complexity and 
unpredictable behavior (s). Thus, AlexNet is categorized as 
'High' for Detection Skill because it has demonstrated the 
abilities in detecting as presumed whilst Up Sampling and 
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Down Sampling as 'Moderate' because lower percentages were 
recorded for normal and anomalous behavior than the desired 
results during the classification process. However, moderate 
detection skill achieved by Down sampling was impressive 
given its previous performance at the lowest place. Up-Down 
and Down-Up sampling are categorized as „Failed‟ based on 
the testing from single behavior detection through all videos. 
Fig. 6 depicts the results during offline test that indicated high 
accuracy of detection from AlexNet and Up sampling. 

                          

                           

   
(a)    (b) 

Fig. 6. Offline Detection towards Behaviors at the Gate, (a) Normal 

Behavior, (b) Anomalous Behavior. 

C. Real-Time Test 

For the real-time test, live feed images from a webcam 
were used by the networks to detect within 40 milliseconds to 
0.2 seconds. The trial was held in the laboratory and conducted 
in various situations such as different acts according to the type 
of gates, for instance, slide gate or push gate, sneaking or 
lurking, breaking locked gate using a tool for both normal and 
anomaly behaviors. Participants were required to behave 
normally at the gate, such as unlocking the padlock or latch and 
picking up object(s) on the ground, according to their normal 
habits for routine behavior detection. During anomalous 
behaviors detection, participants were further requested to 
impersonate housebreaking crime at the gate according to their 
interpretation, perspective, and evaluation. 

Results showed that AlexNet and Up sampling successfully 
detecting normal and anomalous behaviors during the real-time 
test up to 90% recognition rate, as in Fig. 7. Refer to Table V 
detection achieved by AlexNet is again categorized as „High‟ 
whilst Up Sampling as „Moderate‟. However, for real-time 
scenarios, Down Sampling is categorized as „Failed” along 
with Up-Down and Down-Up sampling since the live feed 
images are detected as normal throughout the test. Similar 
results were identified throughout the real-time test, with 
squatting being highly identified as an anomaly, standing as 
normal and bending and kneeling were identified more as an 
anomaly than normal. All the normal activities at the gate were 
recorded less time duration than anomalous activities, 
including situations requiring the participants to take out keys 
from the backpack while holding bags using the other hand. 

TABLE V. PERFORMANCE OF TRAINED NETWORKS ON REAL-TIME TEST 

Network Sensitivity (%) Specificity (%) Detection Skill 

AlexNet 70 to 90 80 to 92 High 

Up 70 to 85 85 to 90 Moderate 

Down - 100 Failed 

Up-Down - 100 Failed 

Down-Up - 100 Failed 

    

    

    
(a)    (b) 

Fig. 7. Real-time Detection towards Behaviors at the Gate, (a) Normal 

Behavior, (b) Anomalous Behavior. 

VI. CONCLUSION 

In conclusion, the experimental results showed that the 
architectures, number of parameters, and precisely choosing 
the hyperparameters are the keys to developing a robust 
network. It is essential to understand the CNN theoretical and 
mathematical concepts to develop optimum architecture. The 
developed samplings proposed in this study are suitable for 
modest hardware platforms but yielded up to 97% accuracy 
and succeeded an offline and real-time tests with 97% and 90% 
recognition rates, respectively. In addition, all samplings were 
trained using single-subject images for both normal and 
anomalous behaviors. Yet, the AlexNet and Up sampling could 
recognize normal and anomalous behaviors for more than one 
subject and successfully distinguish the anomalous behavior of 
one person from a group of normal subjects during both offline 
and real-time tests. The performance of Up sampling has been 
proven to be on par with the renowned CNN, AlexNet and 
even more attractive, the computational cost of Up sampling is 
almost 62 times cheaper. 
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Finally, CNN has proven its ability in detecting and classify 
humans based on criminal gait or otherwise. Future work 
includes developing a classification method to increase the 
performance and the employment of Faster-RCNN that can 
enhance its strength in behavior detection. The next stage of 
work will also explore anomalous human behavior in other 
potential crime environments, such as banks and high-security 
areas at airports, warehouses, parking vehicle areas, and car 
robbery. These initial findings could lead to the development of 
forensic intelligent surveillance systems that can further help 
the authorities to decrease the criminal cases rate. 
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Abstract—The rapid advance of the new coronavirus imposes 

several drastic measures on the authorities to contain the virus 

and prevent its spread. The Ministry of Education has decreed 

the suspension of face-to-face classes in all schools. The 

pedagogical continuity, now a priority, must be carried out 

remotely through video conferencing, platforms, video capsules 

The main questions of this research are: What are the success 

factors of distance learning and training in Moroccan context? 

This raises a whole range of questions: are teachers able to adopt 

this new teaching method? Are the means available and adequate 

to ensure distance learning? What about the training of teachers 

to cope with this unexpected radical change? Based on the results 

obtained from a population of 126 teachers, we discovery that 

91% of teachers said that they have adopted the online teaching 

but it is not really e-learning as recognized by the specialists, its 

objective is rather to maintain communication with the students. 

While 9% have not used this mode of teaching, they point out 

that this type of teaching does not guarantee equal opportunities 

for learners. We have therefore concluded that the necessary 

material resources must be made available to ensure the success 

of this type of teaching, such as computers and the Internet, as 

well as the necessary training for teachers to develop their skills 

associated with managing distance learning. 

Keywords—COVID-19; e-learning; e-training; change; 

innovation 

I. INTRODUCTION 

Morocco, like other countries in the world, experienced a 
crisis due to the spread of the COVID-19 epidemic in early 
March 2020. 

In order to control this situation, the government has taken a 
series of decisions by stopping air traffic in order to isolate the 
country and control internal and incoming infected cases before 
stopping the movement of airports. 

It also closed all places that could contribute to the spread of 
this epidemic. With the increasing number of infections 
announced by official communications from the Ministry of 
Health, the decision of containment has been taken, preventing 
citizens from leaving their homes except for the most urgent 
needs. 

These prevention measures affected all vital areas; the 
education and training sector was no exception. The Ministry of 

National Education, Vocational Training, Higher Education and 
Scientific Research (MNEVTHESR) suspended face-to-face 
classes in order to prevent the spread of this epidemic in schools 
[1]. 

To ensure pedagogical continuity, the MNEVTHESR 
launched a communiqué encouraging teachers to adopt distance 
learning [2], which is not obvious since there was no prior 
preparation to guarantee the success of this change. 

Problematic: The adoption of distance learning leads us to 
ask this main question: What are the success factors of distance 
learning and training in Moroccan context? This raises a whole 
range of questions: How were teachers able to deal with this 
situation that arose? Did they receive appropriate support to 
migrate to e-learning? Did they engage in this new teaching 
modality? How satisfied are they? And what is their attitude 
towards e-training and e-learning? 

The answer to all these questions will help us to achieve the 
objective of our study. 

Purpose of the study: The main aim of this study is to define 
factors for success of e-training and e-learning, while 
determining the causes behind the limited use of these modes of 
training and teaching, whether teachers engage in e-learning, 
their attitudes towards this type of training and their feelings 
about his impact on their teaching practices and determining the 
constraints of such training. 

II. THEORETICAL BACKGROUND 

New technologies for processing, sharing and using 
information are emerging day by day. The field of learning is 
also beginning to change its approach and method with the 
integration of these new technologies, first, by complementing 
the classical models, by integrating these technologies into 
classroom practices, and why not replace them later, by adopting 
online teaching [3]. 

The subject of the adoption of information and 
communication technologies in education and especially in 
training and e-learning, has given rise to a number of theories, 
concepts and standards, which aim at understanding and 
analyzing the factors that influence the acceptability and 
implementation of this technological innovation. 
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Among these theories are Fishbein and Ajzen's theories of 
reasoned action and planned behavior [4], Davis’s Model of 
Technology Acceptance (MTA) [5], Brangier's symbiotic model 
[6], and Ram's theory of resistance to innovation [7]. These 
theories might help us to understand the factors that can impact 
the success of e-learning and e-training. 

The narrow scope of this research does not allow us to 
address them in detail. On the other hand, the presentation of 
two fundamental concepts is necessary: e-training and e- 
learning. 

A. e-Learning 

Oxford dictionary define e-learning as “a system of learning 
that uses electronic media, typically over the internet”. Bowles 
and al. considers it as “encompasses any type of learning content 
that is delivered electronically” [8]. Hoppe and al. considers e- 
learning as “a learning supported by digital electronic tools and 
media” [9]. All these definitions focus on the idea of using 
electronic tools and media, but there are other dimensions to this 
teaching practice. for Abrami and al. e-learning is “the 
development of knowledge and skills through the use of 
information and communication technologies (ICTs), 
particularly to support interactions for learning – interactions 
with content, with learning activities and tools, and with other 
people” [10]. 

This definition underlines the interaction aspects of the e- 
learning process. The student is therefore not only a passive 
receiver. 

B. e-Training 

Before defining e-training we must present a definition of 
training. McClelland defined it as “an activity that changes 
people’s behaviors in an organization. Increased productivity is 
meant to be the most important reason for training” [11]. 

E-training is defined as “Training delivered through the 
electronic means, which could be Web-based training programs 
and activities” [12]. It is also defined as “a separation of trainer 
from trainee and part of teaching and training through 
instruction, observations, or processes focused on providing 
needed skills and knowledge to meet immediate business goals” 
[13]. 

So, the e-training concept in our study is defined as using 
ICT to develop teachers' knowledge and skills and change their 
behaviors related to teaching practices in dedicated online 
teaching environments. 

C. Challenges of e-training and e-learning 

The operationalization of these concepts has given rise to 
reflection on issues and challenges of the implementation of 
online teaching and training practices. Mueen Mohsin and al 
listed six main issues and challenges which are: lack of 
awareness, low adoption rate, bandwidth issue and connectivity, 
language barrier, difficult in engaging learners online, and lastly 
computer literacy and digital divide [14]. These challenges will 
increase especially with the conditions of the Covid 19 
pandemic. 

III. MATERIALS AND METHODS 

A. The Sample 

The empirical part of this study is based on a survey of 126 
teachers from different regions and different levels (primary, 
secondary college and qualifying) during the confinement 
period from March 16 to June 30, 2020. The selection of the 
sample was done in a simple random way, as we randomly 
selected the people to answer our survey. The proportion is 42 
women and 84 men. The other characteristics are presented in 
the following Table I as follows. 

TABLE I. PRESENTS THE AGE OF THE SAMPLE 

Genre 
Age 

<36 years 36y to 45y > 45 years 

Men 38 30% 28 22% 18 14% 

Women 19 15% 16 13% 7 06% 

Total 57 45% 44 35% 25 20% 

Table II shows the seniority of the sample. 

TABLE II. SENIORITY OF THE SAMPLE 

Genre 
Seniority 

<11years 11y to 15y >15years 

Men 45 36% 10 08% 29 23% 

Women 26 21% 2 02% 14 10% 

Total 71 57% 12 10% 43 43% 

Table III shows the location of the establishment of our 
sample. 

TABLE III. ENVIRONMENT OF THE ESTABLISHMENT 

Genre 
Environment of the establishment 

Urban Periurban Rural 

Men 40 32% 18 14% 26 21% 

Women 29 23% 9 07% 4 03% 

Total 69 55% 27 21% 30 24% 

Table IV shows the teaching level of our sample. 

TABLE IV. TEACHING LEVEL 

Genre 
Teaching level 

primary Middle school Highschool 

Men 46 37% 11 09% 27 21% 

Women 23 18% 05 04% 14 11% 

Total 69 55% 16 13% 41 32% 

B. Data Collection Tool 

The data collection tool used to conduct this study is an 
online survey that is composed of three parts: 

 The first one contains general information about the 
sample. 
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 The second one is about teacher e-training: 

o The existence of e-training courses for teachers; 

o Participation in e-training courses; 

o Reasons for not taking advantage of e-training 
courses; 

o Avenues for the development of distance e-training 
for teachers; 

 The third concerns the adoption of e-learning by 
teachers: 

o The performance of teachers during the e-learning 
process and their degree of satisfaction; 

o Reasons why teachers have not all adopted e-
learning. 

IV. RESULTS AND DISCUSSION 

In this part, we will propose an analysis of the responses of 
our sample according to two main axes: e-training and e- 
learning. 

A. e-Training 

At first, we will see if the teachers have an idea about the 
existence of distance training for teachers on the internet. 52% 
say there are online training courses. While 48% have no idea 
about the offer of online training. However, half of 52% did not 
receive any training during this period of confinement. This 
means that only 26% of all sample have benefited from online 
training but 74% of teachers have not benefited from online 
training. This prompts us to look for the causes behind this 
situation, otherwise why teachers have not taken online training? 
The results are presented as follow in Table V. 

TABLE V. REASONS FOR NOT FOLLOWING E-TRAINING COURSES 

Reasons for not following e-training courses Frequency 

I did not find these courses 38% 

I was not asked to participate 39% 

I didn't look for these courses 23% 

I don't need this training 05% 

I find that I don't have the necessary skills to follow these 
courses. 

15% 

My prerequisites are insufficient to follow these courses. 37% 

For those teachers who have attended e-training courses, has 
it had an impact on their practices? We have proposed this 
question as a Likert scale, it quantifies the qualitative 
information may result in a score. The results are presented as 
follow in Fig. 1. 

 

Fig. 1. Degree of Impact on Teaching Practice. 

Almost half of interviewees 45% feel significant impact of 
training on teaching practices. The other half, on the other hand, 
see little impact. 

These data prompted us to ask a legitimate question: why do 
e-training courses have a limited impact on improving teaching 
practices? 

The results are shown in Fig. 2. 

 

Fig. 2. Causes of the Low Impact of e-training Courses. 

A simple reading of the answers to these questions reflects 
the need to review the engineering of these training courses and 
relate them to the actual needs of teachers. The introduction of 
e-training must be accompanied by a paradigm shift in attitudes, 
pedagogical concepts and instructional engineering practices 
[15]. It must also promote a better balance between theoretical 
knowledge and those acquired in practical environment [16]. 

In order to have a positive impact of the training courses, we 
need to know what kind of form do teachers  prefer? 

The results are presented in the Table VI. 

TABLE VI. MODE OF TRAINING 

Mode of training Frequency 

Hybrid Training 57% 

Online training 11% 

Analysis of practices 39% 

Face-to-face training 48% 

Training through coaching 30% 

From the percentages obtained it seems clear that teachers 
are not very interested to online learning. On the other hand, they 
are rather inclined to other forms of training. 

B. e-Learning 

The lack of teacher training and support has had an impact 
on the adoption of e-learning and the quality of this modality. 

For the adoption of e-learning with students during 
confinement, the results are as follow in Fig. 3. 

Only 9% have not used this mode of teaching, while 91% 
of teachers said that they have adopted it. But can we talk 
really about e-learning where the teacher has a platform 
dedicated to this type of teaching? 
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Fig. 3. Levels of Teacher’s Satisfaction. 

Understanding the quality of this type of teaching has led 
us to ask two questions; the first concerns the means used and 
the second concerns measuring the degree of satisfaction of 
teachers. 

The answer of the first question is shown in Table VII. 

TABLE VII. THE MEANS ADOPTED DURING E-LEARNING 

The means adopted Frequency 

Social networks 88% 

Videoconferencing tools 13% 

Microsoft-Teams platform recommended by the Ministry 22% 

The most widely used means are social networks, this 
shows that the main aim is to maintain communication with 
students more than e-learning itself. Just 22% of teachers have 
used Microsoft-teams platform for this mode of teaching. 

To measure the degree of satisfaction we used a question 
with the Likert scale. The results are presented in Fig. 4. 

 

Fig. 4. Adoption of e-learning. 

Only 17% of teachers expressed satisfaction. While 44% 
are dissatisfied. 

The reasons for dissatisfaction for those who have adopted 
this modality are presented in Table VIII. 

TABLE VIII. REASONS FOR TEACHER DISSATISFACTION 

Reasons for dissatisfaction Frequency 

Unsatisfactory capacity of teachers to use the platforms. 12% 

Unsatisfactory ability of students to use the platforms. 37% 

The low quality of the means and tools used by teachers. 36% 

The low quality of the means and tools used by students. 54% 

Not all students have access to e-learning. 81% 

Even if Morocco has mobilized since 2004 to set up a 
national strategy for integrating information and 
communication technologies into the educational process [17]. 
we see that there is still a lack of access to technological tools 
either for teachers or for students. There are hidden digital 
differences that impede equal access to digital resources for all 
learners [18]. There is a lack of home computer access 61.5%, 
lack of computer training 70.4% and Absence of oriented use 
(research activities, exercises, courses, etc.) [19]. 

Almost all of teachers who did not use e-learning argue 
that the lack of equitable access to e-learning for learners 
makes its implementation practically impossible. 

V. CONCLUSION 

This study shows us that most of our population (91%) 
adopts e-learning, but it is not really e-learning as the specialists 
recognize, it is rather aimed at maintaining communication with 
the students. While a minority (9%) has not adopted this mode 
of teaching, their pretext is that this type of teaching does not 
guarantee equal opportunities for learners. 

We have concluded that the success of this type of 
teaching implies the provision of the necessary material 
resources, such as computers and the Internet, to teachers and 
students, as well as the necessary training for teachers to 
develop their skills related to the management of e-learning. 

VI. RECOMMENDATIONS 

The success of distance learning and training in the 
Moroccan context requires a change in teacher’s 
representations and perceptions of these modes of work. This 
change must be accompanied by responsible for education and 
training, with a view to ensuring the optimum conditions, 
namely: a careful analysis of teacher's needs in order to design 
quality training arrangements focusing more on the practical 
side and the provision of teachers and students with equipment 
and resources that can improve this teaching and training 
method. 

Several digital and hybrid methods can be taken into 
consideration which makes it possible to improve the quality of 
teaching-learning in the context of online training. 

We can use the work of Daaif in 2019 that developed 
applications for the simulation of practical work in geometric 
crystallography as well as other applications for modeling 
chemical reactions by the Monte-Carlo method in kinetics [20- 
21-22]. 

VII. LIMITATIONS 

The limitations of this study include: 

 The limited number of the target population which does 
not allow for generalizing the results of this research. 

 Also, the online questionnaires do not guarantee the 
credibility of the answers of the members of the target 
population, but the studies conducted in this field (in 
Moroccan context) confirm the results obtained by the 
present research. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

818 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] Ministerial announcement concerning the interruption of face-to-face 
courses and their replacement by distance courses. 

[2] Guidance Note on the Response of Education Systems to COVID19. 
March 25, 2020. 

[3] J. Muftisada, J. Daaif, M. Tridane S. Belaaouad “Use of smartphones in 
learning and techno-pedagogical integration of artificial intelligence 
tools as a prospect for intelligent learning: Case of Moroccan students 
from Hassan II University of Casablanca” Available Online at 
http://www.warse.org/IJETER/static/pdf/file/ijeter252892020.pdf. 
https://doi.org/10.30534/ijeter/2020/252892020 ISSN 2347 – 3983, 
International Journal of Emerging Trends in Engineering Research 
Volume 8. No. 9, 6496-6504, September 2020. 

[4] Ajzen. I., Fieshbein. M., (1975), "Belief, attitude, intention and behavior 
", edition Addison Wesley. 

[5] Davis, F. D. (1989). Perceived Usefulness, Perceived Ease of Use, and 
User Acceptance of Information Technology. MIS Quarterly, 13(3), 319. 
doi:10.2307/249008. 

[6] Éric Brangier, Aude Dufresne, Sonia Hammes-Adelé " Symbiotic 
approach to the human-technology relationship: perspectives for 
computer ergonomics " Le Travail Humain, tome 72, no 4/2009, 333-
353. 

[7] Ram Sudha, "A model of innovation resistance ", In Advances in 
Consumer Research, n° 14,1987, p. 208-212. 

[8] Bowles, M. 2004. Relearning to e-learn: Strategies for electronic 
learning and knowledge. Melbourne University Publishing. 

[9] H.U. Hoppe , R. Joiner, M. Milrad & M. Sharples, Guest editorial: 
Wireless and Mobile Technologies in Education, Journal of Computer 
Assisted Learning (2003) 19, 255-259”. 

[10] Abrami, P., Bernard, R., Wade, A, Borokhovski, E., Tamin, R., Surkes, 
M., and Zhang, D. (2008). A review of e-learning in Canada: Rejoinder 
to commentaries. Canadian Journal of Learning and Technology, 32(3), 
p. 30. 

[11] McClelland, S.D. 2002. A training needs assessment for the united way 
of dunn county wisconsin. University of Wisconsin. 

[12] https://www.igi-global.com/dictionary/does-learning-improve- 
communication-among/8945. 

[13] Echard, R.D. and Z.L. Berge, 2008. Quality management builds solid e- 
training. Administering examinations for quality control in distance 
education: The National Open University of Nigeria Perspective EC 
IBARA. 

[14] Mueen Mohsin , Rosnafisah Sulaiman , a study on e-training adoption 
for higher learning institutions, International Conference on Teaching 

and Learning in Education, 2013, International Journal of Asian Social 
Science, 2013, 3(9):2006-2018. 

[15] M.Bassiri, M.Radid, and S. Belaaouad “Modeling of the Teaching– 
Learning Process in E-Learning” K29959_C002.indd, Shaping the 
Future of ICT, 07-06-2017, Page 15-40, (2017). 

[16] A.El yadari, M.Tridane, M.Radid ,S.Belaaouad “Engineering of a 
training program for future teachers based on information and 
communication technologies” International Journal of Advanced Trends 
in Computer Science and Engineering. 
http://www.warse.org/IJATCSE/static/pdf/file/ijatcse4681.42019.pdf 
https://doi.org/10.30534/ijatcse/2019/4681.42019. 

[17] Mazouak A., " Modeling of Digital Media in The Management of 
Educational Performance in Morocco School’s” Iraqi Journal of 
Science, 2021, Special Issue, pp: 17-23 DOI: 10.24996/ijs.2021.SI.1.3. 

[18] O.Dardary, J.Daaif, M.Tridane, S.Belaaouad “Distance learning in the 
age of covid – 19: between perspective and reality “ International 
Journal of Engineering Applied Sciences and Technology, Published 
Online September 2020 in IJEAST (http://www.ijeast.com) Vol. 5, Issue 
5, ISSN No. 2455-2143, Pages 46-52, 2020. 

[19] O.Dardary, Z.Azar, M.Tridane, S. Belaaouad “Engineering of a Training 
Device and Skills Through the Integration of New Information and 
Communication Technologies in the Field of Exact Sciences” 
International Journal of Advanced Trends in Computer Science and 
Engineering 
http://www.warse.org/IJATCSE/static/pdf/file/ijatcse4581.42019.pdf 
https://doi.org/10.30534/ijatcse/2019/4581.42019. 

[20] Daaif J., Zerraf S., Tridane M., Benmokhtar S., Belaaouad S. (2019a). 
Pedagogical engineering to the teaching of the practical experiments of 
chemistry: Development of an application of three-dimensional digital 
modelling of crystalline structures. Cogent Education, 2019, 6(1), 
1708651. DOI: https://doi.org/10.1080/2331186X.2019.1708651. 

[21] J. Daaif, S. Zerraf, M. Tridane, S. Benmokhtar, S. Belaaouad. (2019b). 
Technological Innovation in Teaching and Research in Chemical 
Science: Development of a Computer Application for the Simulation of 
the Practical Works of Crystallography. International Journal of Recent 
Technology and Engineering (IJRTE) ISSN: 2277-3878, Volume-8 
Issue-3. 

[22] Daaif, J., Zerraf, S., Tridane, M., El Mahi Chbihi, M., Moutaabbid, M., 
Benmokhtar, S., Belaaouad, S. (2019c). Computer simulations as a 
complementary educational tool in practical work: Application of 
monte- carlo simulation to estimate the kinetic parameters for chemical 
reactions. International Journal of Advanced Trends in Computer 
Science and Engineering, 8(1.4 S1), pp. 249–254. 
https://doi.org/10.30534/ijatcse/2019/3881.42019. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 2, 2022 

819 | P a g e  

www.ijacsa.thesai.org 

Performance Evaluation of Different Raspberry Pi 

Models for a Broad Spectrum of Interests 

Eric Gamess 

MCIS Department 

Jacksonville State University 

Jacksonville, Alabama, USA 

Sergio Hernandez 

Information Security 

Citibank, New York 

USA 

 

 
Abstract—Now-a-days, Single Board Computers (SBCs), 

especially Raspberry Pi (RPi) devices, are extensively used due to 

their low cost, efficient use of energy, and successful 

implementation in a wide range of applications; therefore, 

evaluating their performance is critical to better understand the 

applicability of RPis to solve problems in different areas of 

knowledge. This paper describes a comparative and experimental 

study regarding the performance of five different models of the 

RPi family (RPi Zero W, RPi Zero 2 W, RPi 3B, RPi 3B+, and 

RPi 4B) in several scenarios and with different configurations. To 

conduct our multiple experiments on RPis, we used a self-

developed and other existing open-source benchmarking tools 

allowing us to perform tests that mimic real-world needs, 

assessing important factors including CPU frequency and 

temperature during stressful activities, processor performance 

when executing CPU-intensive processes such as audio and file 

compressions as well as cryptographic operations, memory and 

microSD storage performance when executing read and write 

operations, TCP throughput in different WiFi bands, and TCP 

latency to send a specific payload from a source to a destination. 

Our experimental results showed that the RPi 4B significantly 

outperformed the other SBCs tested. In addition, our research 

indicated that the RPi Zero 2 W overclocked, RPi 3B, and RPi 

3B+ had similar performance. Finally, the RPi Zero 2 W showed a 

much higher capacity than its predecessor, the RPi Zero W, and 

seems to be a perfect replacement when upgrading, since they 

have the same form factor and are physically interchangeable. 

With this study, we aim to guide researchers and hobbyists in 

selecting adequate RPis for their projects. 

Keywords—Performance evaluation; benchmarks; raspberry 

pi; single board computer 

I. INTRODUCTION 

One of the most popular Single Board Computer (SBC) is 
the Raspberry Pi (RPi), with a vast online community of users 
around the world. Build on open-source principles and 
motivated by the non-profit incentive to increase global access 
to computing and solve a variety of real-world challenges using 
digital technology, these low-cost SBCs bring together external 
hardware, sensors and controller interfaces, with user-friendly 
programming capabilities, high connectivity, and desktop 
functionality [1]. 

RPis are being employed in a broad range of projects across 
diverse topics and research fields, including the Internet of 
Things (IoT) that has become widely used in recent years in an 
extensive range of applications from smart cities and industries 
to water monitoring [2][3]. Examples of successful uses of 

RPis can be found in the field of Artificial Intelligence (AI) 
and Machine Learning (ML), where researchers have been 
highlighting not only a good performance but also a low 
energy consumption [4][5]. Additionally, the usage of RPis has 
spread to other relevant areas such as cybersecurity, energy, 
health, education, to name a few [6]. 

Considering the frequent usage of RPis in applications, it is 
essential to deeply analyze how they behave and perform under 
different conditions for a given period of time, to better 
understand their capabilities and limitations. In this paper, we 
carried out a comparative and experimental study of five 
different models of the RPi family (RPi Zero W, RPi Zero 2 
W, RPi 3B, RPi 3B+, and RPi 4B). To do so, we conducted 
several experiments by using a benchmarking tool that we 
developed as well as existing open-source benchmarking tools 
to evaluate the performance of RPis in terms of processor 
frequency and temperature, CPU use level, RAM and microSD 
access performance, TCP throughput and latency, among 
others. We think the results of this study might guide scientists 
and hobbyists in selecting adequate models of RPi for their 
projects, according to their budget and performance 
requirements. 

The rest of the paper is structured as follows. Section II 
discusses the related work. The description of the testbed 
environment is done in Section III. Section IV reports and 
discusses the results of our performance evaluation of the 
different RPi models. Finally, Section V concludes the paper 
and gives directions for future work. 

II. RELATED WORK 

Due to the popularity and constant evolution of the 
Raspberry Pi models, several works about the performance 
evaluation of these devices have been performed. We reviewed 
the literature in order to examine and understand areas, 
methods, and available tools to assess their performance. 

Morabito [7] performed an assessment of container-based 
technologies running on top of a Raspberry Pi 2 Model B using 
different types of workloads to challenge a specific subsystem 
of the hardware under test. This study aimed to evaluate the 
use of Docker containers in constrained environments, 
providing a detailed performance analysis. Experiments in a 
testbed were conducted, and metrics such as CPU execution 
time, power consumption, memory speed, network bandwidth, 
and protocol overhead for MySQL and Apache were reported. 
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Other works [8][9] examined the performance of Intrusion 
Detection Systems (IDS) running on RPis. Kyaw, Chen, and 
Joseph [8] presented the results of an experiment comparing 
two open-source IDSs (Snort and Bro) on a Raspberry Pi 2 
Model B, with the main goal of determining their performance, 
efficiency, and efficacy for use in computer network 
environments, where cost is a determining factor. On the other 
hand, Aspernäs and Simonsson [9] compared two RPis 
(Raspberry Pi 1 Model B+ and Raspberry Pi 2 Model B) while 
examining the traffic for intrusion detection in a home 
environment. 

The authors of [10] carried out a performance analysis of 
SNMP [11] agents running in three different RPis (Raspberry 
Pi Zero W, Raspberry Pi 3 Model B, and Raspberry Pi 3 Model 
B+). Numerous experiments varying different parameters, 
requests, versions, and security models of SNMP were 
performed. 

Another related work was consulted in [12], where a 
performance evaluation of RESTful frameworks on two 
Raspberry Pi 1 Model B was carried out. In this study, 
experiments involving combinations of factors such as device 
CPU frequency and message size with different configurations 
or levels were conducted by comparing two web services 
frameworks (Axis2 and CXF) to understand better not only the 
energy consumption, but also the relationship between 
performance and energy consumption in RPis. 

Guamán, Ninahualpa, Salazar, and Guarda [13] did a 
comparative study between the MQTT [14][15] and the CoAP 
[16][17] protocols for IoT in an IEEE 802.11 environments, 
using a Raspberry Pi 3 Model B+. For the analysis of network 
parameters, traffic injection tests were carried out with specific 
tools, using different bandwidths and data sizes. Another work 
in this direction was done in [3], where the authors presented 
performance measurements of the Raspberry Pi Zero W 
working as an IoT gateway between local sensors and a public 
MQTT [14][15] broker running in the cloud. The experimental 
results demonstrated its performance using the following 
metrics: CPU utilization, temperature, as well as the rate of 
received MQTT messages under different levels of Quality of 
Service (QoS). 

Other studies in the area are focused on benchmarking 
cryptographic algorithms on RPis. For instance, Hawthorne, 
Kapralos, Blaine, and Matthews [18] compared the 
performance of three computing systems for three leading 
cryptographic algorithms (AES, Twofish, and Serpent). The 
three computing systems considered were: (1) a cluster of 
Raspberry Pi 3 Model B+, (2) a power-efficient next unit of 
computing (NUC), and (3) a mid-range desktop (MRD). The 
metrics reported by this work included encryption/decryption 
throughput and power consumption. Similarly, the study in 
[19] aims to analyze the performance of symmetric encryption 
algorithms (DES and AES) within the PHP programming 
language using RPis. The authors reported parameters such as 
the time and memory consumption to encrypt/decrypt 
messages. 

Although multiple studies on performance evaluation have 
been performed, they mainly analyze how specific 

technologies (e.g., containers) behave when run on certain RPi 
models. Thus, parameters that were evaluated are intrinsically 
related to a particular environment and do not allow a broad 
understanding of how the main RPi subsystems respond to 
different conditions, based on CPU workload, I/O requirement, 
network traffic, amongst others. Since the potential of the RPi 
has not been broadly analyzed, there is a gap for those who 
want to have a more general view of the performance of an 
RPi, for scenarios that were not covered by the actual 
specialized literature. 

Unlike previous works, our paper considers five different 
models of RPis, and our assessment covers a broad spectrum of 
interests. Moreover, the Raspberry Pi Zero 2 W was released at 
the end of October 2021, and no other scientific work to 
evaluate its performance was found at the time of performing 
this study. Therefore, with this paper, we aim to guide 
scientists and hobbyists in their selection of an adequate model 
of Raspberry Pi according to their budget and performance 
requirements. 

III.  DESCRIPTION OF THE TESTBED ENVIRONMENT 

A. Models of Raspberry Pi used in the Experiments 

For our assessment, we had the following Raspberry Pi 
SBCs: two Raspberry Pi Zero W, two Raspberry Pi Zero 2 W, 
two Raspberry Pi 3 Model B, one Raspberry Pi 3 Model B+, 
and one Raspberry Pi 4 Model B (8 GB of RAM). Some of 
their technical specifications are presented next: 

 Raspberry Pi Zero W (RPi Zero W): It is based on a 32-
bit Broadcom BCM2835 single-core ARM1176JZF-S 
SoC @ 1.0 GHz, 512 MB of RAM, one 2.4 GHz IEEE 
802.11b/g/n WiFi interface, one micro USB On-The-Go 
port, one mini HDMI connector, and one microSD card 
slot [20]. 

 Raspberry Pi Zero 2 W (RPi Zero 2 W): It is based on 
an RP3A0-AU, which consists of the integration of a 
64-bit Broadcom BCM2710A1 quad-core Cortex-A53 
@ 1.0 GHz and 512 MB of RAM, in a single chip. It 
also has one 2.4 GHz IEEE 802.11b/g/n WiFi interface, 
one micro USB On-The-Go port, one mini HDMI 
connector, and one microSD card slot [21]. It can be 
easily overclocked to 1.3 GHz with an adequate heat 
sink. 

 Raspberry Pi 3 Model B (RPi 3B): It is based on a 64-
bit Broadcom BCM2837 quad-core Cortex-A53 SoC @ 
1.2 GHz, 1 GB of RAM, one 10/100 Mbps Ethernet 
interface, one 2.4 GHz IEEE 802.11b/g/n WiFi 
interface, four USB 2.0 ports, one full-size HDMI 
connector, and one microSD card slot [22]. 

 Raspberry Pi 3 Model B+ (RPi 3B+): It is based on a 
64-bit Broadcom BCM2837B0 quad-core Cortex-A53 
SoC @ 1.4 GHz, 1 GB of RAM, one Gigabit Ethernet 
interface over USB 2.0 (maximum throughput 300 
Mbps), one dual-band 2.4 GHz and 5 GHz IEEE 
802.11b/g/n/ac WiFi interface, four USB 2.0 ports, one 
full-size HDMI connector, and one microSD card slot 
[23]. 
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 Raspberry Pi 4 Model B (RPi 4B): It is based on a 64-
bit Broadcom BCM2711 quad-core Cortex-A72 SoC @ 
1.8 GHz, 1/2/4/8 GB of RAM, one Gigabit Ethernet 
interface, one dual-band 2.4 GHz and 5 GHz IEEE 
802.11b/g/n/ac WiFi interface, two USB 2.0 ports, two 
USB 3.0 ports, two micro-HDMI connectors, and one 
microSD card slot [24]. 

In all the SBCs, we inserted a 64 GB SanDisk Extreme 
microSDXC UHS-I Memory Card (SDSQXA2-064G-
GN6MA) with the operating system preinstalled. It is 
considered as one of the fastest microSD cards of the market, 
with up to 160 MB/s and 60 MB/s for the reading and writing 
speeds, respectively. Also, unless otherwise stated, all the 
experiments were carried out with no cooling solution for the 
RPi Zero W, RPi Zero 2 W, RPi 3B, and RPi 3B+. However, 
for most of the experiments, we chose to control the 
temperature of the RPi 4B with a small fan since its 
temperature can dramatically increase, in contrast to the other 
RPis that we selected for our study. 

B. Operating Systems for Raspberry Pi 

Several operating systems are available for Raspberry Pi. 
We opted for the most popular one developed by the Raspberry 
Pi Foundation, and known as Raspberry Pi OS (32-bit version). 
It is based on Debian Bullseye. The last version was released in 
October 2021. Three options of this operating system are 
available: (1) Raspberry Pi OS Lite, (2) Raspberry Pi OS with 
Desktop, and (3) Raspberry Pi OS with Desktop and 
Recommended Software. The “Lite” option is a minimal image 
consisting of 493 packages without an X-window manager. 
Hence, it runs fast and is more suitable for a server 
environment. The “Desktop” option is a superset of the “Lite” 
option, with a total of 1324 packages. It is more oriented to 
end-users since it includes Openbox as the window manager 
and LXDE as the desktop environment. The “Desktop and 
Recommended Software” option consists of 1944 packages 
and has all the “Desktop” option features, but also includes an 
office productivity suite (LibreOffice) and additional supports 
for developers (Erlang, Node.js, Ruby, Java, Wolfram, Apache 
Ant, BlueJ, Firebird, and Greenfoot). We chose the “Lite” 
option for all our experiments since our performance 
evaluation is more targeted towards a server installation in 
headless mode. 

There is a beta version of Raspberry Pi OS for 64-bit 
architecture. Hence, it does not work with the RPi Zero W 
since it is equipped with a 32-bit processor. The Raspberry Pi 
Foundation released its last version in October 2021, and we 
could not make it works with the RPi Zero 2 W. 

C. Testbed Used for the Network Experiments 

We assessed the performance of the networking system of 
the different RPis. To do so, we utilized the testbed of Fig. 1. It 
consisted of two network devices connected through a wireless 
router. In some experiments, the network devices were two 
identical RPis. In other experiments, one network device was 
an RPi, while the other one was a PC. The two network devices 
were placed 4 meters from the wireless router, with no 
obstacles between them. For the wireless router, we used a 
NETGEAR AC1200 Smart WiFi Router R6220. It had the 
following characteristics: an 880 MHz MediaTek processor 

width two radio bands (IEEE 802.11b/g/n in the 2.4 GHz band 
and IEEE 802.11a/n/ac in the 5 GHz band), 128 MB of flash, 
128 MB of RAM, and five 10/100/1000 Mbps Ethernet ports 
(one WAN and four LANs). 

The PC had the following specifications: Dell OptiPlex 
3030 AIO, with a 64-bit Intel quad-core i3-4130 CPU at 3.4 
GHz, 16 GB of RAM, a 512 GB SSD, a 1 Gbps Ethernet NIC, 
and an Intel Wireless 7260 Network Adapter (dual-band WiFi 
adapter with support to IEEE 802.11a/b/g/n/ac). Debian amd64 
11.1 (codename “Bullseye”) was installed as the operating 
system. 

 

Fig. 1. Testbed for the Network Experiments. 

IV.  PERFORMANCE RESULTS AND ANALYSIS 

In this section, we made a performance evaluation of the 
considered RPis (RPi Zero W, RPi Zero 2 W, RPi 3B, RPi 
3B+, and RPi 4B) in several scenarios, reporting different 
parameters. Each experiment was executed several times, and 
the reported results are an average of the repeated experimental 
runs. By repeating and averaging, we ensure the consistency of 
our empirical findings. 

A. Evaluation of the Temperature with Stressberry Test 

The processor of an RPi can overheat if it does not have 
enough cooling. This overheating problem is more frequent in 
powerful CPUs, such as the one of the RPi 4B. When 
necessary, CPU throttling (also known as dynamic frequency 
scaling) will occur to decrease the electrical energy being 
consumed, and in turn, to reduce the heat generation. Small 
heat sinks, specific cases, fans, and other solutions can be 
utilized to cool down the CPU of an RPi. 

The Stressberry test [25] can be used to reveal if the CPU 
of an RPi can run at maximum load in its case/environment 
without overheating, and being forced to slow down. It has 
four phases. In the first phase, Stressberry waits until having a 
stable temperature. To do so, it lets the CPU idle and just takes 
a temperature sample every 60 seconds. This initial phase ends 
when two consecutive samples (previous and current 
temperatures) are the same. It is noted that no temperature and 
frequency samples are stored in the resulting file during the 
first phase. In the second phase, the test lets the CPU idle for 
150 seconds, storing samples of the base temperature and base 
frequency in the resulting file every two seconds. Then, in the 
third phase, all the cores of the CPU are stressed with a 
maximum load for 300 seconds. The variation of the 
temperature and frequency are also saved in the resulting file 
during this phase. In the final phase (fourth phase), the test lets 
the CPU idle for another 150 seconds, to have an insight on 
how fast it can cool down. Here also, the variation of the 
temperature and frequency are recorded in the resulting file. 
The entire process takes 600 seconds (10 minutes). When the 
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Raspberry Pi
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test ends, the resulting data (temperature and frequency) that 
were stored in the resulting file can be processed and plotted. 

Fig. 2 shows the instructions that we used to install and run 
Stressberry. Python 3.x is required, and its version was verified 
with Line 01. Lines 02 and 03 allow the installation of the 
dependencies and Stressberry, respectively. The version of 
Stressberry was obtained in Line 04 (in our case, version 
0.3.3), while Line 05 displays some help about the software 
usage. Stressberry was run with the instruction of Line 06, 
where option -i specifies the idle time in seconds before 
(phase 2) and after (phase 4) the stress portion (phase 3), while 
option -d indicates the stress test duration in seconds (phase 
3). Line 07 generates a graphical representation of the 
experiment for the temperature, while Line 08 does it for both 
the temperature and frequency. 

01: python --version 

02: apt-get install stress python3-pip libatlas-base-dev \ 

 libopenjp2-7-dev 

03: pip3 install stressberry 

04: stressberry-run -v 

05: stressberry-run -h 

06: stressberry-run -i 150 -d 300 resFile.dat 

07: stressberry-plot resFile.dat -o temp.png --not-transparent 

08: stressberry-plot resFile.dat -o both.png --not-transparent -f 

Fig. 2. Installation and Execution of Stressberry. 

Fig. 3 depicts the results that we obtained by running the 
Stressberry test on the RPi Zero W, RPi Zero 2 W, RPi 3B, RPi 
3B+, and RPi 4B. The curves can be divided into three parts: 
(1) a 150-second idle portion for phase 2, (2) a 300-second 
stress activity for phase 3, and (3) a 150-second idle portion for 
phase 4. When running Stressberry without specifying the 
number of cores, the tools will activate all of them. The RPi 
Zero W just has one core, and its maximum temperature went 
barely over 45°C during the stress activity. All the other RPis 
have four cores, that were activated by Stressberry in this 
experiment. According to this test, the RPi 3B+ has the highest 
baseline temperature, while the RPi 3B has the highest 
temperature during the stress period. It is noted that all the tests 
of Fig. 3 correspond to naked RPis (no cases), and without any 
cooling solutions. That is, the small fan was not used for the 
RPi 4B in this experiment. 

The goal of Fig. 4 is to show how a cooling solution can 
significantly improve the temperature of the CPU. This 
experiment was conducted with an RPi 4B. The first curve (in 
orange) corresponds to running Stressberry without any 
additional heat control system, while a small fan was used for 
the second curve (in black). The minimum difference is greater 
than 10°C, and in the best case, it is almost 25°C. It is worth 
mentioning that the results will significantly vary with the 
chosen cooling solution (heat sink, fan, a combination of heat 
sink and fan, specific cases, etc.) and its size. 

Fig. 5 aims to determine the impact on the temperature of 
an RPi, when overclocked or not. The experiment was 
conducted by running Stressberry on an RPi Zero 2 W. The 
figure has four curves, two for the RPi not overclocked 
(temperature and CPU frequency) and two for the RPi 
overclocked at 1300 MHz (temperature and CPU frequency). 
In the initial 150-second idle portion, the temperature was the 
same since the CPU frequency mainly stayed at 600 MHz for 

both cases. In the 300-second portion of stress, the CPU 
frequency was steady at 1000 MHz for the RPi not 
overclocked. However, when overclocked, the CPU frequency 
started at 1300 MHz and went down to 1000 MHz in the intent 
to control the rising temperatures. In the final 150-second idle 
portion, the CPU frequency mainly stayed at 600 MHz for both 
cases, allowing the temperatures to fall down toward the 
baseline temperature. 

Fig. 6 shows the effect on the temperature of a RPi, when 
varying the number of cores. The experiment was carried out 
by running Stressberry on an RPi Zero 2 W not overclocked, 
activating 1, 2, 3, and 4 cores, respectively. As expected, when 
under stress, the temperatures get higher with the increasing 
number of cores. 

 

Fig. 3. Results of Stressberry for Different RPi Models. 

 

Fig. 4. Results of Stressberry for an RPi 4B with/without Fan. 

 

Fig. 5. Results of Stressberry for the RPi Zero 2 W when Overclocked and 

when Not. 
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Fig. 6. Results of Stressberry for the RPi Zero 2 W when Varying the 
Number of Cores. 

B. CPU Performance with 7-Zip 

The 7-Zip archiving tool [26][27] can be used to pack and 
compress files into archives, as well as to extract the files from 
archive formats such as ZIP or 7z. It also has a benchmarking 
tool built inside it, that assesses the power of a CPU through 
the LZMA [28] (Lempel–Ziv–Markov chain Algorithm) 
compression and decompression. The tool reports how fast a 
CPU processes the compression and decompression 
instructions over dummy data, displaying the results in MIPS 
(Million Instructions Per Second). Fig. 7 shows the instructions 
that we used to install and execute the 7-Zip benchmark. Line 
01 installs the tool, while the manual is consulted in Line 02. 
Lines 03-05 run the benchmark for 1, 2, and 4 threads, 
respectively. Since the RPi Zero W only has one core, Lines 
04-05 were not executed on this RPi. 

01: apt-get install p7zip 

02: man 7zr 

03: 7zr b -mmt1 

04: 7zr b -mmt2 

05: 7zr b -mmt4 

Fig. 7. Installation and Execution of the Benchmark of 7-Zip. 

Fig. 8 and 9 depict the results obtained for the CPU 
assessment with 7-Zip for compression and decompression, 
respectively. The dictionary size was 2

23
 = 8 MB. There are 

two results for the RPi Zero 2 W: one without overclocking, 
and the other with overclocking the device at 1.3 GHz. It is 
significantly noticeable how the RPi 4B outperformed all the 
other RPis. Overclocking the RPi Zero 2 W boots its CPU 
performance. The RPi Zero 2 W overclocked, RPi 3B, and RPi 
3B+ have similar performance. 

C. CPU Performance with Sysbench 

Sysbench [29] is a scriptable multi-threaded benchmark 
tool based on LuaJIT. Sysbench has several tests (cpu, memory, 
fileio, threads, and mutex) for the CPU performance, 
memory speed, file I/O access, threads subsystem performance, 
and mutex performance, respectively. 

 

Fig. 8. Compression Rating with 7-Zip for Different RPi Models. 

 

Fig. 9. Decompression Rating with 7-Zip for Different RPi Models. 

In this experiment, we evaluated the CPU performance of 
the different RPis with Sysbench. The test consists in 
generating random numbers and verifying if they are prime or 
not, by doing standard divisions of any selected number by all 
integers between 2 and the square root of this number. If any 
division gives a remainder of 0, Sysbench starts over by 
generating a new random number and trying again. The results 
are reported in events/sec. Fig. 10 gives the instructions that we 
used to install are run the CPU performance test. Sysbench was 
installed with Line 01, and the manual was consulted in Lines 
02-03. Lines 04-06 run the CPU performance test for 1, 2, and 
4 threads, respectively. We limited the total execution time to 
20 seconds, and the randomly generated numbers to be tested 
were inferior to 20,000, as specified by the options of the 
commands. 

01: apt-get install sysbench 

02: sysbench --help 

03: sysbench cpu help 

04: sysbench cpu --threads=1 --time=20 --cpu-max-prime=20000 run 

05: sysbench cpu --threads=2 --time=20 --cpu-max-prime=20000 run 

06: sysbench cpu --threads=4 --time=20 --cpu-max-prime=20000 run 

Fig. 10. Installation and Execution of Sysbench to Assess the CPU 

Performance. 

Fig. 11 depicts the results that we obtained for this test. It is 
noted that the RPi Zero W has a result only for one thread. This 
test confirms the results obtained in Section IV.B with 7-Zip, 
where the RPi 4B dramatically outperformed the other RPis. 
Overclocking the RPi Zero 2 W improved its performance. 
Moreover, the RPi Zero 2 W overclocked, RPi 3B, and RPi 
3B+ have a similar performance. 
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Fig. 11. CPU Performance with Sysbench for Different RPi Models. 

D. Memory Speed with Geekbench and STREAM 

We initially utilized Sysbench [29] to benchmark the read 
and write access performance of the memory (RAM) of the 
RPis. However, we did not get consistent results. Similar 
problems were reported in [30]. Hence, we opted to use 
Geekbench [31] and STREAM [32][33]. 

Geekbench [31] is a cross-platform benchmark program 
(Windows, macOS, Linux i386/amd64, Android, iOS, etc.) that 
reports performance related to the integer arithmetic, floating-
point arithmetic, and memory. It is a commercial product from 
Primate Labs; however, a limited version can be downloaded 
and used for free. At the level of the memory assessment, the 
older versions of Geekbench [34] has four convenient tests: (1) 
“Read Sequential” that loads values from memory into 
registers, (2) “Write Sequential” that stores values from 
registers into memory, (3) “Stdlib Write” that writes a constant 
value to a block of memory using functions from the C 
Standard Library (memset), and (4) “Stdlib Copy” that copies 
values from one block of memory to another using functions 
from the C Standard Library (memcpy). Fig. 12 shows the 
results that we obtained for “Read Sequential”, “Write 
Sequential”, “Stdlib Write”, and “Stdlib Copy”, respectively, in 
MB/sec. The RPi Zero W has the poorest performance. The 
experiment seems to indicate that the RPi Zero 2 W 
overclocked, RPi 3B, and RPi 3B+ have a similar memory 
access, for both reading and writing. The RPi 4B significantly 
outperformed the other devices under test. 

 

Fig. 12. Results of the Memory Performance with Geekbench for Different 

RPi Models. 

STREAM [32][33] is a synthetic benchmark designed to 
measure sustainable memory bandwidth and the corresponding 
computation rate for four simple vector kernels: Copy, Scale, 
Add, and Triad. Copy just transfers data from one memory 
location to another, i.e., copies it (A[i] = B[i]). Scale takes the 
value of the first location and multiplies it with a certain 
constant, before storing it in a second place, i.e., scales it (A[i] 
= m*B[i]). Add reads data from two different locations, adds 
them up and writes the result to a third place (A[i] = B[i] + 
C[i]). Triad reads data from a first location, scales it, then adds 
data from a second one and writes to a third place (A[i] = 
m*B[i] + C[i]). Fig. 13 displays the steps that we followed to 
download, compile, and run STREAM. Notice that STREAM 
can be compiled with or without OpenMP [35]–[37] support. 
Lines 01-02 installed Git (a revision control system) and 
cloned the STREAM repository, respectively. In Line 04, we 
compiled stream.c and specified that the elements of the 
unidimensional arrays are floating-point numbers in double 
precisions (double), the size of the arrays is 10 MB, each 
kernel should be run ten times, and activated support for 
OpenMP. Line 05 is optional. If not specified, one thread is 
activated for the RPi Zero W, and four threads for the other 
devices under test. 

01: apt-get install git 

02: git clone https://github.com/jeffhammond/STREAM.git 

03: cd STREAM 

04: gcc -o stream-bin -O3 -march=native -DSTREAM_TYPE=double \ 

 -DSTREAM_ARRAY_SIZE=10000000 -DNTIMES=10 -fopenmp stream.c 

05: export OMP_NUM_THREADS=<NUM_CPU_CORES> 

06: ./stream-bin 

Fig. 13. Download, Compilation, and Execution of STREAM to Assess the 

Memory Performance. 

Fig. 14 depicts the assessment of the different RPis with 
STREAM, using one thread for the RPi Zero W and four 
threads for the other RPis. It is noticeable how the RPi 4B 
outperformed the other SBCs. The RPi Zero W is much slower. 
The other devices under test performed similarly. 

 

Fig. 14. Results of the Memory Performance with STREAM for Different 

RPi Models. 

E. Sequential Access Performance on the MicroSD Card with 

Sysbench 

The goal of this experiment was to evaluate the sequential 
read and write access performance on the microSD card for the 
different RPis with Sysbench [29], for one thread. Fig. 15 
shows the instructions that we used to run the file access 
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performance test, for sequential readings. The manual was 
consulted in Lines 01-02. Line 03 generated 32 files of size 64 
MiB each, for a total of 2 GiB. Those files are the ones from 
which Sysbench performed the read operations during the test. 
In Line 04, the test was run for a block size of 1 kiB, for 20 
seconds. This line was executed several times, where the block 
size was varied to 2, 8, 32, 64, 128, 256, 512, 1024, and 2048 
kiB, respectively. Finally, Line 05 erased all the 32 temporary 
files created in Line 03. 

01: sysbench --help 

02: sysbench fileio help 

03: sysbench fileio --file-num=32 --file-total-size=2G prepare 

04: sysbench fileio --file-num=32 --file-total-size=2G \ 

 --file-extra-flags=direct --file-test-mode=seqrd \ 

 --file-block-size=1k --time=20 run 

05: sysbench fileio --file-num=32 --file-total-size=2G cleanup 

Fig. 15. Execution of Sysbench to Evaluate the Sequential Read Assess 

Performance on the microSD Card. 

Fig. 16 presents the instructions used to benchmark the 
sequential write access performance on the microSD card, for 
the different RPis with Sysbench, for one thread. In this case, 
there is no need to pre-generate temporary files since Sysbench 
will not read, but write. In Line 01 the test was run for a block 
size of 1 kiB, for 20 seconds, writing files (up to 32 files with a 
maximum size of 64 MiB each). This line was executed several 
times, where the block size was varied to 2, 8, 32, 64, 128, 256, 
512, 1024, and 2048 kiB, respectively. Finally, Line 02 
removed all the files created in Line 01. 

01: sysbench fileio --file-num=32 --file-total-size=2G \ 

 --file-extra-flags=direct --file-test-mode=seqwr \ 

 --file-block-size=1k --time=20 run 

02: sysbench fileio --file-num=32 --file-total-size=2G cleanup 

Fig. 16. Execution of Sysbench to Evaluate the Sequential Write Assess 
Performance on the microSD Card. 

Fig. 17 and 18 depict the results that we obtained for the 
sequential read and write access performance, respectively, for 
the different RPis. The RPi Zero W has the poorest 
performance, while the RPi 4B has the best one. The RPi Zero 
2 W (overclocked or not), RPi 3B, and RPi 3B+ have a 
comparable performance. 

 

Fig. 17. Sequential Read Access Performance on the microSD Card with 

Sysbench for Different RPi Models. 

 

Fig. 18. Sequential Write Access Performance on the microSD Card with 

Sysbench for Different RPi Models. 

F. Sequential Write Access Performance on the microSD 

Card with dd 

This experiment aimed to evaluate the sequential write 
access performance on the microSD card for the different RPis 
with “dd”, for one thread. The command “dd” is a standard 
Unix/Linux tool to convert and copy files. Fig. 19 shows the 
instructions that we used to run the sequential write access 
performance test with “dd”. The manual was consulted in Line 
01. In Line 02, the test was run. Here, the tool created a 512 
kiB file by making 512 write operations, each one with a block 
size of 1 kiB. This last line was executed several times, where 
the block size was changed to 2, 8, 32, 64, 128, 256, 512, 1024, 
and 2048 kiB, respectively, creating files of 1, 4, 16, 32, 64, 
128, 256, 512, and 1024 MiB, respectively. 

01: man dd 

02: dd if=/dev/zero of=/home/pi/test bs=1k count=512 oflag=direct 

Fig. 19. Execution of “dd” to Evaluate the Sequential Write Assess 

Performance on the microSD Card. 

Fig. 20 depicts the results that we obtained for the different 
RPis. It is very similar to the performance results of Fig. 18. 

 

Fig. 20. Sequential Write Access Performance on the microSD Card with 

“dd” for Different RPi Models. 

G. Audio Conversion Performance with Phoronix Test Suite 

Phoronix Test Suite [38] (PTS) is a free and open-source 
framework for conducting automated performance tests. It is 
multiplatform, and the default version has more than 600 
individual test profiles and more than 200 test suites, covering 
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a wide range of applications such as audio format conversions, 
encryption and decryption algorithms, compression and 
decompression algorithms, timed compilation of widely-used 
open-source software, memory access performance, file access 
performance, etc. The framework is designed to be extensible 
so that new test profiles and suites can be easily added. 

We used PTS [38] to evaluate the performance of the RPis 
when converting/encoding sample WAV files to MP3 (encode-
mp3), sample WAV files to FLAC (encode-flac), sample WAV 
files to Monkey’s Audio APE (encode-ape), sample WAV files 
to WavPack (encode-wavpack), and sample WAV files to 
Opus (encode-opus). Fig. 21 shows the instructions that we 
used to install and run the audio conversion performance tests 
with PTS. First, the dependencies were installed in Line 01. In 
Line 02, PTS was cloned from GitHub. Lines 04-08 run the 
different conversion tests. 

01: apt-get install php-cli php-xml git 

02: git clone https://github.com/phoronix-test-suite/\ 

 phoronix-test-suite.git 

03: cd phoronix-test-suite 

04: ./phoronix-test-suite benchmark encode-mp3 

05: ./phoronix-test-suite benchmark encode-flac 

06: ./phoronix-test-suite benchmark encode-ape 

07: ./phoronix-test-suite benchmark encode-wavpack 

08: ./phoronix-test-suite benchmark encode-opus 

Fig. 21. Installation and Execution of Phoronix Test Suite to Evaluate the 

Performance of Audio Conversions. 

Fig. 22 depicts the audio conversion performance results in 
seconds. The lower is the conversion time, the better/faster is 
the RPi. The RPi Zero W had the longest conversion time, 
while the RPi 4B had the shortest. The RPi Zero 2 W 
overclocked, RPi 3B, and RPi 3B+ had similar performance. 

 

Fig. 22. Audio Conversion Performance with PTS for Different RPi Models. 

H. Other Performance Evaluation with Phoronix Test Suite 

We also utilized PTS [38] for other performance 
evaluations. The “openssl” test of PTS assesses (1) the 
number of digital signatures that can be performed per second 
and (2) the number of verifications of digital signatures that 
can be processed per second, using RSA with 4096-bit keys. 
Table I has the results that we obtained for the different RPis. 
In this test also, the RPi 4B had a much better performance. 
The RPi Zero 2 W overclocked, RPi 3B, and RPi 3B+ had 
comparable performances. 

TABLE I. SIGNING AND VERIFYING PERFORMANCE WITH PTS 

Test Signing (sign/sec) Verifying (verify/sec) 

RPi Zero W  2.6  176.1 

RPi Zero 2 W  39.4  2834.7 

RPi Zero 2 W (Over)  47.2  3380.2 

RPi 3B  45.9  3329.3 

RPi 3B+  46.4  3337.5 

RPi 4B  120.0  9126.4 

The total time required to compile an open-source software 
is considered a good benchmark to measure the performance of 
computers. PTS [38] offers several profiles to get a timed 
compilation of well-accepted software. Table II shows the 
results that we obtained to compile ImageMagick [39][40] (an 
application to create, edit, compose, or convert digital images) 
and MPlayer [41] (a movie player), using PTS. The big 
difference between the RPi Zero W and the other RPis can be 
partially explained by the options used with the “make” utility. 
PTS used “make -j1” for the RPi Zero W, and “make -j4” for 
the other RPis. This option specifies the number of jobs 
(commands) that can be run simultaneously during the 
compilation process. 

TABLE II. TOTAL TIME REQUIRED TO COMPILE OPEN-SOURCE 

SOFTWARE WITH PTS 

Test 
ImageMagick 

(Time in Seconds) 

MPlayer 

(Time in Seconds) 

RPi Zero W 7350.6 12990.6 

RPi Zero 2 W 825.7 1390.5 

RPi Zero 2 W (Over) 758.2 1196.0 

RPi 3B 773.9 1241.1 

RPi 3B+ 762.2 1204.4 

RPi 4B 388.4 507.6 

 

I. TCP Throughput with Iperf 

The goal of this experiment is to determine the maximum 
TCP throughput that can be obtained between two end-devices 
connected as specified in Fig. 1, where at least one RPi is 
utilized as an end-device. To do so, we used Iperf [42][43], a 
free, open-source command-line tool for network performance 
measurement between two network devices. It is based on the 
client/server model, and reports parameters such as the 
throughput, delay jitter, and packet loss. Iperf v2.0.14a is 
available as a pre-compiled package from the Raspberry Pi OS 
repositories. However, this version has limitations. Hence, we 
downloaded and installed a newer version (Iperf v2.1.n) for our 
experiments. We used Iperf to determine the “maximum” TCP 
throughput between the client and the server. When using this 
test, the client tries to overwhelm the server by creating a 
unidirectional TCP flow (from the client to the server) and 
sending as many segments as allowed by the TCP control 
mechanism (congestion window). At the end of the 
experiment, by default 10 seconds, the TCP throughput is 
displayed. 
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Fig. 23. TCP Throughput with Iperf when Varying the Roles of the RPis for 

Different RPi Models. 

Fig. 23 depicts the TCP throughput that we obtained in 
three different scenarios: (1) both the client and server were 
RPis of the same models, (2) the client was an RPi while the 
server was a PC, and (3) the client was a PC while the server 
was an RPi. The specifications of the PC were given in Section 
III.C. It is worth noting that in the first group of bars, there are 
only four bars, corresponding to two RPi Zero W (blue bar), 
two RPi Zero 2 W not overclocked (green bar), two RPi Zero 2 
W overclocked (purple bar), and two RPi 3B (yellow bar). 
There are no bars for the RPi 3B+ and the RPi 4B, since we 
only had one of each of these SBCs. For this experiment, we 
set up the wireless router to use a maximum bandwidth of 145 
Mbps in the 2.4 GHz band. It is noted that all the RPis had a 
bitrate that capped out at 72.2 Mbps in this band. 

The best performance is obtained when the server is a PC 
(second group of bars), while the worst corresponds to the case 
of using two RPis of the same models (first group of bars) for 
the client and server. Since the PC that we used is more potent 
than the RPis, when used as a server, it is much faster to 
discard the received segments from the client, and then to 
reopen its TCP congestion window, allowing the client to send 
the TCP segments at a higher rate, resulting in a better 
performance for this case. 

The RPi 3B+ and RPi 4B are dual-bands. Hence, we also 
made some performance evaluations of the TCP throughput in 
the 5 GHz band, by setting up the wireless router to use a 
maximum bandwidth of 867 Mbps in the 5 GHz band. It is 
worth mentioning that the two RPis (RPi 3B+ and RPi 4B) had 
a bitrate that capped out at 433.3 Mbps in this band. Table III 
has the results that we obtained. By changing from the 2.4 GHz 
to the 5 GHz band, the improvement in throughput is 
noticeable. 

TABLE III. TCP THROUGHPUT WITH IPERF IN DIFFERENT BANDS FOR THE 

RPI 3B+ AND RPI 4B 

Test 2.4 GHz 5 GHz 

Client=RPi 3B+, Server=PC  34.80 Mbps  102.10 Mbps 

Client=PC, Server=RPi 3B+  28.50 Mbps  81.40 Mbps 

Client=RPi 4B, Server=PC  35.70 Mbps  104.25 Mbps 

Client=PC, Server=RPi 4B  27.90 Mbps  85.70 Mbps 

J. TCP Latency with our Own Benchmark 

The aim of this experiment is to determine the TCP latency 
to send a specific TCP payload from a source to a destination. 
To accomplish this objective, we wrote our own benchmark 
and used the testbed of Fig. 1, with an RPi as the source and a 
PC as a destination. The specifications of the PC were given in 
Section III.C. For this experiment, we set up the wireless router 
to use a maximum bandwidth of 145 Mbps in the 2.4 GHz 
band. Fig. 24 shows the results that we got for the TCP latency 
when varying the payload to be transmitted through TCP from 
100 to 10,000 bytes. The RPi Zero W has the longest latency, 
followed by the RPi Zero 2 W not overclocked. The RPi Zero 2 
W overclocked, RPi 3B, RPi 3B+, and RPi 4B had a similar 
performance. 

 

Fig. 24. TCP Latency with our Own Benchmark for Different RPi Models. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we evaluated the performance of a number of 
SBCs: RPi Zero W, RPi Zero 2 W, RPi Zero 2 W overclocked, 
RPi 3B, RPi 3B+, and RPi 4B. The RPi 4B significantly 
outperformed the other SBCs under test. So far, it is the most 
potent RPis released by the Raspberry Pi Foundation, with a 
basic price (board only) of US$35, US$45, US$55, and US$75 
for the 1, 2, 4, and 8 GB models, respectively. If used at its 
maximum power, a cooling solution is recommended; 
otherwise, the CPU will be throttled, resulting in slowing down 
the CPU frequency. Our study showed that the RPi Zero, 
released in February 2017, has limited capacity. It is the only 
32-bit processor of the study, with just one core. However, it 
might still be the solution for many projects with low CPU and 
RAM requirements. Its basic price of US$10 (board only) is 
very attractive for projects with a low budget. In general, the 
RPi Zero 2 W overclocked, RPi 3B, and RPi 3B+ had similar 
performances. In some tests, the RPi Zero 2 W overclocked 
had a light advantage, while the RPi Zero 3B+ was slightly 
better in other tests. The basic price (board only) for the RPi 
Zero 2 W, RPi 3B, and RPi 3B+ is US$15, US$35, and US$35, 
respectively. The RPi Zero 2 W is the last SBC released by the 
Raspberry Pi Foundation, with this amazing price. It has the 
same form factor as the RPi Zero W, allowing an easy upgrade 
when required. However, its limited RAM (512 MB) can be a 
limitation for some projects, compared to the 1 GB of the RPi 
3B and RPi 3B+. 
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When Ethernet is a project requirement, the RPi 3B, RPi 
3B+, and RPi 4B have an integrated port. They offer Fast 
Ethernet (100 Mbps), Gigabit Ethernet over USB 2.0 
(maximum throughput 300 Mbps), and Gigabit Ethernet, 
respectively. For the other SBCs of this study, Ethernet can still 
be added through a USB port. However, this solution should be 
considered only in existing projects as an extension, since new 
projects will be more cost-effective when using RPis with 
native Ethernet support. 

The RPi 400 [44] was not studied in the paper. It is a 
keyboard that incorporates an RPi 4B into it, with minor 
modifications. It is the easiest way to build a desktop computer 
based on an RPi. Even if they are mostly identical, the 
Raspberry Pi Foundation releases the RPi 400 with its 
Broadcom BCM2711 processor clocked at 1.8 GHz, while the 
RPi 4B was set to 1.5 GHz in previous versions of the 
Raspberry Pi OS. This is just due to an integrated robust 
cooling solution in the keyboard of the RPi 400. However, the 
last version of the Raspberry Pi OS (October 2021) now also 
sets the Broadcom BCM2711 processor of the RPi 4B at 1.8 
GHz. Hence, as specified in Section III.A, the CPU of our RPi 
4B was set to 1.8 GHz for all our experiments. 

The RPi 3B+ is an improved version of the RPi 3B. The 
main difference is in the upgraded support for the network 
connection. According to the Raspberry Pi Foundation website, 
the RPi 3B will remain in production until at least January 
2026 [22]. Both (RPi 3B and RPi 3B+) have the same price: 
US$35 for the board only. In most of our experiments, they had 
a similar performance with a slight advantage for the RPi 3B+. 
Hence, for new projects that are planning to use the RPi 3B, 
our recommendation is to consider the RPi 3B+ instead. 

Even though a powerful processor means more heat and 
higher temperatures when running intensive CPU workloads, 
an interesting finding of this study is that the RPi 3B reached 
the highest temperature (more than 80º C) during the stress 
activity, which is significantly higher than the temperature 
reached by the RPi 3B+ and the RPi 4B for the same CPU 
workload. This shows that these two later models might have 
been improved in terms of heat management in comparison to 
their predecessor (RPi 3B). 

As future work, we plan to extend our study to other SBCs, 
such as the ones of BeagleBoard [45]. We are also interested in 
focusing our efforts on the network performance of IPv4 and 
IPv6, for both Ethernet and WiFi, in SBCs. 
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