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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Abstract—According to previous research on social anxiety
disorder (SAD) and facial expressions, those with SAD tend to
view all faces as portraying negative emotions; thus, they are
afraid of chatting with others when they cannot understand the
real emotions being communicated. The advancement of facial
recognition technology has given people opportunities to get a
more precise emotional estimation of facial expressions. This
study aims to investigate the practical effects of apps that detect
facial expressions of emotion (e.g., AffdexMe) on people with
SAD when communicating with other people through video
chatting. We conducted empirical research to examine whether
facial emotion recognition software can help people with SAD
overcome the fear of chatting with others in video meetings and
help them understand others’ emotions to reduce communication
conflicts. This paper presents the design of an experiment to
measure participants’ reactions when they video-chat with others
using the AffdexMe application and to interview participants to
get in-depth feedback. The results show that people with SAD
could better recognize the emotions of others using AffdexMe.
This results in more reasonable responses and better interaction
during video chats. We also propose design suggestions to make
the described approach better and more convenient to use. This
research shed a light on the future design of emotion recognition
in video chatting for people with disabilities or even ordinary
users.

Keywords—Social phobia/social anxiety disorder; video
meeting; facial expression recognition; emotion recognition;
empirical research

I.  INTRODUCTION

In modern times, mobile facial recognition applications
have become more and more popular. Many mobile phone
manufactures have developed facial recognition capabilities,
including companies such as Samsung, Huawei, and Vivo.
Facial recognition is technology which has the capability to
identify or verify a person using a digital image or a video
frame from a video source [1]. This process is often completed
by comparing facial features with images stored in a database.
Emotional recognition has been broadly studied by the
computer vision community. It has been developed based on
the application of facial recognition technology and aims to
define individuals’ emotions by analyzing their facial
expressions. The currently available applications of facial
recognition include area access control systems, checking
attendance systems, facial recognition phone unlock, and even

*Corresponding Author.

logging onto banking apps and similar security applications.
This widespread use of facial recognition has made many
computing devices faster, safer, and easier to use in many
ways. However, the application of emotion recognition using
facial expressions is far less popular or widespread compared
to other applications for facial recognition technology, in part
because emotional recognition facial software faces challenges
with recognizing moving objects, continuous detection of
objects, unpredictable actions, and similar programming
difficulties.

Emotion recognition is an interdisciplinary research field
that is becoming very important for intelligent communication
between humans and computers. It has been used in many
areas such as gaming and entertainment, surveillance, robotics
and many more. The potential for using video- and audio-aided
emotion detection to identify and reduce the severity of
psychological and mental disorders has recently gained
attention from the research community. This is mainly
attributable to advancements in artificial intelligence and video
recording technologies.

According to the American Psychiatric Association [1],
social phobia is a “persistent fear of one or more situations in
which the person is exposed to possible scrutiny by others and
fears that he or she may do something or act in a way that will
be humiliating or embarrassing.” It is estimated to be one of the
most prevalent psychiatric disorders in the world [2], and is
also known as social anxiety disorder (SAD). Generally,
people with SAD feel embarrassed or fearful when interacting
with others, especially strangers, and worry about being judged
negatively [3]. They are more likely to misunderstand others’
emotions in social situations.

Facial and emotional recognition tools and techniques can
provide promising solutions for SAD patients. Many existing
software tools can be used to analyze video content and
recognize actions within them. These applications are being
widely used in emotion recognition. AffdexMe [4] by
Affectiva is one such app that analyzes and responds to facial
expressions of emotion in real-time using the built-in camera
on iOS or Android devices.

In this paper, we design and develop a solution that uses
AffdexMe for emotion recognition to help people with SAD
better communicate with others on video chatting platforms.
Our proposed solution aims to enable SAD patients to

1|Page
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recognize the emotions of people with whom they
communicate, and to help them to respond in appropriate ways.
A usability testing experiment was conducted on participants
with SAD for qualitative observation on approach effectiveness
and usage behaviors.

The reminder of this paper is organized as follow. Section 2
presents the literature review and examines what others have
done to tackle mental disorders using video-aided emotion
recognition. Section 3 presents the study approach, experiment
setup, and scenarios considered to demonstrate how AffdexMe
is used to assist SAD patients. In Section 4, we present the
evaluation method and results of the study. Discussions and
study limitations are presented in Section 5. Finally, we
conclude this work and lay out our future research plans in
Section 6.

Il. RELATED WORK

A. Technologies of Facial Recognition Systems

Facial expressions are able to communicate certain
emotions such as anger, fear, or anxiety that people may have
when they encounter certain situations [5]. Different facial
features of experiment subjects were collected and successfully
analyzed for the emotions of task subjects. Under certain
conditions, the 2D facial recognition system used to recognize
a flat face might not be useful for real-time, video-based facial
emotion recognition. However, traditional still image-based
facial recognition systems are not accurate enough when
analyzing motions, even though motions can help to better
analyze the emotions behind individuals’ facial expressions in
terms of psychology and physiology studies [6].

Yet, not all video-based facial emotion recognition
applications are accurate and mature enough to be effective for
widespread use. For example, Hirt et al. (2018) applied
FaceReader to examine students’ emotions of interest and
boredom by video recording their facial expressions while
reading, and later compared these emotional recognition results
to student self-reports [7]. They found that the results from
student self-reports were significantly different from those of
the facial emotion recognition software. They concluded that
until this discrepancy could be better analyzed and accounted
for, the emotion recognition technology could not be formally
applied to educational practice.

However, educational researchers have also argued the
importance of facial emotion recognition to people with
disabilities, such as, for example, preschool children with
autism [8]. They emphasized the importance of intervention
tools such as facial emotion recognition games to help children
with autism understand facial expressions, which may lead
them to exhibit more appropriate social behaviors. Researchers
presented a facial emotion recognition game to children with
autism as an early intervention. They also presented
suggestions for the future design of a facial expression
detection game.

B. Facial Expression and Social Anxiety Disorder (SAD)

Facial expression, as a type of nonverbal communication,
plays a significant role in conveying speakers’ messages and
involves at least 65% of the total meaning of a conversation

Vol. 13, No. 3, 2022

[16], and yet people with social phobia have difficulties
reading others’ facial expressions and emotions. Researchers
have found that such people have longer reaction times for
almost all emotions and lower accuracy in emotion recognition
[10,11]. Specifically, people with SAD tend to view various
facial expressions as conveying negative feedback, whether
they truly do or not.

Based on the research of Lange et al. [10], people with
SAD tend to interpret negative feedback when they encounter
the neutral faces of other people. They believe that a neutral
face actually represents a negative emotion. With further
questionnaires and experiments, researchers found that those
with social anxiety disorder even viewed all facial symbols,
including negative, positive, and neutral, as significantly
threatening. Therefore, assistive technologies are required for
this group of people so that they can communicate
appropriately with others and actively join society instead of
being gradually isolated from society.

C. Open-Source Facial Emotion Recognition Application:
AffdexMe

Yu and Wang (2016) proposed an advanced, real-time,
monocular, video-based facial expression recognition system
that enabled more precise recognition of multiple variables
[12]. An online statistical appearance model (OSAM) was used
to track the facial movements of the participant, as shown in
Fig. 1.

Based on different models created by the computer for
analyzing the geometrically normalized facial mesh, the system
was able to draw conclusions about participants’ emotions
when making different facial expressions. Examples are shown
in Fig. 2 and 3.

Fig. 1. A Sample Revised Interface of AffdexMe shows Six Emotions that
can be Recognized by the Technology. Screenshots have been revised to
Clarify the Font used in AffdexMe.

Fig. 2. The Process of Facial Recognition [5].

2|Page
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Surprise

Happy

Fig. 3. Examples from the Facial Expression Recognition System [5].

McDuff et al. have also indicated that facial expressions
can express certain emotions not only through still expressions
but also through facial movement [13]. Their work provides
the mechanism that enables facial expression recognition to
work when analyzing users' emotions communicated by their
facial movements. A Facial Action Coding System was used in
their study to analyze facial expressions through analyzing the
various actions according to the dataset from Affdex. This
system automatically coded facial expressions when
participants used the video chat platform Skype and analyzed
the emotion of participants.

The traditional dataset for analyzing users’ facial
expressions has been manually collected; thus, it was difficult
to classify diverse facial actions to indicate the emotions of
users. However, the internet-based framework used by
AffdexMe has enabled researchers to collect around 1.8 million
online media videos of spontaneous facial responses [14].
Through active learning, the facial recognition system can
learn 100 different scales of facial expression based on the
movements of various facial features. This active learning
method can help the computer system to recognize even more
precise movements which are not similar to more common
expressions such as smiles or closed eyes [14].

In sum, people with SAD tend to misunderstand facial
emotions when they communicate with others, which makes it
necessary to help them accurately classify the emotions behind
different facial symbols such as positive or negative
expressions. Therefore, a facial expression recognition system
is needed for helping such people understand the true emotions
behind facial features, and therefore reduce misunderstandings
in communication. Our study aims to apply the AffdexMe
facial emotion recognition technology to design a study to help
people with SAD communicate with others appropriately. We
also hope that our results can be generalized to the current
global situation, in which people feel more isolated than ever
before during the COVID-19 pandemic.

I1l. EXPERIMENTAL SETUP AND STUDY APPROACH

Our goal throughout this study is to help SAD patients to
correctly interpret the emotions behind the facial expressions of
others on video chat platforms. To achieve this goal, two
groups of participants were asked to video chat with friends
over Skype [15] for 10 minutes each. The first group included
five ordinary participants (i.e., those not diagnosed with or
symptomatic of SAD). The second group included five
participants who self-reported themselves to have social
anxiety disorder. Participants of both groups were
undergraduate students at one university. Three of the
participants with SAD were female and two were male
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students; all of these participants had never previously heard
about AffdexMe, had not used similar emotion recognition
software before, and seldom video chatted with others prior to
the study. The five ordinary participants with whom the SAD
participants chatted agreed to participate in the experiment
(Table ). Also, participants’ informed consent was obtained
according to research protocols. This involved a statement of
consent to participate in the study and to use their photos for
research purposes. We reduced study bias by requiring the
SAD-free participants not to intentionally control their facial
expressions.

During the 10-minute Skype call, an observer (Fig. 4)
holding a smartphone sat with a SAD patient to capture the call
with the SAD-free participant. Observer’s smartphones had
AffdexMe installed and running during the 10-minute video
call. The AffdexMe app was used to detect six real-time
emotions including joy, sadness, fear, anger, contempt, and
disgust. AffdexMe also showed the percentage of certainty for
every emotion detected. When the AffdexMe detected
emotions, the observer verbally said a short sentence that
described the emotion to the SAD patient. For example, when
the application detected “sadness,” the observer said: “He/she
shows sadness.”

The observer orally describing the emotions detected by
AffdexMe was used to simulate the new function we are
proposing here. In the future, we will develop this feature to
automatically play recorded sentences that describe the
detected emotions. Fig. 5 presents screenshots of AffdexMe
output presenting a participant showing joy, disgust, and anger,
respectively.

We interviewed each of the SAD patients after the video
chatting session and asked them about their experiences when
using this application in order to receive their feedback,
determine if they encountered any problems, and see if they
had any suggestions for improvement.

TABLE I PARTICIPANTS

Total Participants (10)

Ordinary Participants Participants with SAD

Video chat Five Five

Fig. 4. Observer using AffdexMe to Detect Emotions in Skype Video-chat
with Ordinary Participants.
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Fig. 5. AffdexMe Outputs on an Ordinary Participant to Help a Participant
with SAD Understand Emotions. Screenshots have been Revised to Clarify
the Font used in AffdexMe.

IV. RESULTS

During participants’ chat sessions, AffdexMe successfully
and continuously detected emotions with high success rates.
After the 10-minute Skype call, we interviewed the SAD-
participants and asked them about their experiences. The
following questions were asked of participants:

e How did you like the application?

e What changes will you suggest making the application
more effective?

e Do you think you would use an application like this
regularly in your video calls? Why?

All participants reported that this application was helpful
and supported them in reducing misinterpretation of emotions
during video calls. Some participants reported that before using
this application they could not accurately recognize others’
emotions, as they often thought others felt unpleasant or
otherwise negative emotions. One participant also reported that
the application enabled them to comprehend others’ emotions
better and that they do not feel as nervous as they did before
when video chatting with others. One of the participants
expressed that she always found difficulties in interpreting
emotions and often mistakenly regarded others’ facial
expressions as uncomfortable or angry; however, using the
application, she was told that the person with whom she was
video chatting showed no or neutral emotions, rather than
negative ones.

When considering the application’s functionality, a
participant mentioned that the observer sound describing the
detected emotion was too long (Table II). For example, when
the participant-caller showed joy, the observer said, “She
shows joy (Fig. 6),” but, before the sound ended, the
participant-caller had already turned to another emotion.
Therefore, the observer sometimes could not report the
emotion promptly. The participant suggested that the sound
could be simple and short, like “joy,” or could read faster.
Another participant thought the sound was helpful because in
that case, he did not need to look at the application all the time.
Nevertheless, the participant said that the sound was a little
disruptive, as it distracted attention when listening to what the
caller was talking about. Participants reported that they had to
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pay attention to what the application said as well as what their
conversation was about. All participants reported that it is more
likely that they would download and regularly use a similar
application if available for smartphones in the future.

Fig. 6. AffdexMe Output showing One Emotion of a Person Called by One
of the Participants. Screenshots have been Revised to Clarify the Font used in
AffdexMe.

The designed solution to overcome the emotion recognition
challenges encountered by SAD patients when communicating
with others using video chatting apps was likable and
beneficial according to our empirical study results. However,
the study design may have subjected the results to bias. First,
the number of participants interviewed in this work was
relatively small and the findings may not be generalizable.
However, we did try to overcome this limitation by providing
more in-depth results about the subjects' perspectives on the
research questions by interviewing participants rather than
simply asking them to fill out a survey. This helped in being
able to interpret the participants' facial gestures to get more
reliable results. Additionally, the observer voice while
describing the emotions detected by AffdexMe may have
negatively impacted the cognitive performance of the SAD
patients participating in this study. This issue can be resolved
by recording different voices to describe the emotions and
enable users to choose from a list of desired characters or
possibly even languages.

TABLE II. EXPERIMENTAL FEEDBACK

Participants’ Feedback

Emotion Functionality
e Comprehended others’ emotions
better e Should shorten the voice
e reduced misinterpretation of reminders’ length
emotions e Voice reminders’ distraction

e calmed nervousness

V. DISCUSSION AND LIMITATIONS

Our study aims to help people with SAD to communicate
effectively with others via facial emotion recognition
technologies. Our observation and interview results suggested
that this experimental design using facial emotion recognition
helped the participants appropriately video chat with other
participants. While only a limited amount of facial emotion
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recognition research has been done to help people with SAD
[7,8], the positive results of our study shed light on future
related research design. As modern societies” environments are
becoming more stressful due to factors including climate
change disasters or pandemics such as COVID-19, this kind of
individual assistive technology is needed to help people with
SAD to adapt to the changing world. The results of our design
can be generalized to other user groups, and even to ordinary
people who need help when dealing with challenging
communication methods.

Even though our design may help people with SAD to
overcome their fears when interacting with others using video
chat, there are some limitations in this study. For instance, we
only recruited five participants with SAD to run the usability
testing of this design. However, our sample size was based on
the suggestion of Nelson (1993), who expressed that only five
users can figure out 85% of the usability problems of a
technology [9]. This study is only the first step to confirm that
facial emotion recognition technologies can help people with
SAD.

However, the practicability and conveniences of our design
have many areas open to improvement. We suggest integrating
the facial emotion recognition technology together with video
social networks; in other words, inserting a facial emotion
recognition function into video-chatting apps. Much existing
social network software already has the function of video-
chatting, such as Skype, WeChat, QQ, and Zoom. We plan to
write codes to allow the emotion recognition function to
operate during video-chatting, so that, when people are having
video conversations, a small message box is placed at the
corner on the screen. From the box, the user can read the
computer’s detection of emotion changes and the current
emotion of the person being spoken to. We wish to design this
function because video images can often be blurry, and a user
may be able to see their communication partner but not be able
to figure out the expressions on their faces, according to our
experience of this study. With this new design, the user can
better know the emotions of those with whom they chat and
determine their own responses.

We also have specific suggestions for using facial emotion
recognition to help people with visual disabilities. Such
individuals cannot get any visual cues during communication,
so they have more difficulty in interacting with others. We
recommend adding a phonetic function to emotion recognition
apps when people are video-communicating. When the talker
shows strong emotion changes, the app will translate the
emotion information into sounds. Therefore, visually-impaired
people can get phonetic cues when communicating. This new
function will allow them to better interact with others.

V. CONCLUSION

Our design demonstrated how a specific piece of facial
emotion recognition technology helped people with SAD.
Through experiments, observation, and interviews, we
confirmed that facial emotion recognition as an assistive
technology can help people with SAD to appropriately
communicate with others via video chatting. This helps people
with SAD better interact with others, allowing them to escape
from isolation and be more involved in their societies. We also
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proposed design suggestions for further development of this
technology. We recommended adding a small text box to show
the emotion of the talker instead of only using time-consuming
phonetic reminders, in accordance with the feedback of our
participants.

In future studies, we first plan to create a prototype to
integrate the facial emotion recognition technology within a
video-chat software. Then we will run usability tests to see if
users evaluate it as useful and effective. If possible, we will
further program this integration and publish it to serve people
who need emotion recognition aid when communicating with
others.

Moreover, we believe that the sound function is even more
significant for visually-impaired people who may also need
emotion recognition help when video-chatting with others.
They cannot see the faces of other participants, and so they
often cannot figure out their emotions. With our future studies,
visually-impaired people can freely video-chat with others. The
integrated app will tell them the emotion of the other person so
that they can better deal with their social interactions. Of
course, the sound function is mainly designed for visually-
impaired people, so ordinary people may feel this function is
useless and distracting. Therefore, we will add a sound switch
button on the small box. If some users need or prefer to have
the sound function, they can click on it to make the sound
function active (those with visual disabilities may require
others’ help at the beginning). If some users feel the sound is
annoying, they can simply turn it off.

In sum, our study has shed light on future facial emotion
recognition designs, since there has been only very limited
research discussing how this technology can be applied to
serve people up to this point. We hope this study can
encourage more researchers to work on this topic and invent
more promising designs and apps.
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Can the Futures Market be Predicted-Perspective
based on AutoGluon
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Abstract—This paper discusses how to raise efficiency of
predicting the Chinese futures market correlation coefficient.
First, the predicted periods are divided by major events and the
predictabilities between different periods are compared at the
same time. Second, on this basis, an automatic machine learning
framework, AutoGluon is applied to compare the predictive
ability between different deep learning models such as LSTM
and GRU. Results demonstrate that: (1) Compared by LSTM
and GRU, AutoGluon can indeed raise efficiency of predicting.
(2) The changes of prediction error between different periods can
explain the influence of major events happened in futures
market. (3) Although the predictive ability of many models
decline over time, the performance of XGBoost is relatively
stable, which can provide useful tools for market participants.

Keywords—AutoGluon; LSTM; GRU; Chinese futures market

I.  INTRODUCTION

Financial time series forecasting methods include
econometric method represented by ARIMA model and
GARCH model, and deep learning methods represented by
LSTM and GRU model. Futures market forecasting can also
adopt the same method. The traditional econometric methods
based on linear function hypothesis and model driven show
good applicability in dealing with small amount of calculation
and low-dimensional data. However, with the explosive growth
of data volume in the era of big data, econometric method has
gradually exposed its weaknesses.

The LSTM model was originally designed for natural
language processing tasks. Now it has attracted more and more
attentions in time series forecasting tasks. A large number of
in-depth studies have been carried out on the use of LSTM
model to predict future prices. The results showed that deep
learning method has obvious advantages in forecasting
accuracy compared with econometric methods. However, the
deep learning models are too dependent on model structure and
parameter adjustment, which makes it is difficult to deploy
rapidly in different situations. In recent years, the automatic
machine learning method represented by AutoGluon
framework has performed excellently in various tasks relying
on bagging and stacking strategy, and has attracted more and
more attentions due to its ease of use.

Whether deep learning model or automatic machine
learning method, the premise for predicting the future is that
the data obeys the assumption of independent and identical
distribution. A large number of studies have proved that it is
difficult for financial market participants to get rid of

BaiFu Chen®

School of Economics and Trade
Guangdong University of Finance, Guangzhou, China

psychological effects such as greed and fear, resulting in the
fact that historical data have a certain impact on future data,
which leads to the fact that financial time series data are not
completely independent before and after. At the same time, the
impact of major events may change the expectations of market
participants, making it difficult for financial time series data in
different periods to maintain the same distribution assumption.
These problems make many models highly fitting historical
data in the training process have poor generalization ability in
the testing process. Models that perfectly fit existing data
cannot guarantee the same prediction accuracy in the future.

In short, the assumption that financial time series data obey
the independent and identical distribution fundamentally
challenges the basis of machine learning model to predict the
future. The specific manifestation is the difference between
training error and testing error, but the changes of difference
may indicate the changes of market risk.

The innovation of this paper is that according to the time
point of major public events (China’s supply-side reform and
the new corona epidemic), the futures index time series data
are segmented and the correlation coefficients between
varieties are calculated. By analyzing the difference between
the training error and the testing error of the futures index
correlation coefficient, new ideas are provided for the futures
market prediction.

The structure of this paper is as follows: the second section
is the literature review; the third section introduces the models
used in this paper; the fourth section is the empirical analysis
process; and the fifth section is the summary and
enlightenment.

Il. LITERATURE REVIEW

There are many studies on the use of econometric models
to predict financial markets. Li Hongquan [1] used interval
measurement method to study the crude oil price prediction.
Zhang Y J, Yao T, He L Y [2] compared the abilities of
different GARCH models to predict the crude oil market. Li
Hongquan and Zhou Liang [3] used CoVaR, cross-sectional
VaR, absorption ratio, Granger causality index and information
spillover index to measure systemic financial risk, and
examined the predictive ability of five indicators on
macroeconomy in detail. Hong Yongmiao, Wang Shouyang [4]
pointed out that the econometric methods focus on the
relationships between the economic variables to reveal the
inherent nature of economic operation, but due to the highly
simplified and abstract mathematical model, many other
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factors in reality may be not taken into account, which often
results in model misdesign.

With the rapid development of artificial intelligence
technology in the context of big data, machine learning, deep
learning and text analysis have been widely used in the
research of financial market prediction. Chen Y, He K, Tso G
K F.[5] used deep learning model to predict the crude oil
prices, R.A.de Oliveira, D.M.Q.Nelson, A.C.M.Pereira. The
author in [6] studied the application of LSTM model in stock
market forecasting. Mu Nianguo, Yao Honggang [7] proposed
a prediction model of recurrent neural network based on
attention mechanism, and found that the prediction effect of
gated recurrent network was improved after adding attention
mechanism. In addition, a large number of literatures focus on
improving the prediction ability of deep learning model in
stock and commodity markets [8]-[16]. The common point of
the above research is using machine learning models to predict
future prices directly, and the researches focused on improving
the accuracy and speed of model prediction. Ensembles that
combine predictions from multiple models have long been
known to outperform individual models. Wang Y, Liu L, Wu
C.[17] studied the effect of using time-varying parameter
models to predict the crude oil prices. Sun Fuxiong et al. [18]
took the Chinese listed companies as the research object, and
put forward the combination model of stock suspension
prediction. The empirical analysis results showed that the
combination model prediction has achieved high accuracy.
Zhou Hao et al. [19] proposed an improved crude oil price
combination forecasting model, therefore proposed a dynamic
particle swarm optimization algorithm. The experimental
results showed that the predictions of combined model can
greatly reduce the computational complexity and improve the
prediction accuracy. Nick Erickson, Jonas Mueller et al. [20]
proposed the AutoGluon framework based on automatic
machine learning, which greatly simplifies the preliminary
work such as feature engineering and parameter debugging of
traditional machine learning models, and performs well in the
prediction task of structured data. To our knowledge, there is
no precedent to apply AutoGluon to the prediction of financial
time series. In general, the research on the prediction of
financial time series using single or combined models of
econometrics and deep learning has been quite sufficient. But
the research on the prediction performance of automatic
machine learning is not sufficient enough, and the financial
time series data do not obey the assumption of independent and
identical distribution is always an unavoidable matter. In this
paper, the AutoGluon framework is used for predicting the
financial time series for the first time. By analyzing the
difference between the training error and the testing error of the
correlation coefficients of the futures index, the influence of
major public events on the futures market is studied to explore
the method of predicting the risk of China's futures market and
provide reference for researchers.

I11. MODELS DESCRIPTION

A. AutoGluon based on Automatic Machine Learning

In the past decades, many powerful machine learning
models have emerged. But how to integrate these models is
faced with many obstacles, such as model selection, model
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integration, super-parameter adjustment, feature engineering,
and data preprocessing. Automatic machine learning(AutoML)
provides a possible solution through the combination of model
selection algorithm and super-parameter optimization strategy.
As a representative of AutoML, AutoGluon arranges and trains
different models hierarchically, which saves training time and
reduces overfitting by bagging and stacking strategy. It has
long been found that the combination of multiple models can
achieve better performance than single models. The popular
AutoML uses bagging and stacking strategy to improve
prediction ability and reduce variance. Specifically, several
‘base’ models are trained separately at each layer, then the
outputs of each model are aggregated as features to be
transmitted to the next layer for further training (stack) to
achieve performance beyond the 'base' models. As a typical
AutoML, AutoGluon embodies these ideas in Fig. 1.

Output

1
1
L-ght
stack Network GBM
1 ) i
‘ Concat ‘
1

1 T 1
- n
base XGBoost CatBoost
Network GBM
1 1

‘ Input ‘

Fig. 1. AutoGluon’s Multi-layer Stacking Strategy.

This paper select four representative machine learning
algorithms to generate the basic model of AutoGluon,
including artificial neural network, LightGBM algorithm,
XGBoost algorithm and CatBoost algorithm. After the data
were input into the model, different samples are formed by
random repeated sampling, then the bagging strategy is applied
to each layer to train the basic model on different samples by
using four algorithms. At the same time, the stacking strategy
is used to train the basic model on the same original data
sample of each layer. Finally, all the scalars of each model
output are connected to obtain a vector, and then a linear
combination is made to obtain the final output of the model.
The key codes are given in Fig. 2.

1.hyperparameters={'GBM".gbm_options,'NN
":nn_options,’ XGB":xgh_options,'CAT":cbm_o
ptions,}

2.time_limit = 1000 num_trials =5
search_strategy = ‘auto’

3.hyperparameter_tune_kwargs=
{'num_trials":num_trials,'scheduler"'local','sea
rcher':search_strategy, }predictor=TabularPre
dictor(label=label).fit(train_data,time_limit=t
ime_limit,num_stack_levels=1,num_bag_fol
ds=3)

Fig. 2. Key Codes of AutoGluon.
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B. LSTM and GRU

As branches of the recurrent neural network, LSTM and
GRU models can solve the problem of gradient disappearance,
and are often used for time series prediction. In order to
compare with AutoGluon, Keras platform is applied to build
LSTM and GRU models, and the key codes are given in Fig. 3.

1.Key codes of LSTM

model=Sequential()
model.add(LSTM(units=4,activation="tanh',recur
rent_activation="hard_sigmoid',input_shape =
(15, 1)))model.add(Dense (units =1, activation
="linear"))

model.compile(loss='mean_absolute_error',opti
mizer = ‘rmsprop’)

history=model.fit(x_train,y_train,batch_size=1,
epochs =30, shuffle = True )

2.Key codes of GRU
model = Sequential()

model.add(GRU(units=4,return_sequences=Fals
g,activation="tanh',recurrent_activation="hard_si
gmoid', input_shape =(15, 1)))

model.add(Dense(units=1,activation ='linear’))

model.compile(loss='mean_squared_error',optim
izer ='rmsprop")

history=model.fit(x_train,y_train, batch_size
=1,epochs =30)

Fig. 3. Key Codes of LSTM and GRU.

C. Model Assessment Index

There are many indexes to evaluate the fitting ability of
machine learning model. This paper use mean square error
(MSE) and mean absolute error (MAE) as model evaluation
indexes. These can be calculated using the following formulas.

1 "
MSE==% (.-

. A (1)
MAE = — =

—D -yl

where n is the total number of samples, is the actual value
and is the predicted value.

Compared with MAE, MSE gives greater weight to
outliers, so it is not as stable as MAE. For the fixed learning
rate, the effective convergence of MSE is better than that of
MAE, so MSE and MAE are used to evaluate the performance
of the models.

I\VV. DATA DESCRIPTION AND EMPIRICAL ANALYSIS

A. Variables and Data

It is common to select extra-price indicators as explanatory
variables to forecast future price. However, the available time
of extra-price indicators often lags behind the price itself,
which leads to the fact that the hindsight predictable
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phenomenon cannot be realized in real time. Moreover, the
reflexivity between some extra-price indicators and prices is
hard to be falsified. For example, oil prices influence oil
production and vice versa.

Therefore, this paper study the risk measurement of futures
market by establishing the correlation coefficient time series
between the futures index of rebar, iron ore and coke. The
explained variable is the current value of the correlation
coefficient of China's futures market price index, and the
explanatory variable is the historical value of the correlation
coefficient. The specific algorithm is to use the corr function of
math module in python to calculate the correlation coefficient
based on the daily closing price of futures index, and the
number of cycles is 100.

This paper adopts the black industry index of South China
Futures released by the tushare data community, which
includes rebar, hot coil, iron ore, coke, coking coal, wire rod,
manganese silicon and ferrosilicon. However, due to the
different listing dates of each variety, the historical transactions
of wire rod, manganese silicon, ferrosilicon, hot coil and
coking coal are not active and the market influence is small.
Considering the above factors, this paper only analyzes the
futures price index of rebar, iron ore and coke for 2001 trading
days from October 21, 2013 to December 31, 2021.

It can be seen from Table | that the original data (from 21
October 2013 to 31 December 2021) is divided into six
intervals according to the approximate time points of China's
supply-side reform and the new coronavirus epidemic. Then
the correlation coefficients are calculated in each intervals.
Finally, six training sets and six testing sets are generated,
which are divided as follows.

TABLE I. DATASET PARTITION

Interval training sets testing sets reference

number date date

1 20131021- 20141117- Before supply-side
20141114 20151211 reform

2 20131021- 20151214- In supply-side reform
20151211 20180205 PPl

3 20151214~ 20161109- After supply-side
20161108 20170927 reform

4 20180223 20190213- Before new
20190212 20200123 coronavirus

5 20180223- 20200203- In new coronavirus
20200123 20211231
20200203- 20210114- .

6 20210113 20211231 After new coronavirus

Then the training set and testing set are input into the model
respectively. Finally, the results are compared and analyzed.
The specific process is given in Fig. 4.

B. Empirical Analysis
For market participants, when a good fitting model of

historical data (training set) can predict future data (testing set)
within a certain error range, the risk is low. On the other hand
the risk rises when the prediction error increases. Based on this,
this paper proposes two hypotheses: 1) When the market is
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influenced by external events, the risk will increase
characterized by greater prediction error between the training
set and the testing set. 2) When the market gradually adapts to
the influence of external events, the risk will be reduced which
is characterized by the decrease of prediction error between the
training set and the testing set. If these two assumptions hold, it
can be estimated that the market risk level by observing the

Vol. 13, No. 3, 2022

but if the interval 1, 3, 4, 6 is divided into a group and the
interval 2, 5 is divided into a group, the overall error ratio
increases gradually. This shows that as time goes by and major
events influence the market, the overall forecasting ability of
the model is declining. The following Table 11l MAE index
descriptive statistics also reflects the same characteristics.

change of the prediction error between the training set and the TABLE Il.  DESCRIPTIVE STATISTICS OF MSE INDEX OF EACH MODEL
testing set, and then replace the model when the original model nterval
is obviously unable to adapt to market changes. number 1 2 3 4 5 6
futures index closing divided into 12 get 12 correlation LST™M
, , , , Training 0.1574 | 0.0878 | 0.0867 | 0.1244 | 0.1123 | 0.1093
price subintervals|g+6) coefficient datasets MSE 0 0 0 0 0 0
i 0.1041 | 0.1334 | 0.2061 | 0.1612 | 0.3829 | 0.4189
ﬂ Testing MSE 0 0 0 0 0 0
i 0.6613 | 1.5193 | 2.3771 | 1.2958 | 3.4096 | 3.8325
Ratio of error 7 6 6 5 2 7
submodel analyse model input datasets into
K— i = srent mosels GRY
performance assessment index Training 0.1606 | 0.0890 | 0.0887 | 0.1195 | 0.1079 | 0.1041
MSE 2 5 9 0 8 0
Fig. 4. Data Processing Procedure. Testing MSE 2.1012 g.l375 2.2199 2.1559 8.3599 8.3812
After inputting the dataset into different models, the output Ratio of error | 06304 | 15446 | 2.4773 | 13051 | 33332 | 3.6618
results are as follows. 3 4 1 0 1 6
. . . AutoGluon
where Ratio of error=Testing MSE / Training MSE, and the —
smaller the MSE index is, the better the fitting degree of the USI'E”'”Q 8-0337 8-0331 8-0240 8-0342 8-0148 8-0405
model to the dataset is.
Testing MSE | 02495 | 0.1717 | 0.1963 | 0.2022 | 0.3586 | 0.4049
It can be seen from Table Il that AutoGluon framework has esting 0 0 0 0 0 0
obvious advantages |n_f|tt|ng de_gr_ee compare_d_wnh LSTM _ 74035 | 51873 | 81791 | 59122 | 24229 | 99975
model and GRU model in each training set, but it is completely Ratio of error | ¢ 1 7 8 73 3
backward in the testing set. Especially in interval 5, the error
ra:tlo of AutoGluon framework is as hlgh as 24.22, Wh_ICh is far TABLE Il1l.  DESCRIPTIVE STATISTICS OF MAE INDEX OF EACH MODEL
higher than that of other models. If the corresponding MSE
index is carefully observed, it can be found that the MSE of the Interval 1 2 3 4 5 6
training set is only 0.01, and the MSE of the testing set is 0.35, number
which indicates that the AutoGluon framework has a certain LST™M
overfitting phenomenon and leads to poor generalization ability Training MAE | 03063 | 0.2195 | 0.184 0.27 | 0.2522 | 0.2410
of the model. Therefore, when measuring the prediction 9 0 0 80 670 | O 0
accuracy of the model, the MSE value of the model in a single Testing MAE | 02446 | 0.2509 | 0.318 0.31 | 0.4284 | 0.4941
interval cannot be used as the sole criterion, but the 9 0 0 30 240 | 0 0
performance of the model on the training set and the testing set Ratio of error | 0-7985 | 1.1840 | 1722 1.12 | 1.6986 | 2.0502
should be compared. However, even if the model performs 6 5 40 902 | 5 1
well in both training set and testing set, it cannot guarantee that GRU
the model will have the same stable performance in the future. — 03036 | 02188 | 0.185 026 1 0.2208 | 02365
. . . . Training MAE 7 2 51 809 | 3 1
Taking interval 2 (supply side reform) and interval 5 (new
corona epidemic) as reference points, from interval 1 t0 | togtingmag | 02408 | 02610 | 0326 | 0.30 | 0.4298 | 0.4733
: : : : esting 0 3 63 724 | 6 5
interval 3 and from interval 4 to interval 6, it can be seen that
the occurrence of two major events increases the error ratio of | gatio oferror | 07929 | 11929 | 1.760 | 1.14 | 17849 | 2.0014
; ; ; ; 7 0 71 603 | 1 0
each model. This phenomenon confirms the first assumption
mentioned above. One possible explanation is that the AutoGluon
occurrence of_ major events leads to the increase of market _ri_sk, Training MAE | 0-3036 [ 02188 [ 0185 026 | 0.2408 | 0.2365
which is manifested as the decrease of model prediction ability. aining 7 2 51 809 | 3 1
By comparing interval 3 and interval 4, the impact of old major . 0.2408 | 0.2610 | 0.326 0.30 | 0.4298 | 0.4733
events on the market gradually decreases as the error ratio | 'SSUNIMAE 1 3 63 724 | 6 5
decre_ases. This phenomenon (_:onfirms the second assumption Ratioof error | 07929 | 1.1929 | 1.760 114 | 1.7849 | 2.0014
mentioned above. But as major new events occur, the error 7 0 71 603 | 1 0
ratio expands again. Although the error ratio has fluctuation,
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This paper use artificial neural network, LightGBM
algorithm, XGBoost algorithm and CatBoost algorithm to
generate AutoGluon framework sub-model for prediction. The
dataset is divided into six intervals, and AutoGluon framework
generates more than 30 sub-models in each interval. For
simplification, this paper selects the interval before and after
the outbreak of the new coronavirus (interval 5), and studies
the top 10 performance sub-models in the training set and the
testing set, respectively. The evaluation index is MAE as
follows. It should be noted that the research conclusions of
other intervals and MSE are basically consistent with this.

TABLE IV.  COMPARISON OF AUTOGLUON SUBMODEL (INTERVAL 5)
MOd?I Training set MAE | Testing set MAE
ranking
1 WeightedEnsemble | 0.084 | XGBoost BAG_L | 0.365
_L3 51 UT1 06

5 LightGBM_BAG_ | 0.089 | XGBoost_ BAG_L | 0.365
L2/T4 70 1T4 29

3 LightGBM_BAG_ | 0.091 | XGBoost_ BAG_L | 0.366
L2/T1 08 1T2 55

4 LightGBM_BAG_ | 0.091 | XGBoost_ BAG_L | 0.374
L2/T3 37 T3 48

5 LightGBM_BAG_ | 0.091 | CatBoost BAG_L1 | 0.374
L2/T2 96 /TO 94

6 CatBoost BAG_L2 | 0.092 | XGBoost BAG_L 0.376
/T2 03 1/T0 67

7 CatBoost_ BAG_L2 | 0.092 | LightGBM_BAG_ | 0.380
/TO 18 L1/T2 39

8 CatBoost_ BAG_L2 | 0.092 | LightGBM_BAG_ | 0.381
/Tl 74 L1/T1 74

9 WeightedEnsemble | 0.093 | LightGBM_BAG_ | 0.384
_L2 06 L1/TO 50

10 LightGBM_BAG_ | 0.094 | LightGBM_BAG_ | 0.385
L2/TO 74 L1/T4 54

where ‘L’ represents the number of stacking layers, ‘T’
represents the parameter search times and ‘BAG’ represents
the use of bagging strategy.

In the training set of six intervals, the prediction accuracy
of the model is the highest, whether measured by MAE or
MSE. However, in the testing set of each interval, Weighted
Ensemble _ L3 performs quite backward, which may be due to
overfitting in the training process of weighted combination
model, which also shows that the generalization ability of
weighted combination model is weak. In the testing set, it is
found that several models trained by XGBoost algorithm
perform well. It is also worth noting that the same model
performs poorly in the training set and does not enter the top
ten.

Based on the characteristics of the AutoGluon framework,
the more stacking layers and parameter search times, the more
complex the sub-model trained will be. However, more
complex models do not necessarily achieve better prediction
results, which is quite obvious on several sub-models generated
by XGBoost algorithm in Table IV testing set.

In general, from the perspective of model prediction
accuracy, AutoGluon framework is generally better than
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LSTM model and GRU model, especially in the training set.
There is no significant difference between LSTM model and
GRU model. It is particularly noteworthy that the testing/
training error ratio of AutoGluon framework is much larger
than that of LSTM model and GRU maodel, which indicates
that AutoGluon framework has certain  over-fitting
phenomenon.But this does not affect the conclusion that
AutoGluon framework has stronger overall prediction
performance. At the same time, it is noteworthy that the
testing/training error ratios of LSTM model and GRU model
are smaller than those of AutoGluon framework, indicating that
the prediction performance of LSTM model and GRU model is
more stable.

V. CONCLUSION

In this paper, it is found that: (1) the impact of major events
increases the difficulty of futures market prediction. At the
same time, with the passage of time, it is more difficult to
accurately predict the market through a single model, which is
verified by comparing the change of interval error ratio before
and after the event. (2) Although over-fitting phenomenon
exist, the prediction accuracy of AutoGluon framework which
consumes more resources is generally better than LSTM model
and GRU model, but the overall performance difference
between LSTM model and GRU model is trivial. (3) It may be
meaningful to compare model performance only on specific
datasets or tasks. By consuming more resources to train more
complex weighted combination models, it is not certain to
achieve better prediction results in specific tasks, while simple
models are not necessarily inferior to complex models. The
diversity of specific tasks and the ease of use of AutoGluon
framework will make AutoGluon framework based on
automatic machine learning have greater advantages over
traditional machine learning methods in the future.

Based on these findings, such following suggestions are put
forward: (1) In addition to MSE or MAE, ratio of error may be
more suitable to measure the model prediction ability. (2) In
order to improve the performance of time series prediction task
model, XGBoost algorithm is worth being studied in the future.
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Abstract—The stochastic rounding (SR) function is proposed
to evaluate and demonstrate the effects of stochastically rounding
row and column subscripts in image interpolation and scan
conversion. The proposed SR function is based on a
pseudorandom number, enabling the pseudorandom rounding
up or down any non-integer row and column subscripts. Also, the
SR function exceptionally enables rounding up any possible cases
of subscript inputs that are inferior to a pseudorandom number.
The algorithm of interest is the nearest-neighbor interpolation
(NNI1) which is traditionally based on the deterministic rounding
(DR) function. Experimental simulation results are provided to
demonstrate the performance of NNI-SR and NNI-DR
algorithms before and after applying smoothing and sharpening
filters of interest. Additional results are also provided to
demonstrate the performance of NNI-SR and NNI-DR
interpolated scan conversion algorithms in cardiac ultrasound
videos.

Keywords—Cardiac ultrasound; deterministic rounding; image
quality; interpolation; pseudorandom number; scan conversion;
stochastic rounding; video quality

I.  INTRODUCTION

Image interpolation is an important type of estimation that
pervades many engineering applications, where estimates of
image pixel values at points other than the input or source grid
are required and/or affect the desired results and/or the way to
obtain them [1]. In digital image upscaling, the nearest
neighbor interpolation (NNI) remains the fastest algorithm.
NNI is used for estimating image pixel values at points of
interest, and it is traditionally based on the deterministic
rounding (DR) function. This type of function deterministically
rounds off the subscripts of the grid coordinates of the output
or destination image to enable the mapping of pixels from the
source image into the destination image. However, in some
NNI interpolated images cases, the image quality is often bad
because of the presence of heavy jagged artefacts, especially at
image objects’ edges. Here, the DR function-based mapping
remains main the inherent flaws that contribute to the presence
of such heavy jagged artefacts. In this work, the stochastic
rounding (SR) function is alternatively proposed to
demonstrate and evaluate the effects or benefits of
stochastically rounding row and column subscripts in NNI-
based image interpolation and scan conversion. Note that, the
scan conversion algorithm is used for translating input data
(captured in different coordinates) into Cartesian coordinates
(still more suitable for display) [9]. More information on the
scan conversion system block diagram and the scan conversion

using bilinear interpolation examples are provided in [9], [10].
It is important to note that, when the fractional part of non-
integer subscripts equals half a unity, this, key challenge in
rounding functions, still raises the question of how or when to
reasonably use the gain or loss of half a unity — and the SR
function is the answer to this question. The rest of the paper is
organized as follows: Section two introduces the literature
review of interest. Section three presents the SR function.
Section four presents numerical examples showing the
comparison of results based on SR and DR functions.
Section five  presents  experimental  results.  Relevant
discussions are provided in Section six. The conclusion is
given in Section seven.

Il. LITERATURE REVIEW

There exist many image interpolation algorithms, in various
categories, that were developed focusing on improving the
accuracy or efficiency of the algorithm, depending on targeted
applications including but not limited to rescaling, reslicing,
rendering, zooming, coordinate transformations in two-
dimensional data or scan conversion, tomographic
reconstruction and image registration [1]. One of the most
recent applications of interest is artificial intelligence (Al)-
based image super-resolution [2], [3] - whose generalizable
steps are shown in Fig. 1. Here, the authors’ core idea was to
enhance the quality of the bilinear interpolation images, by
applying a set of pre-learned filters on the image patches,
chosen by an efficient hashing mechanism [2]. In another
example, presented in [3], the authors used the bicubic image
interpolation algorithm to upscale the input or source image to
meet the same size as the reference image before starting to
recover from it, a resolution enhanced image comparable to the
ground truth high-resolution image. Both bilinear and bicubic
interpolation algorithms belong to the extra pixel category [4].
This category encompasses all image interpolation algorithms
that create non-original pixels to achieve interpolation results
[4]. The NNI algorithm belongs to the non-extra pixel category
[4]. This category of image interpolation algorithms does not
create non-original pixels to achieve interpolation results [5].
As mentioned earlier, the NNI algorithm remains the fastest
among image interpolation algorithms [6], [7]. However, the
NNI algorithm is based on the deterministic rounding for
source image pixels selection. In [4], the author demonstrated
that the best deterministic rounding (DR) function for nearest
neighbor image interpolation purposes was the ceil function. In
[8], authors proposed the stochastic rounding (SR) idea and,
according to authors in [8], the SR idea was attracting renewed
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interest in artificial intelligence/deep learning because it could
improve the accuracy of the underlying computations.

Here, for xR with x¢F (where FSR denotes the floating-
point number system), the authors considered two stochastic
rounding modes shown in Eq. 1 and Eq. 2.

Mode-1:

_ ([x] with probability 0.5
flx) = {[xj with probability 0.5 @
Mode-2:

_ (Ix]lwith probability p = (x — [x[)/([x] = [x])
Fle) = { |x] with probability 1 —p @

In the first mode (or Eq. 1) authors round x €R with x¢F
up or down with equal probability to the respective nearest
floating-point number. In the second mode (or Eq. 2), authors
round with a probability that is 1 minus the relative distance of
X to each of the nearest floating-point numbers. For X ER, |X]
=max {yeF: y<x}, [x] = min {yEF: y=x}, so that [x] <X
< [x] with equality throughout if x€F. For x¢F, [x] and [X]
are adjacent floating-point numbers. More details are provided
in [8].

)

Al BASED FILTERING

{ R
i OUTPUT IMAGE i
S

I

! INPUT IMAGE I IIMAGE.:‘ZTE.".’OL}\TIONI

)

e

Fig. 1. An Example of Generalizable Steps for Al-based Image Super-
Resolution Application Pervaded by Image Interpolation.

I1l. STOCHASTIC ROUNDING FUNCTION

Here, the stochastic rounding function is developed based
on the equation that incorporates a rand function found in
MATLAB. The MATLAB rand function is based on a new
pseudorandom number generator named Mersenne Twister
(MT). According to [11], the MT pseudorandom number
generator seems to be the best among all generators ever
implemented, with the period29%37 — 1and 623-dimensional
equidistributional property. Also, the success of this C-Code
MT19937 has been achieved thanks to two new ideas added to
the previous version, Generalized Feedback Shift Register
(GFSR), namely, (1) the incomplete array, and (2) the
inversive-decimation method [11]. In the experimental
simulations, presented in this work, the pseudorandom number
(r) was rounded to one digit. Also, the pseudorandom number
was tuned to randomly vary between 0 and 0.5. In this way, it
was possible to automate probabilities of stochastically
rounding up or down thus achieving non-zero positive integers
to be used as row and column subscripts of pixel coordinates.
Note that, due to the intended application - of rounding non-
integer row and column subscripts - EQ.3 incorporates
conditions that allow it to only output non-zero positive
integers.

Vol. 13, No. 3, 2022

—rlifx >rA(xmod1l) >0
[x], otherwise

sreo = {1 @)

In this way, the first condition ensures that any input index
or subscript is greater than any pseudorandom number varying
between 0 and 0.5. The second condition ensures that any input
subscript is of non-integer type before proceeding to randomly
rounding up or down. Note that, for 0 <r=< 0.5, it is an
exception if r > x. Therefore, in such an exceptional case, the
SR function rounds up (e.g., see Table I: See the first line in the
4X group).

Fig. 2 shows an example of destination pixel coordinates
subscripts before round-off operations. In Fig. 2(a) and (b)
results were obtained by doubling a 3-by-3 matrix and plotting
the coordinates of the matrix elements. Note that, when the
rounding operation is random - this results in stochastic pixel
selection in NNI.

3G = = 7]
X1.5 X2
Y25 Y25
25¢ o ® . o
2 [e o G C
> X1 X1.5
Y15 Y1.5
15¢ . . o C
X2
Y1
1 C (o] ® C
0.5C 5 ]
0.5 1 1.5 2 25 3
X
@)
x =
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
0.5000 1.0000 1.5000 2.0000 2.5000 3.0000
v =
3.0000 3.0000 3.0000 3.0000 3.0000 3.0000
2.5000 2.5000 2.5000 2.5000 2.5000 2.5000
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
1.5000 1.5000 1.5000 1.5000 1.5000 1.5000
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.5000 0.5000 0.5000 0.5000 0.5000 0.5000
(b)

Fig. 2. (a) Shows Pixel Coordinate Subscripts before Round-off Operations.
(b) Shows Row (y) and Column (x) Subscripts before Round-off Operations.

IVV. NUMERICAL EXAMPLES

In Table I, the authors compare the output of SR and DR
functions - after upscaling the original 3-by-3 matrix, two
times, three times, and four times. As can be seen, Table |
shows a column of subscripts, a column of random numbers, a
column of DR results, and a column of SR results as well as
columns of the elapsed time in both cases. Again, in Table I,

14|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

when the scaling ratio is equal to two, the SR results differ
from the DR results, twice. The same happens when the scaling
ratio is equal to three. When the scaling ratio is equal to four,
the SR results differ from the DR results, three times, except
that in this case, there is an exception, mentioned earlier -
about when x<r.

TABLE I. X REPRESENTS SUBSCRIPTS AND R REPRESENTS A RANDOM
NUMBER (ROUNDED TO ONE DIGIT). THE DR(X) IS EQUIVALENT TO THE
CEIL(X) FUNCTION

ratio | x r DR(x) SR(x) DR (sec) SR (sec)
0.5000 0.4 1 1
1.0000 0.5 1 1
ox 1.5000 0.5 2 1 0.18 x 0.68 x
2.0000 0.1 2 2 1.0e-05 1.0e-05
2.5000 0.5 3 2
3.0000 0.3 3 3
0.3333 0.1 1 1
0.6667 0.4 1 1
1.0000 0.3 1 1
1.3333 0.5 2 1
X X
3X 1.6667 0.3 2 2 2:32_05 2:82_05
2.0000 0.2 2 2
2.3333 0.4 3 2
2.6667 0.3 3 3
3.0000 0.1 3 3
0.2500 0.5 1 1
0.5000 0.1 1 1
0.7500 0.4 1 1
1.0000 0 1 1
1.2500 0.4 2 1
1.5000 04 2 2
1.7500 0.4 2 2
ax 2.0000 0.4 2 2 0.04 x 0.17
2.2500 05 |3 2 1.0e-05 1.0e-05
2.5000 0.1 3 3
2.7500 0.3 3 3
3.0000 0.4 3 3
3.2500 0.4 4 3
3.5000 0.4 4 4
3.7500 0.5 4 4
4.0000 0.1 4 4

Note that, SR may also produce similar results to DR
results, but that is not guaranteed because the SR’s output
relies on the pseudorandom value. Also, it is important to note
that, the results presented in Table | are specific to a particular
case of r value and input numbers. Still, in Table I, it can be
seen, in the first case involving 2X (1.5 and 2.5), the SR
behaved like the floor function, instead of the traditional
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otherwise. In the second case involving 4X (1.5, 2.5, and 3.5),
the SR behaved like the ceil function — in this way, the pseudo-
randomness of the SR function has answered the question or
removed the challenge of how to reasonably round a non-
integer subscript in when the fractional part is equal to half a
unity (i.e., 0.5). Note that, the most interesting point of DR and
SR functions is that, when the fraction part of a non-integer
equals 0.5, the DR function always rounds a non-integer in a
predetermined or deterministic way, which is not the case with
the SR function. Now, comparing the elapsed time or line
reading time, it can be seen, in Table I, that the time taken by
both the SR and DR functions (to round a given series of non-
integers) is too small to make any significant difference.

V. EXPERIMENTS

A. Datasets, Smoothing / Sharpening Method, IQA Metrics

1) Dataset: Here, the used image dataset originated from
the USC-SIPI Database of 210 Textures, Aerials,
Miscellaneous, and Sequences images [12]. Here the author
uses input images of 128 x128 size and reference images of
512 x 512 size, all converted to 8bits using R2020a MATLAB.
All experimental images are also available at the author’s
GitHub via GitHub.com/orukundo [13].

2) Smoothing / sharpening method: The 2-D Gaussian
smoothing kernel and sharpened using the unsharp masking
methods - available in the MATLAB 2020a image processing
toolbox - are used to extend experiments via evaluating
smoothed and sharpened interpolation results.

3) 1QA metrics: In the beginning, only full-reference (FR)
IQA metrics are used. Those included the mean-squared error
(MSE), structural similarity index (SSIM), and peak signal to
noise ratio (PSNR). These FR-IQA metrics are selected to
quantify or measure the closeness or similarity of modified or
distorted images (i.e., in this case, interpolated images) against
their corresponding pristine images (i.e., reference images),
[14]. Note that for SSIM and PSNR, normally when the scores
are higher (closer to 1 and 100) that means the better visual
quality. For MSE when the scores are lower (closer to 0), that
normally means better visual quality. Here, it is important to
note that MATLAB’s tic and toc command function is also
used to check the elapsed time while reading code lines of the
SR and DR functions (as shown in Table I). In the end, - given
that there exist no reference images or videos for cardiac
ultrasound images or videos - the video frames quality
assessment is done using no-reference (NR) IQA metrics. The
selected NR-IQA metric of interest is the Perception-based
Image Quality Evaluator (PIQE) [15], [16]. Specifically, PIQE
is used to calculate one frame's no-reference perceptual image
quality after every 78-milliseconds for 10 000 milliseconds
(i.e., entire video duration). This 78 milliseconds timestamp is
estimated based on the number of frames of each video and the
entire video duration as well as the suitability for graphical
representation. To understand the PIQE scores, the quality
scale, and score range are as follows: Excellent [0 < 20].
Good [21 <> 35]. Fair [36 <> 50]. Poor [51 <> 80]. Bad [81 <
100], [16]. For scan conversion operations, T5D data files are
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used after being acquired from Duke University’s
Experimental Ultrasound System, T5, [10], [17]. More
information on Duke University’s Experimental Ultrasound
System, T5 can be found via [18],[19],[20]. Note that, with
T5D files, scan conversion operations are doable using a
dedicated graphical user interface, developed in MATLAB, for
post-processing of those ultrasound image sequences (from
Duke University’s Experimental Ultrasound System, T5).

B. Automatic / Objective Evaluation Results (Natural Images)

In Table Il and Table I, priority is given to NNI-DR and
NNI-SR results over the bicubic and bilinear results — keeping
in mind that traditional bicubic and bilinear algorithms
generally perform much better than the traditional NNI
algorithm.

TABLE Il SSIM, PSNR AND MSE METRICS SCORE ESTIMATES BEFORE
APPLYING SMOOTHING AND SHARPENING FILTERS)

SSIM PSNR MSE

NNI- NNI- NNI- NNI-
DR SR DR SR

NNI-DR | NNI-SR

IMAGE1 | 0.4809 | 0.5127 | 21.387 | 22.058 | 472.42 404.82

IMAGE2 | 0.5306 | 0.5688 | 21.443 | 22.391 | 466.41 374.34

IMAGE3 | 0.8713 | 0.8825 | 30.174 | 31.395 | 62.469 47.152 Fig. 3. () Input Imagel. (b) NNI-DR Interpolated Imagel. (c) NNI-SR

Interpolated Imagel. (d) RF Imagel. (e) (b)-Filtered. c)-Filtered.
IMAGE4 | 0.8230 | 0.8388 | 23.667 | 24.903 279.46 210.24 P gel- @) gel- ) (b) 0

IMAGES | 0.5555 | 0.5859 | 20.186 | 21.162 622.88 497.50

IMAGEG6 | 0.5067 | 0.5480 | 20.606 | 21.586 | 565.45 451.30

TABLE Ill.  SSIM, PSNR AND MSE METRICS SCORE ESTIMATES AFTER
APPLYING SMOOTHING AND SHARPENING FILTERS
SSIM PSNR MSE
NNI- NNI- NNI- NNI-
DR SR DR SR NNI-DR | NNI-SR

IMAGE1 | 0.5112 | 0.5481 | 21.381 | 22.334 | 473.03 379.89

IMAGE2 | 0.5627 | 0.6081 | 21.338 | 22.658 | 477.77 352.58

IMAGE3 | 0.8857 | 0.9050 | 29.910 | 31.727 66.38 43.68

IMAGE4 | 0.8358 | 0.8637 | 23.221 | 25.070 | 309.67 202.32

IMAGES | 0.5876 | 0.6354 | 20.009 | 21.528 648.86 457.30

IMAGEG6 | 0.5333 | 0.5895 | 20.516 | 21.977 577.32 412.45

C. Subjective / Human Evaluation Results (Natural Images)

(d) © ®
Fig. 4. (a) Input Image2. (b) NNI-DR Interpolated Image2. (c) NNI-SR
Interpolated Image2. (d) RF Image2. (e) (b)-Filtered. (f) (c)-Filtered.
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b .

o

(@) (b) (©)

Fig. 7. (a) Input Image5. (b) NNI-DR Interpolated Image5. (c) NNI-SR
Interpolated Image5. (d) RF Image5. (e) (b)-Filtered. (f) (c)-Filtered.

(d) ® ®
Fig. 5. (a) Input Image3. (b) NNI-DR Interpolated Image3. (c) NNI-SR
Interpolated Image3. (d) RF Image3. (e) (b)-Filtered. (f) (c)-Filtered.

Fig. 8. (a) Input Image6. (b) NNI-DR Interpolated Image6. (c) NNI-SR
Interpolated Image6. (d) RF Image6. (e) (b)-Filtered. (f) (c)-Filtered.

D. Subjective / Human Evaluation Results (Sectored Images)

®

Fig. 6. (a) Input Image4. (b) NNI-DR Interpolated Image4. (c) NNI-SR
Interpolated Image4. (d) RF Image4. (e) (b)-Filtered. (f) (c)-Filtered.

©

Fig. 9. (a) Bicubic, (b) Bilinear, (c) NNI-DR, (d) NNI-SR (Also see [36]:
Interpolated Scan Conversion - 60).

17|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

VI. DISCUSSION

Table 1l shows columns of score estimates achieved by
NNI-DR and NNI-SR algorithms (using the SSIM, PSNR, and
MSE FR-1QA metrics). In all five image cases presented, the
NNI-SR algorithm achieved score estimates slightly higher
than the NNI-DR score estimates relevant to SSIM and PSNR.
Also, in all five image cases, the NNI-SR algorithm achieved
score estimates slightly lower than the NNI-DR score estimates
relevant to MSE. The same situation is repeated in Table IlI,
where, unlike in Table 1l, the results presented are achieved
after applying the smoothing and sharpening filters. The
Table Il comparison concludes that the NNI-SR performed
better than the NNI-DR, in this specific situation. However,
from the author’s observation, it is also possible that the slight
betterment of the NNI-SR may have been caused by the fact
that the content of NNI-SR images was better aligned with the
content of the reference images than the content of the NNI-
DR images.

CH
Fig. 10. (a) Bicubic, (b) Bilinear, (c) NNI-DR, (d) NNI-SR (Also see [36]:
Interpolated Scan Conversion - 1000).

In Fig. 3, (b) and (c) images have both produced jagged
edges on the outline of the planes as well as the rest of the
building. Also, comparing the results achieved by NNI-SR and
NNI-DR against the (d) RF image, it is clear that only the NNI-
SR algorithm reconstructed the white dots in a way almost
similar to the way such dots look in (d) image. Also, it is clear,
the NNI-DR changed the three white dots or circles to squares.
A similar situation did not repeat after smoothing and
sharpening the results of NNI-DR and NNI-SR algorithms,
shown in (e) and (f), respectively. Note that, here, getting a
closer and clear view of the planes (and/or their locations) was
not possible, even if the results could show plans and airport
terminal (even without having previously seen the RF image in
(d)). In Fig. 4, (b) and (c) images have shown jagged edges on
the outline of the standing man as well as the rest of the ship
edges. As can be seen, the NNI-DR algorithm produced so
heavy jagged artefacts that the silhouette of the man
disappeared completely, as shown in (b). Now, with the image
produced by the NNI-SR algorithm, in (c), the man's silhouette

Vol. 13, No. 3, 2022

is only less hardly imaginable than in the NNI-DR case, shown
in (b). After smoothing and sharpening, the results became too
blurred that is impossible to imagine the man's silhouette, as
shown in (e) and (f). If one sees the (e) and (f) images without
having previously seen the RF image in (d), it is not possible to
imagine the presence of a man's silhouette or ship edges. Here,
it is also important to note that by cropping a small part of the
image (a), the aim was to get a closer and clear view of the
man. In Fig. 5(b) and (c) images have both produced heavy
jagged edges on the outline of the two men as well as the rest
of the beach. This demonstrates that getting a closer and clear
view of the two men was not possible using both NNI-DR and
NNI-SR. But, after smoothing and sharpening the (b) and (c)
images, the results shown in (e) and (f) allow one to imagine
the presence of two men, one standing and one sitting, without
even having previously seen the RF image in (d). A similar
situation is repeated in Fig. 6, Fig. 7, and Fig. 8.

Fig. 9 and Fig. 10 show two cardiac ultrasound imaging
sectored images obtained using different interpolated scan
conversion algorithms. Here, the bicubic interpolated scan
conversion sectored image-(a) looks better than the rest of
bilinear, NNI-DR, and NNI-SR interpolated scan conversion
images in (b), (c), and (d), respectively. It is important to note
that originally the frame rate was 60 and 1074 frames per
second for images in Fig. 9 and Fig. 10, respectively. The value
of frame rates could be seen on the Graphical User Interface
developed for cardiac ultrasound video visualization. Note that
relevant videos are available at
https://github.com/orukundo/Interpolated-Scan-Conversion-of-
B-Mode-Cardiac-Ultrasound-Image-Sequences (see the link
entitled:  Interpolated  Scan  Conversion-1000  and/or
Interpolated Scan Conversion-60). Also, note that to easily
perceive the video quality difference — relevant to the
mentioned interpolated scan conversion algorithms - the
monitor resolution must be high enough.

Further assessments were done via plotting and comparing
graphs of pixel intensity distributions in NNI-DR and NNI-SR
interpolated images against the pixel intensity distribution in
reference images before and after filtering operations.
Fig. 11(a) shows the number of pixels counts versus the
corresponding number of bins in NNI-DR interpolated and
unfiltered IMAGEL, NNI-SR interpolated and unfiltered
IMAGEL1, and RF IMAGEL. Fig. 11(b) shows the number of
pixels counts versus the corresponding number of bins in NNI-
DR interpolated and filtered IMAGEL, NNI-SR interpolated
and filtered IMAGE1 and RF IMAGE1L. As can be seen, in
each case, none of the NNI-DR or NNI-SR results (represented
by the blue and green line) matched perfectly with the RF
results (represented by a red line). In other words, the number
of pixels belonging to each bin of the FR IMAGE1 remained
different from the number of pixels belonging to each bin of
the NNI-DR and NNI-SR IMAGEL. This difference is also
visible between NNI-DR and NNI-SR results, otherwise, it
would not be possible to see the blue and green lines. Although
not exactly at the same extent, a similar situation is generally
repeated in Fig. 12, Fig. 13, Fig. 14, Fig. 15, and Fig. 16 based
on IMAGE2, IMAGE3, IMAGE4, IMAGES, and IMAGES.
Note that the number of empty bins in the source image
remained equal to the number of empty bins in the images
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interpolated by NNI-DR and NNI-SR (i.e., a condition in the
non-extra pixel category).

In Fig. 17(a) and (b) cases, the video frames were
repeatedly evaluated after 78 milliseconds (instead of
evaluating every frame), in each of the 10-seconds videos. This
option for evaluation of video frames was opted to better
understand the performance of each interpolated scan
conversion algorithm, or else understand why an image or
frame quality was bad or good at a specific time, in ultrasound
systems. Here, it is important to note that, in the past, many
attempts were done to develop methods to assess the quality of
ultrasound imaging systems automatically or objectively [21],
[22], [23]. In the recent past, the author introduced an index for
image interpolation quality assessment as a preliminary step to
a suitable method for image quality assessment in ultrasound
imaging — only focusing on undesirable artefacts, known as
aliasing [24].
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Fig. 11. (a) and (b) show the Number of Pixels Counts versus the Number of
Bins in RF, NNI-DR and NNI-SR-based IMAGEL1 before and after Filtering.

However, until now, the PIQE remains the only NR-IQA
metric very sensitive to two interesting cases of undesirable
artefacts in ultrasound imaging, namely: grain-like or speckle-
like noise and blurriness. As can be seen, the bilinear
interpolated scan conversion algorithm achieved the lowest
mean score (i.e., blurriest video frames) in both (a) and (b)
cases. Also, note that the current literature demonstrates that

Vol. 13, No. 3, 2022

the bilinear interpolation has always been associated with
being the most blurriness productive among all non-adaptive
interpolation algorithms [25], [26], [27], [28] even if it has
proved to be useful in other image processing techniques [29],
[30], [31]. The fact that bilinear performed poorer than others
in both (a) and (b) cases, confirms its inherent flaw of being the
most interpolation blurriness productive.
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Fig. 12. (a) and (b) show the Number of Pixels Counts versus the Number of
Bins in RF, NNI-DR and NNI-SR-based IMAGE?2 before and after Filtering.

Now, considering (b), where the original video frame rate
was 60, NNI-SR achieved higher PIQE scores than NNI-DR
and in general, both NNI-DR and NNI-SR interpolated scan
conversion algorithms achieved the best PIQE scores compared
to the other two interpolation algorithms of the extra-pixel
category. Considering (a), where the original video frame rate
was 1074, the bicubic interpolated scan conversion algorithm
demonstrated strength that would normally be expected, as it
normally produces better image quality than most non-adaptive
interpolation algorithms [32], [33], [34], [35]. The mean scores
were provided, in the legend, to quickly assess the performance
of each interpolated scan conversion algorithm. Note that,
these mean scores are specific to these cases. Also, note that
these mean score values may change. It is important to note
that, the 78 milliseconds timestamp was adopted referring to
the frame rate and video duration to enable the more
informative and clearer plotting of graphs — otherwise with
only 10 seconds videos, the graphs would have looked like
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straight lines or similar. Note that the results in (a) and (b) also
prove that the PIQE can be considered as the most suitable NR-
IQA metric for ultrasound image quality assessment because,
in (2) and (b) example, PIQE-based results match perfectly
with the well-known performances of interpolation methods,

mentioned.

IMAGE3

18000

16000 -

14000 [

12000 [

10000 [

8000 -

6000 -

NUMBER OF PIXELS

4000 -

2000

ob——

0

——FRF
———— NNI-DR
NNI-SR

50 100 150 200
NUMBER OF BINS

(@)
IMAGE3

300

16000

14000 |

12000 -

10000 |

8000 |

6000

NUMBER OF PIXELS

4000 |-

2000

i RF
L ———— NNI-DR
| NNI-SR

50 100 150
NUMBER OF BINS
()

300

Fig. 13. (a) and (b) show the Number of Pixels Counts versus the Number of
Bins in RF, NNI-DR and NNI-SR-based IMAGES3 before and after Filtering.
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Fig. 14. (a) and (b) show the Number of Pixels Counts versus the Number of
Bins in RF, NNI-DR and NNI-SR-based IMAGE4 before and after Filtering.
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Fig. 16. (a) and (b) show the Number of Pixels Counts versus the Number of
Bins in RF, NNI-DR and NNI-SR-based IMAGES before and after Filtering.
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Fig. 17. (a): Videol - Original Frame Rate Equals 1074. (b) Video2 - Original
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VII. CONCLUSION

Evaluation and demonstration of effects of stochastically
rounding row and column subscripts in NNI-based image
interpolation and interpolated scan conversion were presented
and discussed. Here, evaluation of effects of SR function was
achieved using both human evaluation and automatic 1QA
metrics of interest while experimental demonstrations were
conducted using natural and ultrasound images. With natural
images, the automatic evaluation showed that the NNI-SR
algorithm could achieve slightly better score estimates than the
NNI-DR score estimates in terms of SSIM, PSNR and MSE -
before and after applying the smoothing and sharpening filters.
However, the human evaluation showed that both rounding
functions could result in heavy jagged artefacts at the edges of
image objects, with the exception after the smoothing and
sharpening of interpolated images. With cardiac ultrasound
images, the human evaluation suggested that the bicubic
interpolated scan conversion algorithm could achieve the best
results among the rest of the algorithms (in these specific cases
involving sectored images). With 60-fps and 1074 fps videos,
the NNI-SR and NNI-DR almost tied in terms of PIQE scores
thus raising the question of which algorithm could perform
better than the other if longer videos were used. It is important
to remind that relevant research challenges and extensive
findings were presented and explained especially in the
introduction and discussion parts. Future works could focus on
applying the SR function in other engineering areas — for
example, in a data augmentation to create more deep learning
training samples, etc.
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Abstract—This study aims to construct machine learning
models to predict the elderly's internet-accessed time. These
models can resolve the information gaps in the present and
future by analyzing information use factors such as internet
access and mobile device usability. We analyzed 2,300 adults 55
years of age and older who participated in the national survey.
This study followed a pipeline of five steps: primary data
selection, data imputation to process missing data, feature
ranking to identify most important features, machine learning
algorithms to develop classifier models, and model evaluation.
We applied the Extremely Randomized Trees classifier (Extra
Tree) model, the Random Forest classifier (RF) model, and the
Extreme Gradient Boosting classifier (XGB) model to look for
feature ranking, then select feature importance. All classification
models used the accuracy score to calculate the effect. In our
study, the most accurate model for predicting the Internet access
time of the elderly was the XGB model. The evaluation scores of
the XGB machine learning model are very positive and bring
high expectations. To solve the information gap of the elderly
problem, we can use these effective models to predict the elderly
object. Then, we can give some solutions to help them in a society
with a strong information technology base.

Keywords—Information gap; machine learning; prediction
model; elderly

I.  INTRODUCTION

Articles related to the fourth industrial revolution, artificial
intelligence  (Al), robotics, autonomous vehicles, and
unscrewed aerial vehicles appear in the media daily. As such,
modern society is an information society. How does an
information society affect the daily life of the elderly?
Research began with these questions. Information Society is
the development of information and communication
technology.

It refers to a society in which valuable information can be
created. It means that the center of existing economic activity
is shifted from goods to information, services, and knowledge.
Information becomes a vital resource as much as material or
energy resources. In other words, through collecting,
producing, processing, and storing information, the distribution
of information is spread, and this is a society in which these
actions are universal. With the rapid development of
information and communication technology day by day, it is
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rapidly entering into human life and making human life more
convenient.

However, in a developing society, there are two people
classes, one that does not have a computer or mobile device to
access the internet, and one has those devices but cannot use it
or has a low level of usage. They are the information-
vulnerable class or the information-poor class [1, 2], and the
representative targets are the disabled, the elderly, the low-
income class, and farmers and fishers [3, 4]. An information
gap is created between those who have access to new forms of
information technology and those who do not. This information
gap is expanding from the quantitative aspect of simply owning
the internet or mobile device to the view of inequality among
members of society arising from the qualitative aspect related
to information literacy ability. Factors that cause this
information gap include economic factors that can possess
information devices, sociodemographic factors such as gender,
age, race, and region, and cultural factors such as information
literacy ability [5, 6, 7, 8, 9].

In this study, the level of the information gap of the elderly
is predicted by the recent internet accessed time, and the factor
recent internet accessed time is analyzed in terms of mobile
usability factors. This study aims to construct machine learning
models to predict the elderly's internet accessed time. These
models can resolve the information gap in the present and
future by analyzing information use factors such as internet
access and mobile devices usability.

Il. METHODS AND MATERIALS

A. Research Subjects

The data source for this study was the 2019 Digital
Information Gap Survey. The number of respondents who
participated in 2019 Digital Information Gap Survey is 15,000
people aged seven and over nationwide. A detailed description
of the data source is presented in Choi (2020) [10]. We
analyzed 2,300 adults aged 55 or older among the subjects who
completed the survey.

B. Research Process

The programming language used in this research was
Python version 3.7. This study followed a pipeline of five
steps: primary data selection, data imputation to process
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missing data, feature ranking to identify most important
features, machine learning algorithms to develop classifier
models, and model evaluation. The primary dataset had 2300
samples, with many missing values in 233 features. This study
selected thirteen features involved in mobile devices usabilities
of the elderly, which are encode by "code3 (whether or not you
have a smartphone; 1=yes, 2=no), code7 (internet availability;
1=yes, 2=n0), codel5 (availability of mobile devices (e.g.
display/sound/security/alarm); 1=not at all, 4=most are
available), codel6 (availability of mobile devices (e.g. wifi);
1=not at all, 4=most are available), codel7 (whether you can
move files from mobile device to computer; 1=not at all,
4=most are available), codel8 (whether you can send
files/photos from mobile device to others; 1=not at all, 4=most
are available), codel9 (whether necessary apps can be
installed/deleted/updated on mobile devices; 1=not at all,
4=most are available), code20 (whether it can scan/repair the
mobile device's malicious code (virus, spyware, etc.); 1=not at
all, 4=most are available), code21 (whether you can write
documents or materials (memo, word, etc.) on mobile device;
1=not at all, 4=most are available), code22 (whether you can
connect and communicate with others over the Internet; 1=not
at all, 4=most are available), code23 (whether you can actively
exchange opinions on political and social issues or problems
using the Internet; 1=not at all, 4=most are available), code24
(Whether you can protect yourself from personal information
exposure; 1=not at all, 4=most are available), code25 (Whether
you can be responsible for the use of the Internet; 1=not at all,
4=most are available)". The target variable was defined as
recent internet use experience (1=within the last month, 2=over
a month, 3=never used). The dataset table is presented in
Fig. 1.

code3 code7 code1l5 codel6 codel7 codel8 code19 code20 code21 code22 code23 code24 code25 code26
0 1 1 3 3 3 3 3 3 3 3 3 3 3 1
1 1 1 2 2 3 3 2 2 3 2 2 3 1
2 1 1 2 2 3 3 2 2 2 3 2 2 2
3 1 1 3 2 2 3 1 1 1 1
4 1 1

4 4 4 4 3
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2300 rows x 14 colur

Fig. 1. Dataset Table.

code3 (whether or not you have a smartphone; 1=yes,
2=no), code?7 (internet availability; 1=yes, 2=no), codel5
(availability of mobile devices (e.0.
display/sound/security/alarm); 1=not at all, 4=most are
available), codel6 (availability of mobile devices (e.g. wifi);
1=not at all, 4=most are available), codel7 (whether you can
move files from mobile device to computer; 1=not at all,
4=most are available), codel8 (whether you can send
files/photos from mobile device to others; 1=not at all, 4=most
are available), codel9 (whether necessary apps can be
installed/deleted/updated on mobile devices; 1=not at all,
4=most are available), code20 (whether it can scan/repair the
mobile device's malicious code (virus, spyware, etc.); 1=not at
all, 4=most are available), code21 (whether you can write
documents or materials (memo, word, etc.) on mobile device;
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1=not at all, 4=most are available), code22 (whether you can
connect and communicate with others over the Internet; 1=not
at all, 4=most are available), code23 (whether you can actively
exchange opinions on political and social issues or problems
using the Internet; 1=not at all, 4=most are available), code24
(Whether you can protect yourself from personal information
exposure; 1=not at all, 4=most are available), code25 (Whether
you can be responsible for the use of the Internet; 1=not at all,
4=most are available), code26 (recent internet use experience;
1=within the last month, 2=over a month, 3=never used).

This study applied the Extremely Randomized Trees
classifier (Extra Tree) model, Random Forest classifier (RF)
model, and Extreme Gradient Boosting classifier (XGB) model
to look for feature ranking then select feature importance [11,
12, 13]. Extreme gradient boosting (XGB) - a supervised
Machine Learning (ML) algorithm was compared to Gradient
Boosting classifier (GBM) model, K-Nearest Neighbors
classifier (KNN) model, Random Forest (RF) model, and Extra
Tree model then applied to make the most effective model with
tuned hyperparameters. Three different feature ranking
strategies were used for each model to determine the best
combination of feature ranking techniques, number of features,
and prediction model. A block diagram of the working process

is shown in Fig. 2.
» [Bp e roeine Feature ranking
Dataset Input < Extra Tree, RF, XGB>
Using top 13 features

Using top 12 features

Machine Learning
< XGB, GBM, KNN,
RF, Extra Tree>

Best Model
Selection

Using top 2 features

Using top 1feature

10-fold
Cross-
validatio

>

Fig. 2. Block Diagram of the Working Process.

C. Model Evaluation

All classification models used the accuracy score to
calculate the effect. Models’ accuracy can be defined as the
relationship between true positives and true negatives.

Besides the accuracy score, this study also used Area Under
the Curve (AUC) score to evaluate the model in case of which
model’s accuracy score is equal to the others’ accuracy score.
AUC measures the area beneath the ROC curve and is scale-
invariant. It is also threshold invariant. AUC measures how
good a model is at predicting True Positives and False
Positives [14]. AUC ranges in value from 0 to 1. One model
which mis-predicts 100% has an AUC of 0.0; one which
predicts 100% correctly has an AUC of 1.0.
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All machine learning models for prediction, augmentation,
and feature ranking were developed using Python 3.7 codes
that utilized the Scikit-Learn machine learning library. The best
model’s hyperparameters were tuned using the HyperOpt
library and the stratified k-fold cross-validation, where the
value of k was 10.

I1l. RESULTS AND DISCUSSION

A. Performance Evaluation of Machine Learning Models

Features' correlations were observed before finding feature
ranking. Fig. 3 represents the correlation heatmap of the
dataset. We can see that target data, code 26, has positive
relations to code 3, code 7, and has negative relations to code
15, code 16, code 18, and code 19.
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Fig. 3. Features Correlation Heatmap of the Dataset.

In this study, three different methods of feature ranking
were applied (XGB, RF, and Extra Tree) [13]. As shown in
Fig. 4, code3, code7, and codel8 were the most important
features in most cases. All three algorithms returned code3 as
the most important feature. Code 3 represents the question
about usable phone type at home, and code 7 represents the
question about availability for using the internet at home. Code
18 was encoded to ask about users' ability to send files/photos
from their mobile device to others.
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Fig. 4. Feature Ranking (a) Extra Tree Algorithm; (b) XGB Algorithm; (c)
RF Algorithm.

code3 (whether or not you have a smartphone; 1=yes,
2=n0), code7 (internet availability; 1=yes, 2=no), codel5
(availability of mobile devices (e.0.
display/sound/security/alarm); 1=not at all, 4=most are
available), codel6 (availability of mobile devices (e.g. wifi);
1=not at all, 4=most are available), codel7 (whether you can
move files from mobile device to computer; 1=not at all,
4=most are available), codel8 (whether you can send
files/photos from mobile device to others; 1=not at all, 4=most
are available), codel9 (whether necessary apps can be
installed/deleted/updated on mobile devices; 1=not at all,
4=most are available), code20 (whether it can scan/repair the
mobile device's malicious code (virus, spyware, etc.); 1=not at
all, 4=most are available), code21 (whether you can write
documents or materials (memo, word, etc.) on mobile device;
1=not at all, 4=most are available), code22 (whether you can
connect and communicate with others over the Internet; 1=not
at all, 4=most are available), code23 (whether you can actively
exchange opinions on political and social issues or problems
using the Internet; 1=not at all, 4=most are available), code24
(Whether you can protect yourself from personal information
exposure; 1=not at all, 4=most are available), code25 (Whether
you can be responsible for the use of the Internet; 1=not at all,
4=most are available), code26 (recent internet use experience;
1=within the last month, 2=over a month, 3=never used.
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KNN and several Tree based ML models (RF algorithm,
extra tree classifier, GBM, and XGBoost) were applied to
analyze our dataset using the top feature, then the top two
features, the top three features, etc., continuing for all 13
features [15]. This step identified the best combination of
feature ranking model and a minimum number of features to
achieve the best performance. As a fundamental machine
learning algorithm, K Nearest Neighbor is a method of
predicting output values based on a set of input values. It is one
of the least complex machine learning algorithms. It classifies
the data point on how its neighbor is classified. The KNN
algorithm can compete with the most accurate models because
it makes highly accurate predictions. The Random Forest is
used in this study because it is stable and easy to implement
and provides several interesting properties, including
computing variables with excellent efficiency [16]. The extra
tree classifier combines the results of multiple de-correlated
decision trees collected into a "forest" to produce a
classification result. It has been applied in this study because it
is similar to RF; however, its construction method in the forest
is optimal and faster than RF [13, 16, 17]. GBM and XGBoost
are two popular techniques for ensemble ML, and their
performance is good on structured and tabular data. These
techniques are used to solve real-life data science problems and
solve them with parallel tree boosting. While both XGB and
GBM use gradient boosting as a principle, there are differences
in the modeling details. Specifically, XGBoost uses a more
formalized formalization to control overfitting, making it
perform better [18]. These techniques were used because their
impact has been widely recognized in many machine learning
and data mining challenges [13].

Vol. 13, No. 3, 2022

Table | shows the performance of the top models for each
of the five ML algorithms that employ three feature ranking
approaches utilizing three feature ranking approaches. The
XGB model using the XGB feature ranking method produced
the best results. This model used 11 features, reaching 0.970 of
accuracy score and 0.9894 of AUC score. For this model,
selected variables included code3, codel5, codel8, code?,
code25, code22, code23, codel9, code2l, codel6, code20,
code24, and codel7. GBM came in second with an accuracy of
0.970, and its AUC score of 0.9884 is slightly lower than that
of XGB. Therefore, the XGB model was chosen as the best
model, and its hyper-parameters were tuned to get the most
effective model.

B. Performance Evaluation of XGB Classifier Model

The best model obtained in this study is the XGB model
with the XGB feature ranking method. The XGB Classifier
model used 11 important selected features (code 3, code 7,
code 15, code 18, code 19) as feature variables and code26 as
the target variable. Feature and target variables were split to
70% for training and 30% for test. The XGB model’s
hyperparameters were tuned by the HyperOpt library.
Developed by James Bergstra, Hyperopt is a powerful Python
library for hyperparameter optimization. Hyperopt uses a form
of Bayesian optimization to find the best parameters for a
given model. It can optimize a model with hundreds of
parameters [19]. After tuning the hyper-parameters, the best
XGB Classifier's hyper-parameters are ‘colsample bytree’:
0.66, ‘gamma’: 1.06, ‘learning rate’: 0.43, ‘max_depth’: ©,
‘min_child weight’: 1.0, ‘n_estimators’: 14, ‘subsample’: 0.83.
The most effective XGB model had a 0.97 accuracy score and
0997 AUC score. The model can be evaluated to work
extremely effectively.

TABLE I. ANALYZING THE PERFORMANCE OF DIFFERENT MACHINE LEARNING MODELS

Algorithm ';/fgézlr: Selection ][\lel;{?ﬁgg of Accuracy Average Recall ';‘;’:Criz?oen Average F1 score g\géigfuc

Extra Tree 12 0.968 0.968 0.968 0.967 0.989
XGB Random Forest 13 0.968 0.968 0.968 0.967 0.989

XGB 11 0.970 0.970 0.970 0.969 0.989

Extra Tree 12 0.968 0.968 0.969 0.967 0.990
GBM Random Forest 10 0.968 0.968 0.968 0.967 0.988

XGB 11 0.970 0.970 0.970 0.969 0.989

Extra Tree 5 0.959 0.959 0.959 0.958 0.972
KNeighbors Random Forest 2 0.962 0.962 0.962 0.962 0.949

XGB 3 0.964 0.964 0.963 0.963 0.975

Extra Tree 11 0.964 0.964 0.963 0.963 0.986
?g:‘e‘i‘t’m Random Forest 9 0.967 0.967 0.967 0.966 0.985

XGB 4 0.965 0.965 0.965 0.964 0.989

Extra Tree 3 0.962 0.962 0.962 0.961 0.982
ExtraTree Random Forest 4 0.965 0.965 0.965 0.964 0.985

XGB 4 0.965 0.965 0.965 0.964 0.985
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IV. CONCLUSION

In this study, the level of the information gap of the elderly
can be predicted as the recent internet accessed time, and the
factor recent internet accessed time is analyzed in terms of
mobile usability factors. This study constructed machine
learning models to predict the elderly's internet accessed time
through the elderly's mobile usability factors. XGB algorithm
was used to design the machine learning model (XGB
Classifier Model).

The evaluation scores of the XGB machine learning model
are very positive and bring high expectations. To solve the
information gap of the elderly problem, we can use these
effective models to predict the elderly object. Then, we can
give some solutions to help them in a society with a strong
information technology base. For example, the authorities can
give these people introductory training courses on information
access skills to limit the information access gap of the elderly.
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Abstract—Web accessibility is an inclusive practise that
ensures everyone including people with disabilities can
successfully work and interact with websites and use all their
functionality. The research in the paper investigates the problem
of web accessibility of Regional museums in Bulgaria and the
compliance of their websites with the recommendations of Web
Content Accessibility Guidelines 2.1 (WCAG 2.1), published by
World Wide Web Consortium (W3C). The study presents the
results of the user experience of people with disabilities regarding
the accessibility of museums and exhibits in them. A methodology
for automated testing of web accessibility with several software
tools is described in the paper. Results from these tests are
analysed and visualized with graphical tools. Some important
conclusions about most common accessibility problems are given.

Keywords—Accessibility; museums; web accessibility; visual
disability; disabled person; testing; automatic validation tools;
WCAG criteria

I.  INTRODUCTION

In present days Internet brings information to the user in a
quick and easy way by just one mouse click. But this is not the
case regarding people with different types of disabilities.
According to the World Health Organization (WHO) a
disabled person is anyone who has “a problem in body function
or structure, an activity limitation, has a difficulty in executing
a task or action; with a participation restriction”. In 2021 WHO
reports [2] state that people identified as disabled are over 1
billion. The COVID pandemic dramatically increases the
importance of the special needs of people and addressing the
accessibility problem. One of the most important issues that all
digital resources and site makers on the Internet should
consider and work on is the accessibility for people with visual
impairments. According to WHO 253 million people are
affected by some form of blindness and visual impairment.
This represents 3.2% of the world’s population, the second
largest group of people with a certain type of disabilities.
People with disabilities often have difficulty accessing the
content of websites. Web accessibility includes good practices
for removing these limitations through appropriate content
design and organization. There is no clear correspondence
between the good functionality of a website and its
accessibility. In practice, designers and developers need to
make additional efforts to understand the needs of people with
disabilities and to adapt the developed web accessibility
standards to their digital resources [3], [4].

World Wide Web Consortium (W3C) [8] presents Web
Accessibility Initiative (WAI) [9] as guidelines and
recommendations for web accessibility. WAI initiated the
development of the Web Content Accessibility Guidelines
(WCAG), which are now at version 2.1. The guidelines were
built on four principles [8]:

e Perceivable - information and user interface
components must be presentable to users in ways they
can perceive;

e Operable - User interface components and navigation
must be operable. The interface cannot require
interaction that a user cannot perform;

e Understandable - users must be able to understand the
information as well as the operation of the user
interface;

e Robust - content must be robust enough that it can be
interpreted reliably by a wide variety of user agents,
including assistive technologies.

There are three compliance levels within WCAG 2.1 [5],
[7]:

e Level A: Minimal compliance - prohibit elements that
would make the website inaccessible;

o Level AA: Acceptable compliance - all the success
criteria categorized as A and AA are satisfied. Used in
most accessibility rules and regulations around the
world;

e Level AAA: Optimal compliance - all the success
criteria categorized as A, AA and AAA are satisfied.

The WAI Accessible Rich Internet Applications Suite
(ARIA) [9] defines a way to make web content and web
applications more accessible for dynamic content and advanced
user interface controls developed with Ajax, HTML,
JavaScript, and related technologies [6].

Aside from ethical and business justifications, there are
legal reasons for applying Web Content Accessibility
Guidelines in various nations and jurisdictions. In January
2017, the US Access Board approved a final rule to update
Section 508 of the Rehabilitation Act of 1973. The new rule
adopts seventeen WCAG 2.0 success criteria, but 22 of the 38
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existing A-level and AA-level criteria were already covered by
existing Section 508 guidelines. In EU Directive 2016/2102
requires websites and mobile applications of public sector
bodies to conform with WCAG 2.1 Level AA. The European
Parliament has approved the directive in October 2016, the
European Commission updated the WCAG reference from 2.0
to 2.1 in December 2018 [22].

This paper presents results from an automated testing of
accessibility of the websites of the Regional museums in
Bulgaria. Some of the results are also discussed in relation to
the user experience gathered by a group of volunteers with
visual impairments. Sections 2 shows an overview of other
accessibility research articles related to museums. In Section 3
authors present the methodology of the conducted experiment.
The results of the testing experiment are presented and
discussed in Section 4.

Il. ACCESSIBILITY AND BULGARIAN MUSEUMS

Digital museums are important part of today’s digital
world. The accessibility of their websites is even more
important in last two years of world pandemic. There are a lot
of research articles related to museum accessibility. In [12] is
discussed how changes caused by the COVID-19 pandemic
potentially pose a threat to the experience of disabled people,
in particular blind and partially sighted visitors. Research [13]
investigates the perspectives of 72 blind and partially sighted
individuals on enhancing their visiting experience in museums.
In [14] and [18] some case studies are presented, and the
results and conclusions reveal that museums websites in
Bulgaria and in other countries are still far from being
considered accessible, and improvements in several areas are
required.

The accessibility of museums includes not only visually
impaired people being able to visit the museums, but also the
content and objects in them being perceivable and
understandable to them. Some of the possible and often used
worldwide solutions to improve accessibility for the blind and
visually impaired people in museums are to place Braille signs
on all doors, secure stairs with handrail, tactile guide paths,
audio information, Braille language plaques.

Unfortunately, this is not always enough for visually
impaired people, who may not be able to find the appropriate
Braille inscriptions. Even if they do find them, they often do
not offer complete information about the objects like the full
information that can be obtained by a person with normal
vision in the museum or cultural site.

Increasing attention is being paid also to audio guides -
cultural routes with audio sounds, voice guidance and digitally
accessible content, libraries and archives.

Some common accessibility barriers for blind and visually
impaired people and possible solutions include:

1) Getting main information about location, physical
access points, work time, available cultural and historical
exhibitions, collections, objects and information in the
museum.

Vol. 13, No. 3, 2022

2) Finding, reading and understanding available
information online and offline on sight.

3) Booking a visit for a person/ group with special needs,
organizing companion or assistant help if needed.

4) Providing online directions with text or audio

5) An online map of site content with hyperlinks is greatly
useful for those with disabilities.

6) Searching information or objects - a site needs to have
an easy-to-find and operate search module/ tool on the first
page. Usually, it is located in the top headline section, with an
option to search with one or a few keywords in pages of the
site or an available database and library with cultural and
historical knowledge and object. In order to be found the data
should be properly organized, categorized, described, meta
tagged, etc. [20].

7) Digital accessibility of sites: Website need to be
accessible for all types of users and devices from everywhere
and it should not take too much time to load and open a page or
find the most important information. More about site
accessibility and criteria can be found in [11] and [19]. More
about web accessibility of sites is also described in the next
pages with research results.

Bulgaria has many natural wonders, historical and cultural
relics and heritage. There are more than 180 museums in the
country that preserve and expose unique samples of Bulgarian
and world cultural heritage [10]. Most of them have sites with
digital materials and information, virtual tours and expositions
on the websites.

Bulgarian Ministry of Culture published a list with 50
cultural museums in 2020 that offer online services and tours,
during the epidemic measures situation. Many of those sites
and the ones reviewed by the authors in previous research
papers [1] and [11] have short video tours, images and text
digitized materials, but only a few of the sites show rich data
repositories with large collections, annotated objects with
captions, metatags and detailed categorized descriptions and
search functionality. Some sites have simple education
materials with basic games, images for printing and quizzes for
kids; other museums use videos online in sites and social
networks with people presenting exhibitions or objects, as
more interactive digital storytelling [1].

Unfortunately, previous research of cultural sites shows
that the accessibility of digital content and the websites of
many of these museums in general is not at a high enough
level. The survey conducted with volunteers with visual
impairments found that over 80% of museums digital sites are
not accessible to people with visual impairments, i.e., don't
have an audio or text alternative. The results are similar in the
negative aspect of the question "Is there access to museum-
related materials in Braille, enlarged font and audio?" [11].

There are 30 Regional museums in Bulgaria with websites
with information and digitized materials. In the next sections
authors investigate the accessibility of these sites. Table |
presents a list of Regional museums with their name, website
URL and unique ID used for reference in the results section.
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TABLE I. LIST oF MUSEUMS
ID Name URL
1 Regional Museum - Veliko Tarnovo https://museumvt.com/bg/
2 Regional Museum - Gabrovo https://h-museum-gabrovo.bg/
3 Regional Archaeological Museum - Plovdiv https://www.archaeologicalmuseumplovdiv.org/
4 Regional Ethnographic Museum - Plovdiv https://www.ethnograph.info/front/index.php
5 Regional Museum of Natural History — Plovdiv https://rnhm.org/bg/home
6 Regional Museum - Plovdiv https://historymuseumplovdiv.org/
7 Regional Museum - Burgas https://www.burgasmuseums.bg/
8 Regional Museum - Ruse https://www.museumruse.com/
9 Regional Museum - Varna http://www.museumvarna.com/
10 Regional Museum - Pleven https://rim-pleven.com/
11 Regional military museum - Pleven http://panorama-pleven.com/
12 Regional Museum - Lovech https://lovech-museum.bg/
13 History Museum - Sofia https://www.sofiahistorymuseum.bg/index.php?lang=bg
14 Regional Museum - Yambol http://yambolmuseum.eu/
15 Regional Museum - Vidin http://museum-vidin.domino.bg/index2.htm
16 Regional Museum - Vratza https://vratsamuseum.com/
17 Regional Museum - Silistra https://www.museumsilistra.com/bg/
18 Regional Museum - Pernik https://www.museumpernik.com/
19 Regional Museum - Smolyan https://museumsmolyan.eu/
20 Regional Museum - Pazardzhik https://museum-pz.com/wp/
21 Regional Museum - Sliven http://museum.sliven.net/
22 Regional Museum - Razgrad https://abritus.bg/
23 Regional Museum - Shumen https://museum-shumen.eu/
24 Regional Museum - Montana https://montana-museum.weebly.com/
25 Regional Museum - Kyustendil http://www.kyustendilmuseum.primasoft.bg/bg/index.php
26 Regional Museum - Stara Zagora https://www.rimstz.eu/
27 Regional Museum - Kardzhali https://www.rim-kardzhali.bg/
28 Regional Museum - Haskovo http://haskovomuseum.com/
29 Regional Museum - Dobrich https://www.dobrichmuseum.bg/
30 Regional Museum - Blagoevgrad https://museumbld.com/

I1l. METHODOLOGY

Automated evaluation software testing tools often called
validators check the web site accessibility according to the
guidelines defined by WCAG. They try to identify some errors
and potential problems and give some recommendations about
improvements of the web site accessibility. These automated
tools are not panacea. They give an initial impression about
the accessibility level of a web resource and can help
developers about fixing general accessibility problems. For
more detailed and complete accessibility test an additional
manual testing should be conducted. Similar research and
results on the topic can be found in [21]. During this manual
testing all potential problems from automatic testing tools
should be also addressed. It is not a rare case when automated
testing tools give a false positive result indicating that the site
is 100% accessible. Examples of such cases are presented in
the next section. That is why additional manual testing is
mandatory. However automated testing results can give a
good overall impression about the web accessibility of a site.
There are more than 150 automated testing tools in the Web
Accessibility Evaluation Tools List from W3C. Three of them
are selected to perform the tests of the website’s accessibility
of Bulgarian Regional museums.

1) TAW [15]: TAW is an automated tool for web site

analysis based on WSAG recommendations. It is developed by
the Spanish Foundation Centre for the Development of
Information and Communication Technologies. It is available
either as a browser extension or as a web service. It
summarizes results in three categories “Problem” (should be
fixed), “Warnings” (developer review is needed), ‘“Not
reviewed” (manual check is required). In the experiments
performed are used options for Level AA accessibility
checking with HTML, CSS, JS options enabled.

2) WAVE [16]: WAVE is another web accessibility test
automation tool that also can be used either as a browser
extension or as a web service. The report contains five
categories that indicate and errors and features that should be
addressed to improve accessibility.

3) Lighthouse [17]: It is an open source automated tool for
quality improvement of the web site. It can be used as a web
browser extension. The report gives scores and
recommendations about different indicators. Only one of them
is accessibility.
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IV. RESULTS Result for each museum is shown on a separate row and
assigned ID from first column corresponds to the ID from
Table 1. Same ID is used as a reference label on the other
graphical results that follows next in this section.

Table Il presents scores for all the museum sites with the
three testing tools that were used in the research.

TABLE II. ACCESSIBILITY TESTING SCORES OF MUSEUM SITES
TAW Lighthouse WAVE
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Lighthouse presents results for web site quality in five
categories. In Table II, they are denoted as P (Performance), A
(Accessibility), B (Best Practices), S (SEQ). A special web
application was created for automatic usage of Lighthouse API
to test all the sites. The application performs three consecutive
tests for each site and average the results.

Fig. 1 presents the results for the main criterion that
considered — accessibility. Good results are those that are over
90. These are only 6 museums and only one of them is with
score over 95. This is the Regional Museum of Dobrich (29).
Regional Museum of Vidin (15) has the lowest score. Its site is
with a very old-fashioned design even visually and also with
bad technical implementation.

Considering data displayed on Fig. 2, the conclusion is that
most of the museums (57%) are below the average Lighthouse
score of 79 for all tested sites. Also, 80% of them are with a
score below the acceptable value of 90. This means according
to Lighthouse measurement Bulgarian regional museums
websites are with low accessibility level.

Fig. 3 presents the other scores that Lighthouse uses to
measure the quality of a web site. As a general conclusion it
can be stated that websites with low accessibility level in most
cases have low values on the other measurements too.

In the experiment is performed a manual testing for
accessibility to the site of Regional Museum of Dobrich (29)
which has the highest Lighthouse score. A group of volunteers
with visual impairments found some additional problems that
were not detected by the automation testing. For example, the
main menu is totally inaccessible since it does not contain the
necessary attributes for screen readers to find that there are
dropdown options. Also, the dropdown list opens on mouse
hover and not on Enter key click, which makes it totally
inaccessible.

TAW testing tool displays potential problems and warnings
according to the four accessibility principles: Perceivable (P),
Operable (O), Understandable (U) and Robust (R). These
results are presented on Table Il for each site. The total number
of potential accessibility errors are presented in the column
marked with T on its header section. Results marked with red
are from the sites where TAW was not able to perform the test
because of some automation restrictions incorporated in the
site.

On Fig. 4 are presented results for issues marked as
“Problems” by TAW tests.

Lighthouse score

b 5 6 7 8 9 10 11 1 13 14 15 16 U 18 19 20 2 2 23 2% B %

Fig. 1. Lighthouse Accessibility Scores of Tested Museum Sites.
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TAW Average #Errors = 64

Lighthouse Average Accessibility
Score =79

Fig. 3. Lighthouse other Scores.

TAW Test

Fig.4. TAW Scores.

A total number of potential problems detected on the site is
indicated with yellow line.

The results of Regional Museum — Gabrovo (Number 2 in
Table 1), Regional Museum — Haskovo (28), Regional Museum
— Blagoevgrad (30) and several other similar scores can be
distinguished as museum sites with lowest number of
accessibility problems. On the other side are Regional Museum
— Yambol (14), Regional Museum — Montana (24) and
Regional Museum — Kyustendil (25) with total number
problems close to 200.

It's interesting to notice some controversial result for the
same websites between the Lighthouse scores and those
generated by TAW. For example, Regional Museum — Yambol
(14) has accessibility score of 91 by Lighthouse but on the
other hand TAW notices a total number of 202 problems. In
fact, the TAW results are more adequate in this case, and this is
confirmed by performed manual testing of the site by the group
of volunteers. Most of the errors detected by TAW are related
to bad menu navigation and not well-formed link tags. Also,
there are a lot of problems connected to parsing — HTML not
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well formed or not used according to specs. These problems
are confirmed in manual testing but omitted in Lighthouse.
Also, there are cases where Lighthouse evaluation is more
precise than TAW. It has been already discussed the badly
designed and totally inaccessible site of Regional Museum —
Vidin (15) but TAW does not manage to find all the problems
in this simple functionality and generates only 7 problems. On
the other hand, Lighthouse correctly produces low score of
only 33.

Reconsidering the results from Fig. 2 about the average
number of TAW errors, it can be noticed that about 66%
percent of the sites has below this average number of 64 errors.
This could be considered as generally good result for overall
accessibility.

WAVE produce a web accessibility report for a web site in
five categories: Errors (E), Contrast Errors (C), Alerts (A),
Features (F), Structural Elements (St), HTML5 and ARIA
(AR).

The results for each category and for each of the tested sites
are presented on Fig. 5.

Again, the site of the Regional Museum - Veliko Tarnovo
(2) is not successfully tested due to access restrictions.

From other sites with the lowest levels of Errors and
Contrast errors Regional Museum — Ruse (8) and Regional
Museum — Kardzhali can be distinguished. Again, there are
some false negative results like Regional Museum — Vidin
(15). According to WAVE it has only 1 error and 2 alerts, but
manual check proves that the accessibility problems in this
case are much more.

An interesting and unique part of web site analysis with
WAVE is that the developer receives a direct visual remark
about the accessibility problematic elements on the page. Fig. 6
presents one such visual report about the problems related to
the site of Regional Museum — Ruse (8).

WAVE Test

it Ll ]
“ : ”LH N LEILU e Lw 'HL HIJH £ !Ll LL

5

Fig. 5. WAVE Software Test Scores of the Experiment.

QWAVE e IEEn

Detalls n @ Kakeo npousBexnar u @ Pabotunuuua 3a

[} myaeunTe? G MapTenuuuB Ekomyael ¢
aKksap1ym

Fig. 6. WAVE Software Visual Report Screen from the Research.
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V. CONCLUSION

The research in the paper investigated the important
problem of web accessibility on museum sites. The research
uses automatic web site testing tools and a group of volunteers
— blind and with visual impairments for manual testing of 30
websites of Regional Museums in Bulgaria.

In general, the conclusion is that most of the web sites
present below average and not a satisfactory level of digital
accessibility. Most common accessibility problems found on
the researched websites of museums are summarized as
follows:

1) Heading elements are not in a sequentially descending
order — tags from <h1> to <h6> are missing or are not used in
proper way.

WCAG criteria:
e 1.3.1 Info and Relationships (Level A).
e 2.4.6 Headings and Labels (Level AA).

2) <html> element does not have a [lang] attribute - a
screen reader assumes that the page is in the default language
and might not announce the page's text correctly.

WCAG criteria:
e 3.1.1: Language of Page (Level A).

3) Links do not have a discernible name — if present they
improve the navigation experience for screen reader users.

WCAG criteria:
e Success Criterion 2.4.4: Link Purpose (Level A).

4) Image elements do not have [alt] attributes - informative
elements should aim for short, descriptive alternate text.

WCAG criteria:
e Success Criterion 1.1.1 (Non-text Content) (Level A).

5) Background and foreground colours do not have a
sufficient contrast ratio - low-contrast text is difficult or
impossible for many users to read.

WCAG criteria:

e Success Criterion 1.4.3: Contrast (Minimum) (Level
AA).

e Understanding Success
(Enhanced) (Level AAA).

The volunteers with visual impairments in the experiment
stated, during the research, that the automatic software results
are useful for orientation and defining main points of sites they
need to improve in order to comply with Web Content
Accessibility Guidelines, but further real-time testing with
visually impaired people is also needed, as the software cannot
detect all important issues on sites concerning accessibility,
functionality and usability of sites for visually impaired and
blind people. This is a matter of further research and scientific
papers.

Criterion 1.4.6: Contrast
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Nevertheless, the existing web accessibility testing software
for sites is very useful for web developers and site makers, as
well as for institutions and museum representatives. They
enable a vast number of sites and databases to be checked
automatically in a very short time. Such automated software
solutions are necessary in modern times with immense
volumes of generated and uploaded online information and
sites.
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Abstract—There is much research on the state-of-the-art
techniques for generating training data through neural networks.
However, many of these techniques are not easily implemented
or available due to factors such as copyright of their research
code. Meanwhile, there are other neural network codes currently
available that are easily accessible for individuals to generate text
data; this paper explores the quality of the text data generated by
these ready-to-use neural networks for classification tasks. This
paper’s experiment showed that using the text data generated
by a default configured RNN to train a classification model can
match closely with baseline accuracy.

Keywords—Neural networks; machine learning; text genera-
tion; classification; natural language processing; data augmenta-
tion; artificial intelligence

I. INTRODUCTION

Training data is crucial for machine learning tasks. In cases
where there is little availability of training data due to limited
time and resources, it becomes difficult for machines to be
able to learn.

In the field of computer vision, there have been successes
and benefits from using different methods to generate new
training data; this is called data augmentation. This is done
by creating new training data based on the original labeled
training data. An example of data augmentation in image
data is manipulating labeled training data of images through
transformations such as rotation and cropping. This generates
new training data images for the machine to learn from.

However, in the field of natural language processing (NLP),
data augmentation has been a challenging problem as there
have been difficulties in establishing universal rules for trans-
formations in textual data while maintaining the quality of the
label [1]. For example, the sentence “this is good” is a state-
ment with positive intent, but with a small transformation such
as swapping the words to make it “is this good,” it becomes
a question with no positive intent; the meaning completely
changes. There are also various studies on identifying effective
ways to transform labeled textual training [1].

Another technique used to generate more training data is
generative augmentation, where more new data is generated
compared to switching or cropping images. There has been
success in using GAN networks to generate more training data
such as images of human faces [2].

Generative models have also been explored in the NLP field
with existing language models [1]. There is ongoing research in
generative models for both computer vision and NLP. However,

for an individual who is building a machine learning system
with classification tasks, these state-of-the-art techniques for
generating text data can be quite difficult to implement.

Thus, this paper’s intended purpose is to help individuals
who want a “ready-to-use” method to generate more textual
training data, by assessing the effectiveness of some of these
available methods. The types of individuals that this is focused
on are, for example, an entry-level data scientist who is hired
in a small team for a machine learning and NLP project, a
freelancer who is working on a personal project or a computer
science student who is building a chatbot as part of their
degree. A common task to implement is labeling data for
training machine learning systems, thus classification is the
task chosen for this experiment, allowing us to evaluate how
“good” the generated training data is based on the accuracy
results of the classification model.

There is currently much state-of-the-art research to help
generate textual training data. However, much of this is not
readily accessible due to copyright protection. Meanwhile, the
state-of-the-art research that does have code available online
is often complicated and difficult for entry level data scientists
or coders to implement.

There are existing deep learning models available, such as
TensorFlow [3] that are readily available for programmers to
use; these are considered “ready-to-use” in this paper. There
have been no studies though on the effectiveness of these
neural network codes online. This research aims to perform
an exploratory experiment on ready-to-use neural networks and
the quality of the generated data.

II. RELATED WORKS
A. Generative Augmentation

Generative models are models that generate textual data;
these models are often used in the research field in text genera-
tion. They have been explored in the use of data augmentation
as they use the newly generated data as additional training
data, this helps to increase the diversity of the text which can
incorporate new information. Some generative models use pre-
trained language models to improve their performance [1].

There are various state-of-the-art techniques, and research
has been done on generative models for data augmentation.
Although this is not the focus of this paper, most research on
generative models in data augmentation shows minor improve-
ments.
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Rizos et al. [4] identified that one of the issues of online
hate speech classification is not enough relevant training data
that can be found online, and training on only a small amount
of data will cause overfitting. Thus, they created an RNN that
can generate data for online hate speech labeling to combat
this issue. Their augmented data has improved 30% in hate
speech class recall and 5.7% in macro-F1 score [4]. However,
the authors state that further work can be done as the generative
model was not the best performing augmentation method. In
addition, it is only for short-text, and it is unknown whether
the classification would be as effective for non-short text data.

Another technique, G-DAUG, was proposed by Yang et
al. [5]. G-DAUG generates synthetic data using pretrained
language models and then selects the most informative and
diverse set of examples for augmentation. It has been shown to
be effective on multiple common-sense reasoning QA setting
benchmarks. However, the authors state that more improve-
ments can be made to enhance the quality and diversity of the
generated data [5].

Noise generation techniques are commonly used in gen-
erative methods as they help to solve the issue of class
imbalance [1]; Qiu et al. [6] introduced a variation autoencoder
(VAE) based method as a noise generation technique for
text generation used in their paper. VAEs are autoencoders
which transform input data into a latent representation. In their
paper, however, it still only showed marginal improvements in
classification tasks.

Generative Adversarial Network (GAN) is also another
popular method used for data augmentation in computer vision
[1]. There has been research in using GAN models for data
augmentation in NLP, such as using the seqGAN architecture
[7]. This is just like a GAN model, a generator, and discrim-
inator, but used for textual data and the task of classification.
There were, however, only minor improvements [1].

Many of the text generation techniques that have been
explored in the research field are not readily available for the
public to use. This is due to reasons such as copyright, or
their research involves complex algorithms to be implemented
in deep learning models, which may be time-consuming for
individuals to implement. In addition, a lot of it is not for
general use as their research findings are specific to a particular
chosen field or topic.

Meanwhile, there has not been in-depth research on the
quality of generated words from ready-to-use techniques.

III. EXPERIMENT DESIGN

The experiment was conducted by using benchmark text
classification data, AG News [8], then using a CNN built from
Python as a classification model to obtain the baseline accuracy
rate, then using a ready-to-use RNN [5] to generate synthetic
training data. The same CNN model is then used to train and
test the original dataset in combination with the new generated
training data to evaluate the accuracy of the textual training
data.

Vol. 13, No. 3, 2022
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Fig. 1. Experiment Design Process.
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As shown in the figure above (Fig. 1), there are three
different sized datasets for this experiment. I first got the ac-
curacy of small, medium and large baseline datasets, obtaining
three baseline accuracy results. Then I used RNN to generate
additional training data for each small, medium and large
dataset. I then used the same CNN and tested the accuracy of
the original dataset plus the newly generated synthetic training
data.

A. Dataset

The dataset used was AG News which consists of four
different classes, 1-4, where 1 is world, 2 is sports, 3 is
business and 4 is science/technology [8].

e  Dataset split ratio: 80% (training) and 20% (validat-
ing)
e  Each label had an equal number of sentences

e  Validating sets had a mixed number of labels
They were split into three different sized datasets:

e  Size ratio: Sentences Total = Training/Validating
a.  Small: 50/40/10

b.  Medium: 500/400/100
c.  Large: 1000/800/200

An equal number of labels were in the training sentences. For
instance, in the “medium” training dataset of 400, there were
100 (400/4) sentences from each label.

In some real case scenarios, 1,000 sentences of a total
dataset split for training and testing may not be considered
a “large” dataset, it is though considered “large” respective to
this experiment.

The sizes of the dataset were randomly chosen as there is
no “common sized” dataset used in the real world. The figure
below (Fig. 2) shows the original dataset with labels that were
augmented.
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1,"ATHENS, Greece - Greek sprinters Kostas Kenteris and Katerina Thanou pulled out of the

Athens Games on Wednesday, nearly a week after they missed a drug test and were later ’ input: InputLayer
hospitalized following a suspicious motorcycle crash. ""I'm withdrawing from the Olympics,""
Kenteris said after meeting with the International Olympic Committee's disciplinary
commission..."

4, “The chief scientist at the National Aquarium in Baltimore has launched a review of the dolphin ‘
breeding program after the death of a 4-month-old dolphin.”

3,"Hewlett-Packard shares fall after disappointing third-quarter profits, while the firm warns the
final quarter will also fall short of expectations.”

2,"With Scott Williamson bracing for a potentially grim diagnosis of his latest elbow injury, the
Red Sox last night appeared poised to move on without him as Curtis Leskanic inched closer to
rejoining the club. The Sox initially indicated they would make an announcement last night on l
Williamson's injury but changed their position during the first winning of the game ..."

input: | (None, 40)
output: | (None, 40)

|mpul:| (None, 40) ‘
[ output: | (None, 40, 100) |

input: | {None, 40, 100)
mn_1: LSTM
output: | (None, 40, 128)

input: | (None, 40, 128)
mn_2: LSTM
output: | (None, 40, 128)

Fig. 2. Original Dataset with Label [8].

input: | (None, 1)
context_input: InputLayer
output: | (None, 1)

[ input: | [(None, 40, 100), (None, 40, 128), (None, 40, 128)] |
‘ output: ‘ (None, 40, 356) |

Each dataset generated 200 lines of new training data.

[ input: ] (None, 40.356) | input:_| (None, 1)

A . .. A attention: ghted Average - contexi_reshape: Reshape
When the CNN is trained on the new training data, it also [oop: |_¥one. 356) ] ouput: | (None:
includes the original dataset. For instance, the small dataset o e i s 350 o ]
was fed into the RNN model and generated 200 additional |"”‘"“"”“""‘ cupur: | (None, 465) o€ [owpue | None 3511 |

lines. This small dataset along with the 200 new additional
sentences were fed into the classification model to test accu-
racy. This was to mimic a real case scenario where someone
would use their existing training data in combination with the Fig. 3. Textgenrnn Architecture [9].
synthetically generated data. Similar to the choice of the sizes
of dataset, generating 200 additional lines was also randomly

input: | (None. 357)
context_output: Dense
output: | (None, 465)

chosen. TABLE I. EXPERIMENT RESULTS
B. R NN Dataset Baseline accuracy New dataset New dataset accuracy
Small 40% 250/40/10 40%

The RNN model chosen was textgenrnn created by Max Medium 70% 700/400/100 60%
Woolf [9], it is a Python 3 module that is built on top of Large 73% 1200/800/200 72%
Keras/TensorFlow. This model can be configured by the size,
layers and whether to use a bidirectional option. This was
chosen as it is free, quick to implement and can be easily Original Dataset / Additional Dataset
customized for an individual level. small medium large

small & new medium & new large & new

For this experiment, the RNN model had not been config- 08
ured or changed, it simply used the default configuration and 0.70 0.73 0.72
settings. This was so I could see how good just the default 07 .
configuration was as some individuals who are in early entry 0.60
to this field may not know how to do configurations in an RNN 06 :
but still want to generate text training data.

The default model takes an input that converts each char- o
acter to a 100-D character embedding vector and feeds into E 0.40 0.40
two LSTM layers [9]. The architecture of this RNN is shown g 04
in Fig. 3. 03
C. Text Classification Model 02

The CNN was built from Python’s TensorFlow [3]. The
architecture was as follows: input of up to 50 words, 1D con- 01
volutional layer of 128 filters of size 5 with ReLU activation 0.0
function with a softmax output layer. The metrics used to Baseline  New | Baseline New |Baseline  New
evaluate accuracy were chosen through the TensorFlow CNN'’s Accuracy Accuracy |Accuracy Accuracy |Accuracy Accuracy

configurations which returns binary accuracy [3].

In addition, GloVe [10] was used to train the 100-
dimensional word embedding.

Fig. 4. Accuracy Visualization Comparison.

IV. RESULTS AND DISCUSSION Southern Sunday hit the Brate Star victory and now skin.

The results shown that for the small dataset the accuracy Fig. 5. Label 2 Generated Example.

remains the same as shown in the table, at medium it becomes
worse, but at the large dataset the accuracy catches up almost
meeting the baseline. A visual comparison of the detailed The results do not show a clear pattern, but it can be
results can be seen in Fig. 4. concluded (at least with this experiment) that this example
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of a ready-to-use RNN of default configurations generates
text training data that will likely closely match the baseline
accuracy.

There was more investigation by looking at the generated
text and a sample is given in Fig. 5. This is considered a label
2 which is “sports”. At least with this example, it still seems
that the generated data is still within the same topic.

In addition, the repository for textgenrnn [9] has made
notes regarding the quality of the generated text data. The
repository states that “results will vary greatly between
datasets” [9] and that the best results are of datasets with at
least 2,000-5,000 documents [9]. For smaller datasets, it is
recommended to train it longer by setting num_epochs higher
[5]. In this experiment, num_epochs was set at the default value
of 1.

For the field of data augmentation in NLP in general, this
experiment shows that more questions can be considered for
generating text data, such as, “What are the characteristics of
words that affect the CNN?” and “Are specific parameters of
RNNS better for different types of text data?”

V. CONCLUSIONS AND FUTURE WORK

Although the experiment did not show obvious patterns for
different factors in generating text data, it has answered the
question the paper posed: Can ready-to-use RNNs generate
“good” text data? Based on this experiment and this dataset,
if an individual imports and runs this example of ready-to-use
RNN with default settings, the classification results will likely
match close to the baseline accuracy. With some more tweaks
and adjustments, it is likely that the accuracy will improve, but
more research can be conducted on the quality of ready-to-use
RNNs with adjusted configurations.

Thus, in the future there can be more research conducted to
further investigate the quality of the textual data and into not
using default configurations — instead investigating through an
RNN with adjusted parameters.

In addition, since this experiment only included three
different sized datasets, more research can also be done with

Vol. 13, No. 3, 2022

more variety to discover more.
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Abstract—The wireless technology is applied in developing
various applications in different trust areas. Due to this there is a
huge demand for the spectrum band. The available spectrum can
be shared among the primary users and the secondary users. The
spectrum is utilized by the secondary user on rental basis. In this
competitive world, the primary users provide a good quality for
services to the end users for retaining the spectrum band. The
pricing is one of the vital components in Cognitive Radio
Networks (CRN) for owning/renting the spectrum. The spectrum
is utilized by the secondary users when the spectrum is in idle
state. This research work focuses on the spectrum pricing for the
secondary users based on the price paid by the primary user. The
primary users generate revenue, the same price is utilized for
maintenance or annual fees which is to be paid to the governance
of telecommunication department. The pricing and trading issues
is one of the research areas for allocating the spectrum to the
primary users. This research work focuses on providing
spectrum to the secondary users with the minimal price for
utilization during the specified time. The work highlights the
open fact that there is a huge scarcity of the spectrum and the
price are high, and not affordable to the individuals. Hence
primary users lease/rent out the idle bandwidth for the
secondary user. To utilize the spectrum for a dedicated period of
time the secondary user has to pay the usage charges to the
primary user. In this research work, various methods are
presented for determining the price for the secondary users. The
pricing components are analyzed by adapting the one-way Anova
which compares the values among the groups. The results
indicates that all the group means are not same and they are
independent variables.

Keywords—Price; game theory; analysis of price; trading;
usage

I.  INTRODUCTION

The spectrum is one of the important resources for
wireless communication. Due to the huge demand, there is a
scarcity of spectrum band. These issues are resolved by
cognitive radio networks. These radio networks are self-
configurable hence these networks are called as intelligent
radios. The spectrum hole is detected by using match-filtering
method, cyclo-stationery and energy detection method. There
are four different challenges in spectrum management:

e Spectrum Sensing: Detect the unused portion of the
spectrum.

Arun Kumar B. R

Professor, Department of Computer Science & Engineering
Research Supervisor, VTU-RC, Dept. of MCA
BMS Institute of Technology and Management
Yelahanka, Bengaluru, India

e Spectrum Decision: Based on internal/external policy
allocating the available spectrum.

e Spectrum Sharing: sharing the available spectrum
between Primary user (PU) and Secondary user (SU)
without overlapping.

e Spectrum Mobility: Hand-off of the signal between the
networks.

The spectrum allocation problem is solved by different
perspectives such as criteria, approaches, techniques and
challenges [1]. The spectrum pricing is one of the major
criteria in spectrum utilization. Since individuals cannot
purchase the spectrum band, the primary users are responsible
of owing the spectrum. The underutilized spectrum or unused
spectrum can be reused for various communication purpose by
allocating the bandwidth to the secondary users. The primary
user (PU) sends the signal status which indicates idle or busy
state. If the channel state is idle. The allocation is based on the
rental/leased method. The system works based on the sharing
of the frequency band between the primary user and the
secondary user. To improve the QoS for wireless
communication, the economics plays a vital role for setting the
charges based on the demand for the purpose of developing
wireless technology. The available bandwidth is shared
between the Pus and SUs on mutual agreement. The primary
user decides to lease/rent some portion of the unused spectrum
to the secondary user. This technique is called trading. In
trading both users are involved. The spectrum allocation and
pricing depend on the bandwidth that are available for
bidding. Fig. 1 depicts the trading of spectrum between the
PUs and SUs. The spectrum is shared among the primary user
and secondary user.

HNEE N
| seecTromTmaons
HEEE

Fig. 1. Spectrum Trading.

39|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The spectrum trading is a mutual agreement between the
buyer and the seller. The licensed user needs to renew for the
allocated spectrum bandwidth annually. The spectrum
regulators or the managers fix the price depending on the
services, usages and geographical locations.

Il. LITERATURE REVIEW

There are certain parameters which are needed to be
considered while utilizing the spectrum as a secondary user.
One such parameter is price of the spectrum, owner of the
spectrum etc. The researchers have proposed different
spectrum allocation and pricing mechanisms. The process of
allocation may be dynamic based on Vickery Auction method
wherein the revenue is optimized [2]. Two models such as
NLMF and NLMB are suggested which results in better
pricing and maximum sharing of the spectrum. In NLMF
mode the price is decided by the primary user and the values
are set as 0 and 1. In NMBF the part of price is transferred to
the SU and the primary user will never predominates. In this
research, the work results in optimization of pricing when
Nash equilibrium is combined with swarm particle [3]. The
SU are imposed with the admission fee, the behavior is
analyzed in two ways such as optimal and social behavior.
The following assumptions are considered:

e The SU doesn’t have any information.
e The SU packets are transmitted successfully.

e The cost for SU packet staying in the system is C per
unit time.

e Net-benefit is and additional.
e The services are provided based on FCFS [4].

The secondary user can purchase the spectrum from
primary user (PU) or through the broker by auction process
where it does not include any interaction between PUs and
SUs [5]. The two auction mechanisms are proposed first
method is based on the received power, i.e., the users are
charged based for the received SINR second method the
receivers are co-located where the users can use total available
bandwidth [6]. The spectrum trading is processed between
multiple PU selling to the multiple SUs [7]. The pricing of
spectrum was modeled as an evolutionary game and non-
cooperative game. The power of the spectrum is one of the
essential parameters which is recommended for fixing the
price. Later the decision making is carried out for studying the
behavioral models by using the utility Theory where
rationality assumptions are made between the users [7-8].
There are two models one with monopoly PU market and the
other with the multiple PU market. Spectrum trading is one of
the efficient ways of using idle spectrum. The spectrum
sharing models, spectrum trading form and related problems
were discussed [9]. The multiple PUs has an opportunity to
sell the spectrum to multiple SUs. The problem was modeled
based on the evolutionary game and the competition among
the SUs [10]. The quality of channel and maximum power that
SU can transmit on the channel depends on the P iy <q <Ppax-

The primary spectrum owner can fix the cost of the
channel by the equation [11].

Vol. 13, No. 3, 2022

c(q)= CO+T(q) 1)

The SU model prefers higher channel capacity, where the
channel capacity for SU is given by Shannon-Hartley theorem
[12]. Multiple bidders represent their bids for the available
capacity of the bandwidth. There are issues in designing
auctions i) attracting bidders ii) preventing bidders to control
the auctions iii) maximizing the auctioneers revenue. The
wireless service providers acquire the spectrum to provide
service to the end users. The revenue generated by the end
user indicates the true valuation price of the band. Later the
true valuation price is used for the governance in forthcoming
auctions. Spectrum allocation auctions can be synchronous
and asynchronous. In asynchronous whenever the service is
requested by the service providers the request can be serviced
from coordinated access band (CAB) using pool of resources.
In synchronous auction the spectrum bands are allocated/de-
allocated in fixed time intervals. The service providers
demand their request to the spectrum owner and what they are
willing to pay for the allotted spectrum band [13].

I1l. SPECTRUM ALLOCATION PRICING OBJECTIVES AND
PRINCIPLE

It is important to understand the pricing methodology to
determine the spectrum price which certainly links with
economical and market conditions along with the
technological factors. The spectrum manager reviews the fee
payment depending on type of use or type of user. This
includes some of issues such as fiscal context, relevant
principle and objective for certain types of spectrum fee,
funding regulatory operations, demand and supply for
spectrum and technology change.

A. Principles of Spectrum Pricing

The Spectrum management is important task which
includes different activities such as spectrum planning,
allocation, licensing, coordinating, sharing regional and global
standards. The spectrum management principles reflect
economical and behavioral aspects. The list of spectrum
allocation pricing principles are as follows:

1) Spectrum should be allocated with the highest value.

2) Greater access to spectrum will be facilitated with least
cost and least restrictive approach.

3) Promote regularity and flexibility in spectrum usage.

4) Fairness of price to all the licensed holders in the given
frequency band.

5) The fee calculation should be clear and published as a
document for maintain the transparency.

6) Administrative cost will be lower if the fee schedule is
simpler.

7) Spectrum fee are set to take different parameters such
as bandwidth, frequency band and coverage area.

B. Obijectives

1) Spectrum price should promote efficient use of
spectrum.

2) The cost of spectrum is associated with managing and
regulating radio frequency should be covered from those who
benefit from spectrum management.
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3) Spectrum pricing should facilitate the achievement of
government social and cultural activities [14].

IV. GAME THEORY FOR SPECTRUM UTILIZATION

Statement; The price P varies for the secondary users
depending on the usage of the spectrum at any instant of
time t.

Let su be the set of secondary users such that.
su= {sl,s2,s3....,n}
Let pu be the set of primary users such that.

pu={pl,p2,p3, ..., m}

The primary user can offer any opportunistic spectrum to
any secondary user when the spectrum is idle. There exists a
relationship between the primary user and secondary user
which can be represented by using the graph theory.
According to Bipartite graph, any secondary user can utilize
any primary users available or idle spectrum. Fig. 2 shows the
mapping between the PU and SU.

Fig. 2. Bipartite Graph showing the Relationship between PU and SU.

V. STRATEGY FOR PRICE COMPETENCY (SPC)

The available spectrum is identified based on the location
Loc further the channel is allocated to the SUs. The status of
the channel is obtained by the SUs and later the channel is
allotted based on the usage with the time the price is
evaluated. The procedure for evaluating the spectrum is
calculated as follows:

Procedure for price competency

Stepl: Let Loc be the location
Pk - Primary Spectrum

Sk~ Secondary Spectrum
Step 2: Sya Loc

Step 3: If (Loc ==0)

Pk is Available

else
Channel is busy
Step 4: Sy=Ch

Step5: Start t=0
Step6:P=P+ 4
Step 7: Ut=X7, S X L
Step 8: P = A

ut
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The SU searches the available bandwidth with the PU. If
loc is found the PU assigns the location with the initial time t.
once the process starts the price is evaluated dynamically
based on the time where 4 is price variation with the usage
time. The utility function (Ut) is evaluated depending on the
number of users requesting for spectrum usage and the
location. The initial price is set based on the usage of the
spectrum.

VI. TWO-STAGE GAMES OF COMPLETE BUT IMPERFECT
INFORMATION

The spectrum utilization by the secondary user can be
assumed as a dynamic game. According to game theory.
Consider p1 and p2 as players, A be the set of actions and S be
the strategies.

The Gaming between the PU and SU involves the
spectrum utilization effectively. The PU displays the channel
information to the SU. Depending on the request price set by
the PU. The analysis of the game is shown below:

e The player pl chooses an action Al from the feasible
set fs = {I, O}.

e The player S observe the action Al and makes the
decision A2 from fs1= {I°, 0°}.

e The payoff matrix is prepared by using the actions of
each user UL{Al, A2} and U2 {Al, A2}.

The decision tree is represented below for the player S and
P Fig. 3:

Fig. 3. Decision Tree for Channel Utilization.

The gaming strategy for the user is described below:

Strategy 1: If primary user P glags, | then Play I; If player
P plays O then it is denoted by (17, 1)

Strategy 2: If Primary user P play, | then play o€ it is
denoted by (1°, 0%)

Strategy 3: If primary user P glay, I then play ©¢, if player
P plays O, then denoted by (1, O%)

Strategy 4: If player P plays, | then play o° if player P
plays O, then Play o€ denoted by (o€, 0O°)

The payoff matrix can be computed as below where the
row represents the player 1 and column represents player 2.
According to CR the playerl is PU and player2 is SU. The
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strategy is designed between these two players based on the
information of the channel state i.e., the channel state is
dynamic which takes two different state Idle or Busy
represented | and O respectively. The numeric value for the
channel states is 1 and 0. The below table represents the
payoff matrix for the game:

TABLE I. PAYOFF MATRIX
P2
1€ 1° 1 0° ocI° o o°
P1
| [(A)) (1,0) (oM)) (0, 0)
(@] (0,0) (oA)) (1,0) mn

Depending on the payoff matrix as shown in Table I, the
secondary user makes a decision and then pays the rent to the
primary user.

Assumptions:

e The spectral power is constant then the price is fixed
which indicates QoS is good.

e The spectral power may vary due to uncertain, in that
case the SU pays only for actual service provided.

e During the entire allotted time if the SU is unable to
utilize the spectrum, then the price is considered as
zero.

VII.EVALUATION OF SPECTRUM BY THE STANDARD
ORGANIZATION

The TRAI uses the marginal cost of fund-based lending
rate (MCLR) to index value based on the previous auctions.
The spectrum evaluation methodologies were proposed by the
international telecommunication union (ITU) they are listed
below:

e price from previous auctions duly indexed.
e assessing producer surplus.

e production function approach.

e revenue surplus approach.

The other components are telecom index price or the
consumer price index (CPI).

Methods for valuation of spectrum.

1) Base Rate: The interest rate can be used by banks or for
computation. The base rate is used to calculate the present
index value.

2) Weighted Average cost of Capital (WACC): The value
of the firm is created based on the rate of returns of WACC.
The cost is been invested in different types of shares such as
investors of equity, debt, preference share, etc.

3) Cost Inflation Index (ClI): The price of inflation rate is
matched with the CIl. An increase in the prices. The present
value of the spectrum is calculated from the past.

Vol. 13, No. 3, 2022

4) Produce surplus method: the surplus is calculated when
additional spectrum is allocated to an existing TSP. It is
calculated as shown (The present value of the expenditure on
the network during the next ‘y’ year without additional
spectrum of ‘a’ MHz) — (Present value of the expenditure on
the network during the next ‘y’ years with additional spectrum
of ‘a’ MHz).

5) Production function approach: It is used for the
technological relationship between quantities of physical
inputs and quantities of output of goods. The production
function is determined by the following equation: X=Ay"z"

x- Dependent variable can be minutes of use/ no. of
subscribers.

y- Allocated spectrum.

z- No. of Base transceiver stations deployed by the service
providers.

o and § — Percentage of change in minute of use for a
percentage change in spectrum and BTS.

6) Revenue Surplus Approach: It is based on the concept
of net present value. It estimates the TSP willingness to invest
in spectrum based on their projection of potential revenue or
surplus over the license period [15].

VIIl. ANALYSIS OF SPECTRUM PRICING USING ANOVA

Spectrum pricing is a huge task that are carried out based
on the regulations by the government. The pricing is
categorized into reserved price, market price and revenue
price. The bidder’s pays the reserved price for participating in
the bidding auction. The participant will not receive the
amount if he does not win the bid. Compared to the bidding
price actually the reserve prices are higher. To identify the
relationship between market price, reserved price and revenue
price statistical method is applied. One-way Anova is applied
to find out the relationship and independence among two or
more groups. The Anova test is carried out using anaconda
with python coding. The data is collected from the secondary
source by the author [15]. The below Fig. 4 shows the actual
values of the various prices.

500 '
400 + [
300

value

200

100

RP MP Revenue
variable

Fig. 4. Boxplot of Various Prices.
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The F-value indicates the largest value associated with the
independent variable which is real. The Pr(>F) indicates the
value which is calculated from the test would have occurred if
null hypothesis of no difference among the groups are true.
The below Table 11 shows the F-value and P-value.

Let the null hypothesis HO: All means of prices are same
and H1: All the means of prices are different.

TABLE II. F-VALUE AND P-VALUE
F-value P-value
1.3467 0.2674

The Table Il describes the sum of squares among the
groups and the degrees of freedom with the F-value and the P-
value.

TABLE Ill.  ANOVA TABLE SUMMARY
Sum_sq df F Pr(>F)
C(variables) 29995.8987 2 1.3467 0.26748
Residuals 701618.722095 63.0 NaN NaN

According to the value of Pr (>F) is 0.26748 evidence is
small which indicates that all means are not same. The
residuals represent the individual observation from the list it
can take positive value if the individual observation is greater
than the mean value. The residuals are negative if the
individual observation is lesser than the mean value. The
below Table 1V describes the mean squares along with the
sum of squares.

TABLE IV. MEAN SQUARE VALUES OF ANOVA TEST
Mean_sq Sum_sq df F Pr(>F)
C
(variables) 14997.949365 | 29995.8987 2 1.3467 | 0.26748
Residuals 11136.805113 | 701618.722095 | 63.0 NaN NaN

Later post hoc test is conducted to verify the null
hypothesis, this test is called Tukey’s test which is tested for
the group after the one-way Anova test. Anova specifies the
significance of overall group but Tukey HSD performs on
each group means where the means are different. Table V
shows the Tukey HSD result.

The residuals are interpreted through the graphs which
consists both the positive and negative values.

TABLE V. TUKEY HSD RESULT SUMMARY
0|RP MP 0.22 '76_147 76.602 | 0.010 0.90
1| RP Revenue | 45.3 '31.037 121.71 | 2.015 0.33
2| MP Revenue | 45.1 '31.265 121.48 | 2.004 | 0.33

Vol. 13, No. 3, 2022
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Fig. 5. Q-Q Plot of Residuals.
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Fig. 6. Hist-Plot of Data.

IX. INFERENCE FROM THE EXPERIMENTAL TEST

The experiment result for analyzing various price
components is discussed in this section. Fig. 4 is an actual data
value plot which shows the variation of prices in Market Price
Reserve Price and Revenue generated. In this the p-value is
0.2678 the null hypothesis is accepted indicating that all three
group price values are considered. In post Tukey HSD test, it
determines the significance difference between the groups.
The results of p-value of Tukey HSD are 0.9, 0.3350 and
0.3386 which indicates there is no significance difference
among the groups. Fig. 5 depicts the Q-Q plot of residuals of
Anova Test which indicates that the price is non -normally
distributed. Fig. 6 depicts the Histogram suggests that the
values are normally distributed with extreme values greater
than 300.
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X. CONCLUSION

In this research work, the strategy for spectrum utilization
among the users by applying game theory design mechanism
is discussed which provides an incomplete information about
spectrum status. The different price components were tested
using Anova and later Post Hoc Tukey HSD was conducted to
determine that there is no significance difference among the
groups and in-between the groups. The residuals indicate that
the price components are non-normally distributed and the
histogram plot are normally distributed with errors. The future
work will focus on minimizing the base rate for bidding the
spectrum and maximizing the spectrum utilization with
minimal price and time.
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Abstract—Immunization during pregnancy and infancy
significantly reduces morbidity and mortality of mothers, unborn
fetuses, and young infants. Several studies show the merits of
getting complete, quality, and accurate data on time to enhance
policy and decision-making for society or country development.
Despite the efforts by nations to ensure the success of maternal
immunization through electronic immunization registries, limited
resources such as poor internet access, shortage of electricity, and
digital illiteracy in developing countries hinder the goal of full
immunization of mothers and infants. Since 2015, immunization
programs in Tanzania use internet-based information systems to
collect immunization data from health facilities and submit them
to the responsible authority for further decision-making such as
the allocation of vaccines to health facilities. The internet-based
media is not fully achieved in developing countries due to its cost
and resource setting, thus, the responsible authority does not
receive instant data to update its vaccine inventory and
management  activities which often results in partial
immunization due to the unavailability of vaccines in some
facilities. This challenge can be solved by having an affordable
system that instantly incorporates and transmits vaccination
details such as the utilization of vaccines and demands from each
health facility to responsible authority with less resources. The
present study proposes a USSD platform to enhance the receipt
of real-time data by immunization authorities from both health
facilities with poor and good internet connectivity at a lesser cost.
A greater number of health facilities in Tanzania prefer to use
both online and offline platforms for collecting and recording
immunization data. As electronic immunization registry has been
introduced in areas with limited resources, it is recommended the
use online and offline platforms for data collection so that they
can submit immunization data in real-time without the delays
caused by poor resource setting.

Keywords—Maternal immunization; electronic immunization
registry; USSD; data collection; limited resource setting

I.  INTRODUCTION

Vaccination is among the most common measures in the
world to improve maternal immunity and reduce the morbidity
and mortality of babies and women. The reduction or
elimination of maternal morbidity and mortality is critical for
improving maternal health [1] to achieve the expansion of

health access in middle and low-income countries and attain
the Sustainable Development Goals regarding maternal health

(2], [3]

According to the World Health Organization (WHO) [4],
current statistics indicate that more than 3 million people die
worldwide annually from vaccine-preventable diseases such as
measles, tetanus, poliomyelitis, and rubella, whereby
approximately 50% of these deaths occur among children less
than 5 years. Recent reports show that child mortality rates
have reduced by 60% from 93 deaths per 1000 live births in
1990 to 38 deaths in 2019 worldwide [5]. However, measles
and tetanus are still the leading cause of death to infants and
mothers worldwide which can be preventable by vaccines (Fig.
1). The WHO, therefore, recommends that developing
countries issue the tetanus vaccine during pregnancy to avoid
maternal and neonatal deaths due to low levels of anti-tetanus
antibodies [6].

Tanzania has made substantial progress in the area of health
[7]. For instance, the life expectancy of its people has improved
from 40 years in 1960 to 65 years in 2019 [8]. Similarly, the
United States Agency for International Development (USAID)
reports [9] show that child mortality has declined rapidly from
49.1 deaths per 1000 live births in 2009 up to 36 deaths per
1000 live births in 2019 [10] after achieving a 75% reduction
of unvaccinated children in one year. In 2021, the
immunization program in Tanzania ensured that every child
got lifesaving vaccines through equal availability and
distribution of vaccines in all regions. It further initiated the
national immunization strategy to meet the immunization
agenda 2030, by ensuring everyone is protected from vaccine-
preventable diseases throughout their lives with high quality,
effective, efficient, and equitable immunization services; and
ensure an effective, efficient, and resilient immunization [11].
The present work is organized as follows: The background to
the study is presented in Section Il and a description of the
developed system is provided in Section Ill. Sections IV and V
provide the methodology and system requirements
respectively. Sections VI, VII, and VIII present the results,
discussions, and conclusions respectively.
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Cause of death

Fig. 1. Child Death due to Vaccine-preventable Disease [12].

Il. BACKGROUND

According to Seymour et al. [13], the current immunization
management system used for collecting and reporting
immunization data in Tanzania is an internet-based platform.
However, it is not yet fully achieved in Tanzania because the
number of internet users is less compared to the total
population. In January 2020, only 14.72 million people in
Tanzania (25% of the population) had access to the internet out
of a total population of 59,734,218 people [14]. Also reported
by [15], another challenge is the rural-urban digital divide in
developing countries which leads to poor performance of
internet-based systems. Various techniques used to collect
immunization data such as Electronic Immunization Register
(EIR) and the vaccine immunization management system
(VIMS) perform critical routine immunization service delivery
by providing better collection, quality, and use of data [13] The
EIR, for instance, aims to improve immunization programs
through better information management systems [16].
However, it is necessary to stimulate data collection, quality,
and use [17].

The Tanzania immunization management registry (TiMR)
which is integrated with a digital supply chain named the
electronic immunization registry and logistics management
information system (EIR-eLMIS) is used for stock notifications
and supply of vaccines into various regions [18]. A model
tested to check the impacts of EIR-eLMIS in 2017 provided an
estimation of the declining stock-out rates in health facilities.
Despite the adoption of eLMIS in health facilities, there still
exist barriers such as poor internet connections, lack of
electrical power, and digital illiteracy [18]. A second platform
that is used to collect immunization data from the district level
to the national level in Tanzania is VIMS which combines the
existing platforms into single data collection [19]. However,
there are various discussions about the poor internet access in

some areas which hinders the installation of VIMS in all health
facilities [19]. The introduction of EIR in Zambia and Tanzania
has enhanced regular reporting of vaccine stocks-out rates or
declines in health facilities and shown that the EIR be built-in
system for easy and routine monitoring [20].

The present work focuses on a real-time collection of
immunization data using the Unstructured Supplementary
Service Data (USSD) technology as an offline network access
media because the use of the online-based systems in Tanzania
is not yet fully achieved due to barriers like poor internet
connections, shortage of electricity and digital illiteracy [18].
The USSD technology is a less-costly asset with better
collection and aggregation of data [21], support resource-
limited areas [22] as has been used for home-based health
workers in South Africa [23], and health data reporting from
lower levels to the national level in Uganda [22]. It can also be
implemented with all kinds of users, including the illiterate and
literate [24]. Other studies have used interactive voice response
(IVR) and short message service (SMS) for data collection in
information systems. However, the USSD shows more benefits
such as providing a user interactive menu with its open-up
design space compared to IVR and SMS [25] and is a more
secured platform [26].

According to Vasuvedan et al. [27], there is slow-up
immunization in sub-Saharan countries including Tanzania,
where 72% of mothers reported delayed vaccination, especially
in rural areas. Therefore, the USSD technology is proposed in
the present study due to the following reasons: i) it works
offline as well as online, ii) it works with less cost so can be
implemented even in limited-resource setting areas, iii) it is a
real-time data collection technique, iv) it can be used with
digital illiteracy, and v) it has open up design space to receive
more input from clients [21], [25].
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I11. DESCRIPTION OF THE DEVELOPED SYSTEM

The system which has been developed by this study has
four components namely: login module, services menu, stock
notifications, and vaccines ordering module. Users of the
proposed system include health workers, heads of departments
from reproductive and child health (RCH), regional
immunization officers, and the regional database administrator.
The health workers can access the system by dialing the given
USSD code. The network operator submits the query to the
USSD gateway which has been embedded with a mobile-based

Health worker

™~ Dral code
access
Network operator

USSD gateway

Dual code

Head of RCH

department
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vaccine registry. Health workers and heads of departments will
receive the immunization register for data submission as well
as stock details. The regional immunization officer will view
data submitted from various health facilities in his/her region
and generate a report on the utilization of vaccines and their
demand in a particular region. The regional database
administrator will be responsible for developing and
maintaining the computerized database for his/her region. The
conceptual framework of the proposed system is shown in
Fig. 2.

Regional DB  Regional
administrator 1mmunization
officer

Mobile based vaccine
register

Vaccines database

Fig. 2. The Conceptual Framework: Source: Authors.

IV. METHODOLOGY

A. Sampling

The study was conducted at 17 health facilities in
Mpwapwa district Dodoma and 8 hospitals in Arusha town. A
sample of 75 respondents was selected based on the sampling
procedure given in sub-section B. The sample included 25
health officers (one per health facility) from the RCH
department for the selected health facilities in Dodoma and
Arusha region and 50 women (pregnant women and mothers)
from various areas in Tanzania. The selection of the health
facilities was based on accessibility to data, time to conduct
research, and budget.

B. Sampling Procedure

Random sampling techniques were used to select the subset
of health facilities while incorporating the time factor [28].
Snowballing sampling methods were used to select pregnant
women and mothers because their total population is not easily
accessible [29]. According to Parker et al. [30], snowballing is
also a networking technique whereby one participant can help
to identify another participant.

C. Data Collection

Based on the nature of the study, in-depth interviews and
questionnaires were used as data collection tools. Individual in-
depth interviews are used in most healthcare research because
they provide a wide room to answer research questions [31].
Well-prepared questionnaires were also used to collect primary
data from the health workers and pregnant women. The health
workers were asked about the platform they used for collecting
immunization data as well as stock management. However, the
mothers were asked about their vaccination awareness and
availability of vaccination services in the maternal clinic.

D. Data Analysis

The study used the R tool for the statistical computation of
the collected data to get them cleaned, analyzed, and presented
as shown in Tables 111, 1V, V, VI, and VII.

V. SYSTEM REQUIREMENTS

A. Functional and Non-Functional Requirments

The functional and non-functional system requirements are
shown in Tables | and Il, respectively.

47|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

TABLE I. FUNCTIONAL REQUIREMENTS

Requirements Description

The system will allow only authorized users to log-in
with their credential details such as password and
facility number. Password categorize them into their
roles whereby the health worker’s password will be
different from the head of department. After login
they will interact with the system to view and submit
vaccines details, they will not be able to edit any
detail

System should
authenticate users

System should record
immunization details
and submit to the
regional
immunization office

When the client attends the clinic, the health worker
will issue the vaccines to him/her and after that should
record it to the system

Vol. 13, No. 3, 2022

VI. RESULTS

A. Data Collected for Requirements Gathering

The data were analyzed using the R tool. As shown in
Table 111, more health facilities have poor internet access and
there is a lot of manual work in maternal clinics, such as the
recording of data in registers (Table IV) and counting of
remaining vaccines to get the stock detail (Table V).

Due to limited-resource settings in health facilities, most
immunization data is recorded in paper-based registers.

Every client will have a card number which he/she
will get after registering in the clinic. Using the card
number, the system should retrieve all vaccines she/he
receive before. So that the health worker will be able
to know the next required vaccine to issue to the
patient

System should allow
the health worker to
view the card history

when the health worker issue the vaccines to the
patient, the system should be able to deduct the
number of vaccines in facility stock and when they
require to view the available stock, they have to get
exactly the remaining amount

display the available
stock

The system should allow only the head of RCH
department to do ordering of vaccines based on
his/her needs. This role will be available only to the
head of department after log-ins, because he/she has
the approval of ordering vaccines

Do ordering of
vaccines

TABLE Ill.  INTERNET ACCESS IN HEALTH FACILITIES
Region(s)
Arusha | Dodoma .
(n, %) (n, %) Chi-squared test
If your answer is Yes
there is a need for having
a system that X2= 6618, df =1, p =
incorporates instant 0 0101‘ ' '
vaccination information, '
which method should be
used?
With internet 0 (0.0) 9 (100.0)
Without internet 8 (50.0) | 8(50.0)

The system should be able to display the nearby
facility which has the available stock so that can direct
the patient to go and get the vaccines. Instead of
asking them to come next time. This will help to
reduce the number of partially-immunized patients

To check nearby
facility which has the
available stock of
vaccine

TABLE IV. DATA RECORDING

Region(s)

Arusha | Dodoma

(n, %) (N, %) Chi-squared test

TABLE II. NON-FUNCTIONAL REQUIREMENTS

Requirements Description

After issuing vaccines to
patients, what is done
next for the recording
information

X?=16.69,df=2,p=
0.00024

The system will be available both online and offline

Availability depending on the resources

information is entered

The system shall be able to integrate with other

Maintainability external platforms such as VIMS, TiMR, EIR-eLMIS

To support immunization program

The system will ensure the authentication of users

Security with their password as well as facility number also
will ensure authorization, confidentiality, and integrity
The data submission with responses will be instant
Performance

because the USSD working with session 1D

B. Hardware and Software Requirements to Run System

There are three users of the system, namely, health
workers, heads of RCH departments, and regional
immunization officers. While the health workers and the heads
of departments require any kind of mobile phone, the regional
immunization officer requires a computer with the following
minimum specification; operating system windows 8, RAM 4
GB, Processor intel icore 5 @ 2.20GHz, Hard disk 500 GB,
and internet access.

into the system instantly 7(875) | 1(125)
the information is copied
to the paper and later 0 (0.0) 2 (100.)
entered into the system
the information is only 1(6.7) 14 (939.3)
recorded on paper
TABLE V. COUNTING STOCK
Region(s)
Arusha | Dodoma

(n, %) (n, %) Chi-squared test

As a health worker, how

do you know the number X2=3.4064,df=1,p=

of remaining vaccines in 0.06494
stock?
Counting 6 (27.3) | 16 (72.7)
Information systems 3(75.0) | 1(25.0)
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B. User Requirements

Since health workers face limited resources such as poor
internet, electricity, and digital literacy, they recommended a
data collection platform that can work both online and offline
(Table V1) and feature phones rather than smartphones for data
collection (Table VII).

TABLE VI.  SUGGESTED PLATFORMS
Region(s)
Arusha | Dodoma

(n, %) (n, %) Chi-squared test

If your answer is Yes
there is a need for having
a system that
incorporates instant
vaccination information,
which method should be

X?=6.618,df=1,p=
0.0101

used?
With internet 0(0.00) | 9 (100.0)
Without internet 8 (50.0) | 8(50.0)

TABLE VII. TYPES OF MOBILE PHONES TO BE USED

Region(s)

Arusha Dodoma .

(n, %) (n, %) Chi-squared test
If your answer is Yes for
the health worker to use 2 _ _
mobile phones, what type X_—OEJO.(Z);Z’?, af=1,
of mobile phones should p=0
be used?
Feature phones 8 (578.1) | 6(42.9)
Smart phones 0 (0.0) 11 (100.0)

C. Developed System

1) User interface: The system will give the user interface
for health workers to access it by dialing a USSD code, but
this will only be used by the RCH unit for the submission of
immunization data. The health worker will be given a unique
code for accessing the immunization registry (Fig. 3) and will
log in using their facility number and password for the system
to record the immunization details to a particular facility.

The health worker has to select the kind of service to be
offered to a patient (Fig. 4A), for example, if the health worker
is to issue a vaccine to a mother, she/he will select option 1 so
the vaccines menu to be displayed (Fig. 4B). Similarly, if
option 2 is selected, the period of children’s vaccines will be
displayed as shown in Fig. 4C. After those services, the data
has to be submitted to the regional immunization office as
shown in Fig. 4D.
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Fig. 3. Dialing USSD Code to Receive the Vaccine Registry.

6. Ordering Stock

|

CANCEL SEND
CANCEL SEND

Your data have been recorded

CANCEL SEND

© (d)

Fig. 4. A Representation of the user Interface that will be used to Submit
Immunization Data. (a): List of Services Available in the Registry, (b): List of
Vaccines Issued to Mothers, (c): Periods of Vaccines to Children, (d): Data
Submission.

2) Backend interface: The system dashboard will be used
by the regional immunization officers to view real-time
immunization data submitted by various health facilities. The
data will be used to measure performance as well as vaccines
utilization as shown in Fig. 5 to generate reports.
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ADMIN

Count ssued Per Voccine

Fig. 5. System Dashboard.

VII.DISCUSSION

The EIR-eLMIS digital supply chain is used for stock
notifications, the supply chain of vaccines into various regions
[17]. Some researchers have tested various models to check the
impact of EIR-eLMIS in Tanzania, and the findings show that
the overall stock-out rate may be reduced from 7.1 to 2.1%
monthly through the system compared to the excel-based
system of recording health data [17]. Therefore, the use of an
electronic immunization registry in the vaccine supply chain
plays a major role in the availability of vaccines. However, the
adoption of eLMIS in health facilities still faces some barriers
such as poor internet connection, lack of electrical power, and
digital literacy [17].

After system development and validation, the proposed
system showed huge potential of having a platform that is
suitable for the exchange of health information for both good
and limited internet connectivity [32] by using a non-internet-
based system to improve the routine reporting of health data
[22]. However, Garner et al. [33] advance the need for
affordable mobile phones for the achievements of mHealth in
resource-limited areas since the use of smartphones remains
limited. The USSD technology ejects the use of SMS in quick
information exchanging service because USSD is almost
seven times faster than SMS and cost-effective [34]. There is a
need for real-time tracking of health data which is why we
opted for the USSD [35].

VIIl. CONCLUSION

In this study, a system was developed to enhance
Tanzania’s Ministry of Health and other immunization partners
to receive real and accurate data instantly from health facilities
from both rural and urban areas, showing the utilization of
vaccines in maternal health so that the relevant authority can
allocate vaccines based on demand. The use of the USSD
platform will enable the remote health facilities which having
poor internet access and electricity to submit immunization
data instantly to the responsible authority and reduce the use of
registers. The developed system may be used by the decision-
makers of immunization programs.
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Abstract—In this century, attention has grown to
recommendation systems (RS), especially in e-learning, to solve
the problem of overloading information in e-learning systems. E-
learning providers also play a major role in helping learners to
find appropriate courses that fit their learning plan using
Desire2Learn at Majmaah University. Although
recommendation systems generally have a clear advantage in
solving problems related to overloading information in various
areas of e-business and making accurate recommendations, e-
learning recommendation systems still have problems with
overloading information about the characteristics of the learning
recipient Such as the appropriate education style, the level of
skills provided and the student's level of education. In this paper,
we suggest that a recommendation technique combining
collaborative filtering and ontology be introduced to recommend
courses for learning recipients through Desire2Learn. Ontology
involves the integration of the characteristics of the learning
recipient into the recommendation process as well as the
classifications, while the liquidation process cooperates in the
predictions and generates recommendations for e-learning. In
addition, ontological knowledge is employed by the educational
RS in the early stages if no assessments can be made to mitigate
the cold start problem. The results of this study show that the
proposed recommendation technique is distinguished and
superior to the cooperative liquidation in terms of specialization
and accuracy of the recommendation.

Keywords—Collaborative filtering; Desire2Learn; ontology;
recommender system (RS); personalized Desire2Learn; PDRS

I.  INTRODUCTION

Recommendation systems - enables users and experienced
people to benefit from other experts with the same
specialization and exchange notes, knowledge, and cooperation
among them [9]. Recommendation systems were used to
support users ’decisions about their choice of information that
they benefit from and who face multiple options and do not
have the most appropriate option for them. The
recommendation system was the solution in helping them to
make the most appropriate decision from the available options

[1].

In the late twentieth century, the technique of
recommendation developed widely on the methods of book
recommendation systems such as Amazon.Com and the
Coursera recommendation system to address the issues faced
by the company when overloading the information [2]. E-
learning is also facing the same problems in downloading the

information within Desire2Learn provider systems to solve this
problem through the automatic RS for appropriate courses for
learners based on the learner's preference for the courses he/she
enrolls in the semester and his or her academic record [10]. The
RS is important to supporting learners through Desire2Learn
providing customized recommendations for student courses
and thus achieving the high potential for advanced
customization [3].

The specialists in the field of RS are to make
recommendations with multiple techniques, but provided that it
is with the same area and related to the liquidation of
information other than information about the subject matter
[11]. Some researchers also said that special recommendation
techniques such as collaborative filtration and duration on
content could be more effective in some (traditional) cases
because they rely on user entities and elements and do not take
into account other user information to make additional
recommendations [4].

In the Desire2Learn scenario, recipients of education have
qualitative characteristics such as the nature of knowledge, the
level of educational attainment, and the level of academic
advising that affect the recipients of education [12]. Therefore,
the traditional recommendation system that combines
collaborative filtration and filtering on content cannot provide
accurate recommendations to recipients of knowledge because
it is not connected with the characteristics of recipients of
further education. To provide excellence in specialization and
accuracy in Desire2Learn proposals, the Recommendation
system should contain the attributes of the recipient [5].

In this paper, we recommend the Desire2Learn
recommendation technique to recommend Desire2Learn
learning courses by combining collaborative filtering and
methodology, with the primary objective being to improve the
specialization ~ and  accuracy = of  recommendations.
Anthropology is used to integrate the characteristics of the
learner such as the nature of culture, the level of educational
attainment, and the level of academic advising that affect the
recipients of knowledge.

The rest of has been structured as follows: In Section |1, we
present the Literature survey, Related Work, RS techniques.
Section |11 offers a framework of PDRS, Section IV discusses
the Drsire2Learning RS method based on Ontology-CF.
Section V Discussion and Result; and Section VI presents the
conclusion and future work.
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Il. LITERATURE SURVEY

A. Previous Related Studies

Most recent studies have focused on recommendation
systems by combining recommendation techniques as a way to
develop effective, high-impact recommendations. This
combination of techniques requires combining at least two
techniques to develop performance more effectively. For
instance, John et al. 2017, proposed the technique of
recommendation, which proposes combining the cooperative
liquidation and the ontology to recommend courses and various
training courses through the Internet. To integrate the
characteristics of learning recipients in the recommendation
process with classifications with phytology, on the other hand,
the filtering feature cooperates in classifying the exact
assessment process and generating recommendations. The
study showed that the accurate evaluation proposed
recommendation progresses in the performance of the
cooperative liquidation directly in terms of the allocation and
process of evaluation accuracy of the recommendation [6]. Wei
et al. describe an approach for technical recommendation
containing CF and deep education to alleviate the cold startup
problem of renewable elements. The study showed that the
technique of the recommendation significantly improved
performance and alleviate the problem of cold start [7]. Da
Silva et al. used technology to develop that incorporates CF-
based recommendation techniques and their integration with
genetic algorithms. The results of the study indicate that
performance has improved [15]. Saman et al. 2010, describes
an approach for an electronic recommendation, whereby the
system helps the recipient of the education the ability to
research and choose the appropriate educational courses in
their field of specialization. This web-based system includes
presence language and Web (OWL), which is used to filter the
language base as a recommendation method. The modules of
the subsystem have an observer, a metafile, education, caches
recommendations, and user interface [9]. Ting et al. propose a
recommendation technique based on weblog exploration and a
two-slide diagram, the conclusion of the study the combination
of weblog and graph increases performance and improves
recommendation  results [14]. Yu 2008 presented
Recommendations in Ontology to Promote CF's Social
Building Recommendation, the results of the study showed that
CF-based community-based recommendation techniques offer
better performance than the conventional method [17]. Leyla
2010, presents a system based on a multi-model methodology
to infer the educational content of the D2L base in universities.
This multi-model acts as a model based on content and another
model based on the recipient of knowledge. The oncology
model is also used to represent courses through the hierarchy
of definitions and sub conceptions. This combination of the
learning recipient's epistemology and subgroup and the
database used for mixed recommendations provides each of the
rearrangements of files retrieved at different weights [13].

Qwaider 2017, The study presented an application on the
D2L portal based on the database of the admission and
registration system at Majmaah University, where EPERS can
help students choose the courses in line with their educational
level and the previous requirements for studying the course
they wish to study, in this framework the developed D2L rules
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related to Registering students with the courses they want to
study that meet their needs [2]. This paper discusses the
recommendation technique the necessity of Personalized
Desire2Learn materials RS Based on CF algorithm and
Ontology. Furthermore, there are many several problems for
new items forecast with collaborative filtering algorithm and
Ontology (CFO) recommendation technique based on issues.
Compared with the filtering and ontology (Ontology-CF) and
(algorithm-CF).

B. Recommendation Systems Techniques

Recommendation systems - enables users and experienced
people to benefit from other experts with the same
specialization and exchange notes [6], knowledge and
cooperation among them, and it can be determined as any
system that produces individual recommendations as a product
that has an impact on directing the user in a way that is
dedicated to the things of interest or useful purposes in the
areas available options. Recommender systems were developed
to support Internet users in the decision-making process by
selecting information that would be useful to them when faced
with situations where they did not have sufficient experience in
the available alternatives. Collaborative filtering (F) does not
rely on satisfaction analysis by the computer [15].

There are many algorithms used to measure the similarities
of users' tastes in the proposed systems, including k-nearest
neighbor k-NN and Pearson Correlation, It assumes that users
will be similar in their choices as before and with the same
amount of love for the same things. There are three major
problems faced by the collaborative filtering system: cold start,
expansion, scattering in the early stages [7].

In the content-based (CB) approach, Content-based filtering
is the filtering method based on the content that describes the
product and the user's preferences. Use keywords to describe
this product and build a user account to identify the type of
product they like [14]. In the knowledge-based (KB) technique,
and recommends elements based on the comparison of the
satisfaction of the features and the profile of the user's needs
and preferences. In the Desire2Learn context. The satisfaction
of each component is a set of learning materials constructed by
analyzing the satisfaction of the elements that the user may see
applied in the recommendation process [8].

Knowledge management is scientifically based because
knowledge is categorized and based on predefined Ontology-
based recommenders theory in structures or semi-data bases
and KB recommender systems bases for use in so-called expert
systems, knowledge-based systems, databases, case-building
systems, etc. Where the computer uses the rules of reference to
answer the questions of the investor, which reduces the
problem of cold start, expansion, and scattering. In contrast, a
hybrid recommender system approach combines collaborative
filtration with content duration and can be more effective in
some cases [9].

I1l. OUR RECOMMENDATION APPROACH FOR DESRS

Fig. 1 shows outlines of the general recommendation of e-
learning (DESRS). The model contains the following main
components: Student Profile, Learning Object Ontology,
Student Database Preprocessing, Recommendation incentive,
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(DKM), (LMT), Portal D2L. The
recommendation model works:

flowing explain

1) Student profile: The student's file contains all the
information about the student. This information is obtained
from the student, placed in his/her data, and stored. The
student file includes the following information (student's
name, gender, nationality, age, educational level, and
cumulative  average). The  collaborative  filtering
recommendation engine has been done to take advantage of
this information on student Ontology to make the expected
recommendations [16].

2) Learning object ontology: Once the student has
accepted the course, the next stage, learning resource ontology
containing the name of the classes and the information about
the educational material, has stored. The class that the student
wishes to register for is the content format, such as text,
image, etc.

3) Student database preprocessing: Database from both
the student and learning object ontology and processed in a
positive format for the recommendation incentive. The
student's primary data processing component and the learning
Ontology component.

4) Recommendation incentive: After data processing is
completed, the drive calculates predictions of the target
learner's assessment based on ontology. Finally, the
Recommendation incentive creates customized
recommendations for the target learner through D2L [14].

5) Domain knowledge management (DKM): The teacher
can provide the scientific material through the content icon
and upload the classes online through the establishment of
LMT.

6) Learning Material Tree (LMT): In the curriculum tree,
the name of the course or code where the tree of the
curriculum is split into chapters and each chapter is split into
study units and then sub-presented in different ways on the
Internet such as PPT.

7) Portal D2L: The University uses the D2L program in
the e-learning department where the teacher uploads the
scientific material or training course on the D2L system and
also contains the duties and tests, attendance system, absence,
forums, meetings, virtual classes, and more.

Students

1

‘ User Interface ‘

Student Rec i
Ontology Student e Incentive
Recommendation

International Infermation Portal
Desire2Leamn

Leaming
Material Tree

Domain
Knowledge

Fig. 1. Ontology-based Recommendation Desire2Learn Model.
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The greater the similarity in the matrix the more similar the
learning objects (the nearest neighbors). the learning objects
are, Prediction based on mathematical models is computed
using the k most similar LO (k nearest neighbors) who
characterized by the most similar LO I, Using the most similar
learning objects in the classification and evaluation process, the
following mathematical formula was used:

XCrLi-t) (rLi-fy )

sim(i,j) =
JEervi-ny? sei-m?

where r|,i is the rating given to learning object i by learner
I, Tt is the mean rating of all the ratings provided by I based on
ontology knowledge.

. Yren (Sim(it) X (rLt)
PLI= 2 o @simGo D) (2

A. Recommendation Algorithm

For Fothehe conceptual recommendations (top r,i) for the
determined learner based on the ontology and the forecast
estimate (2), we use an algorithm (Algorithm 1).

Algorithm 1: Recommendations D2L (I ], 0, it )

Input

learning objects of D2L

LO ={i1,i2,i3,.....,in}

Ontology

O = {student, LO}

Output

Foresee ratings and top N recommendations D2L
Procedure: Generate_ Desire2Learn _Path

Method

1: foreach, 1 € LO,0 € O, do

2: Compute ontological likeness Sim (ig, o, i) using (1)
end

3: Compute foresee ratings P1, i using (2)

4: Generate learning top N recommendation for target Student |t.

IV. APPLICATIONS AND EVALUATION

The study was conducted at the Majmaah University, MU-
CSHSG. Table I presents a course entitled "Management
Information Systems" (MIS), which is offered to non-
specialized students who come from many other colleges. The
number of students participating in the registration of the
course 84 students using the electronic learning system D2L to
reach them during the process of education for the second
semester of the academic year 2018/2019. The D2L system
allows students to register for the MIS course from various
relevant scientific disciplines. Students have evaluated
concerning whether the course is a mandatory requirement or a
choice from other academic departments. The recommended
system to identify students who study the course as the masters
of the subject and students other than the students of
specialization according to the MIS curriculum according to
the appearance of the personal student obtained through the
similarity in classification and ontological knowledge.

The algorithm based on ontology has been evaluated. The
participating students were divided into the first group with the
specialization and the second group that did not specialize in
the course.
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TABLE I. MU-CSHSG - MIS
No. of students No. of students | Total No. of
pertinent not pertinent students ratings
32 52 84 33,124

A. Experimental Results

Two experiments have been used for the same students
involved to extract algorithm performance evaluation. The first
experiment is a set of CF and Ontology-CF. Experiment
number two is algorithm-CF. Moreover, the results have been
compared from the two operations.

1) Accuracy experiments: The MAE has been used to
assess the accuracy of the algorithm in the application of this
experiment. Mean absolute error (MAE) can predict
accurately used rates, error assessment, and actual and
predicted deviations of the proposed algorithms.

The results of the evaluation of the accuracy of the
experiment showed that prediction in the Ontology-CF
algorithm is more accurate than the conventional Algorithm-
CF results. Ontology-CF and algorithm-CF results are more
relevant to the number of neighbors (84). Outcomes Ontology-
CF were generally superior to Algorithm-CF as illustrated in
Fig. 2.

1
MAE = = 37, 1pi_p, | 3)

2) Performance measure: Fig. 3 shows the comparison of
algorithms based on Ontology-CF and the Algorithm-CF
algorithm. The F1 scale has been used to compare
measurement (4).

2Xprecision Xrecall
F1 = SRR @)

precision +recall

Comparison of accuracy using MAE

Mow B owmo@m
MAE

No. of Neighbrs

Ontology-CF -Algorithm-CF

Fig. 2. Accuracy using MAE Measure.

Comparison of performance using F1 measure

F1. measior

9 8 7 ] 5 4 3

No. of Neighbrs recommendations

e Al g i thm-CF e ool ogy-CF

Fig. 3. Performance F1 Measure.
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The F1 scale is accurate and recalls one value, which
facilitates comparison and gives equal weight. As shown by the
figure, Ontology-CF performance achieves the best
performance in accuracy and recall from Algorithm-CF.

V. DISCUSSION AND RESULT

To evaluate the performance and accuracy of Ontology-CF
compared to the same algorithm CF for the same students, the
results of the experiment showed that the prediction of the
Ontology-CF algorithm is more accurate than the traditional
algorithm-CF results, Ontology- CF, and algorithm-CF are
more accurate when the number of neighbors (84). Outcomes
Ontology-CF are superior to algorithm-CF on their own. The
reason for the superiority of Ontology-CF. One of the most
critical advantages of Ontology-CF is generally the integration
of student or learner characteristics, such as the nature of
education, the level of educational attainment, and the level of
academic advising that affect the recipients of training, the
recommendation process using the knowledge of the field of
ontology. Also, it helps to mitigate the problem of cold start
through expansion, scattering the early stages of the
Desire2Learn Recommender System in the deprivation of
adequate valuation.

Fig. 3 shows the comparison of algorithms based on
Ontology-CF and the algorithm-CF algorithm. The F1 scale
was used to compare measurement (4). The F1 range is
accurate and reminds one value, which facilitates comparison
and gives equal weight. As shown by the figure, Ontology-CF
performance achieves the best performance in accuracy and
recall from Algorithm-CF on its own.

V1. CONCLUSION AND FUTURE WORK

The Desire2Learn recommender system has played an
essential role in solving the problems of downloading
information that increases educational resources through the
Desire2Learn system. It is also possible for recipients of
education to find the required educational courses within
multiple and broad areas. However, conventional education
techniques such as CF and CB continue to challenge by
recipients of knowledge in different disciplines such as the
nature of education, the level of educational attainment, and the
level of academic advising that affect the recipients of
education. In this study, the researcher presented a
recommendation technique combining cystic fibrosis and
ontology to recommend the use of courses in different
disciplines for learners through Desire2Learn taking into
account the features of the recipients of education. In this
technique, no presence is used to integrate the characteristics of
the learning recipient into the recommendation process. Results
showed that the technology based on Ontology-CF
outperformed the traditional performance of the CF algorithm
on its own regarding performance and accuracy of prediction in
the recommendations system. Also, it helps to mitigate the
problem of cold start through expansion, scattering the early
stages of the Desire2Learn Recommender System in the
deprivation of adequate valuation. For future work, we will
incorporate some courses and courses for the recipients of
education. By establishing the science of existence using one
of the programming languages such as the language Visual
Basic (VB) and based on the database and ontology. Taking
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into account the factor of time, location, and method of
education.
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Abstract—Refactoring activity is essential to maintain the
quality of a software’s internal structure. It decays as the impact
of software changes and evolution. Class decomposition is one of
the refactoring processes in maintaining internal quality. Mostly,
the refactoring process is done at the level of source code.
Shifting from source code level to design level is necessary as a
quick step to refactoring and close to the requirement. The
design artifact has a higher abstraction level than the source code
and has limited information. The challenge is to define new
metrics needed in class decomposition using the design artifact's
information. Syntactic and semantic information from the design
artifact provides valuable data for the decomposition process.
Class decomposition can be done at the level of design artifact
(class diagram) using syntactic and semantic information. The
dynamic threshold-based Hierarchical Agglomerative Clustering
produces a more specific cluster that is considered to produce a
single responsibility class.

Keywords—Refactoring; design level refactoring; software
refactoring; hierarchical clustering; class decomposition

I.  INTRODUCTION

Refactoring alters software's internal structure without
changing the external behavior [1]. The primary purpose of the
refactoring process is to preserve the quality of internal
structure as the impact of change implementation in the
evolution cycle of software. The quality of software's internal
structure may decay during evolution. Many research and tools
exist to expose the mostly get the structural decay as an impact
of the software evolution [2]. The reduced quality of software's
internal structure impacts the next changes. Decreasing the
internal structure also decreases the maintainability of software
and increases the effort of the next changes [3], [4]. Therefore,
refactoring is recommended to solve the structural decay and to
avoid the high cost that the developer must pay during the
software changes process.

There are many options for refactoring the software artifact.
Researchers already report and give guidance to refactoring
based on the specific smells. One of the refactoring activities is
the extract class. The class can be fat of functionality as an
impact of the changes. The extract class decomposes the class
due to class growth as changes happened during the evolution.
According to the guidelines, the class must handle clear
responsibility or function. Therefore, the extract class helps to
maintain the class stay in clear functionality. Many research
reports the methodology for class decomposition at the source

code level [5]-[14]. Mostly was done by using the clustering of
the class elements based on various points of view and done at
the source code level.

Hamdi et al. proposed the class decomposition
methodology and named it Threshold-driven Class
Decomposition based on the Agglomerative Hierarchical
Clustering (AHC) algorithm [11]. The class decomposition
uses several metrics that can only be easily calculated at the
source code level. For example, direct and indirect call
dependency, internal and external call dependency, and
attribute sharing. The main result in the research of Hamdi is
applying the threshold to HAC to determine the termination
point in the process of decomposition. The result of Hamdi's
algorithm sounds more promising in the case of termination
state than the other approach.

Now-a-days, researchers have changed the refactoring
object and shifted it to the design level. Shift to the design is
considered necessary due to the easiness of model
transformation. Model as an object of transformation is like a
bridge between software artifacts (act integrally). It is bridging
between the requirement and the implementation artifact. The
model refinement is close to the requirement and
implementation artifact. It will have an impact on both sides. It
can also be used for software evolution and implementation in
code. Vertical and horizontal model transformations are both
possible. Vertical transformations are used when the source
and target models have different levels of abstraction. On the
other side, a horizontal transformation occurs when the source
and target models have the same abstraction. The source model
transformation does not impact the target model's behavior
[15].

The class diagram is one of the design or model artifacts.
The class diagram is more abstract than the source code.
According to the limited information, working with the higher
model level has a big challenge. The lower level of abstraction
of the model has more detailed information than the higher
level of the model. The similarity metric was used to do
decomposition using Hamdi's approach. The metric is
calculated based on the information in the source code. Using
Hamdi's metric is difficult if the experiment’s object is changed
to the class diagram. The similarity value between elements is
the mandatory requirement for clustering or decomposing
using a hierarchical clustering algorithm. Shifting the
experiment’s object to the class diagram gives the
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consequences to define the new similarity metric based on the
information from the class diagram. One outcome of this
research is determining the new similarity metrics calculated
using all of the data or information from the class diagram. The
metrics have a function to measure the distance between
elements. In the case of class, it is not only the methods but
also the attributes. The similarity metrics are considered the
class's syntactic and semantic information in the class diagram.
Besides shifting the experiment’s object, the decomposition
process only focused on the Blob class in the class diagram.

The rest of the paper is organized as follows. Section 2
summarizes the state of the arts of class decomposition
approach. Section 3 describes the class usability and
compactness of the class in the decomposition process.
Sections 4 and 5 explain the proposed algorithm and the
research scenarios. Section 6 describes the result and
discussion. Then the last is the conclusion and future work in
Section 7.

Il. RELATED WORK

Several researchers are researching class decomposition as
the refactoring activity. The class decomposition is used to
maintain the class stay in the clear functionality. The
development of research on class decomposition is as follows.

A Two-Step Technique for Extract Class Refactoring by
Bavota et al. told about the extract class's approach based on
the responsibility [5]. The object study is source code. This
experiment considers the structural and semantic information
inner the class. Specifically, this uses the metrics to measure
the structural and semantic similarity. The metrics are
Structural Similarity between Methods (SSM), Call-based
Interaction between Methods (CIM), and Conceptual Similarity
between Methods (CSM). The chains extraction (The
Transitive Closure), as the proposed approach, is obtained by
computing the transitive closure of the method-by-method
matrix. The value of the matrix is calculated based on the
combination of three metrics. Then, the approach is used to
extract the class using the threshold minCohesion and
minLength. minCohesion is the similarity value between
methods, and minLength is the minimum chain length in the
graph. By using both thresholds, the class is split into several
classes.

The following paper from Bavota et al. discussed the
identification of extract class refactoring opportunities using
structural and semantic cohesion metrics [6]. In Bavota's
refactoring process, the class partition process uses the
MaxFlow-MinCut algorithm. Bavota implemented the
algorithm as follows. In particular, let ¢ be the class to be
refactored and M(c) = {mq,m,,...,m,} be the set of its
methods (including the constructor and static methods). The
first main process in this approach is defining the graph
showing the relationships between methods. The complete
graph is defined as G,,. A set of weighted edges connects all
the class's pairs of methods. The weight of each edge is
represented by the value of the relatedness rate of a pair of
methods. The weight of edges is computed by considering the
Structural Similarity between Methods (SSM), Call-based
Dependence between Methods (CDM), and Conceptual
Similarity between Methods (CSM). Once the graph is
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computed (weighted), a MaxFlow-MinCut algorithm is used to
obtain a partition of the original class.

The next paper of Bavota et al. discussed the usefulness of
using class structural and semantic information to extract class
[7]. The structural and semantic are measured using SSM,
CDM, and CSM. The final conclusion is that using a
combination of structural and semantic information is worth
doing extract class. This paper also said that the transitive
closure approach is better than the MaxFlow-MinCut approach.
Also, Bavota compares the transitive closure with the other
approach, for example, Fokaefs et al., that uses a hierarchical
clustering to extract class refactoring [10]. The transitive
closure can split a Blob class into more than two classes,
overcoming the MaxFlow-MinCut approach. And, it can
automatically define the number of classes that should be
extracted from a Blob class.

Isong Bassey et al. talk about the metric-based refactoring
opportunities identification (ROI) for object-oriented software
systems [14]. They carried out a comprehensive analysis on
sixteen (16) primary studies to identify the state of the practice
in ROLI. This paper is summarized all refactoring opportunities
that already existed before 2016. They separated analysis into
three groups: the structural, the semantic, and the structural and
semantic. This paper focuses on the source of information that
can be used to identify the refactoring opportunities using the
matrices. This paper summarized several research experiments,
such as Al Dallal for the structural approach, Bavota and Al
Dallal for the structural and semantic approach already
published in several papers. All papers use a metric-based
analysis approach. The same review is also already done by Al
Dallal [16].

Wang Ying et al. talk about automatic software refactoring
using weighted clustering [12]. This paper focuses on class-
level refactoring. They consider the dependency relation
between methods (as nodes) described as a network. Three
matrices explain the relationships between methods, (i)
attribute sharing (Sharing Attribute Weight/ SAW), (ii) method
invocation (Method Invocation Weight/ MIW), and (iii)
functional coupling (Functional Coupling Weight/ FCW). Not
only the tree matrices but also Semantic Similarity Weight
(SSW) is used to calculate the weight of the edge. The most
beneficial cluster with the specific weight is chosen as the
solution. The result is compared with the experiment conducted
by Bavota and Fokaefs. Wang only compares the algorithm
with Bavota and Fokaefs in terms of the effectiveness of
clustering. Wang's approach can resolve cohesion and coupling
problems without changing the code's external behavior. And,
it can help to improve the understandability, flexibility,
reusability, and maintainability of code.

Mohammed Hamdi talks about the class decomposition
method using the Hierarchical Agglomerative Clustering
(HAC) [11]. The decomposition is iterative until classes have a
single responsibility. The main problem is considering the
difficulty of terminating the decomposition process. This paper
defines the notion of threshold to determine the termination
point in the decomposition process. This paper explains that
class responsibility is identified using method similarity based
on internal and external class relationships. There are six
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matrices, Internal Attribute Sharing (IAS), Internal Direct Call
dependency (IDC), Internal Indirect Call dependency (1IC),
Internal Method Sharing (IMS), External Indirect Call
dependency (EIC), and External Call Dependency (ECD). By
using the weighted AHC, the result is considered better. This
approach looked like solving the problems of limitation of a
number of resulting classes and the termination state of the
decomposition process. The research conducted by Hamdi is
the latest research that raises the problems in previous research.

I1l. SYNTACTIC AND SEMANTIC METRICS

Shifting to the design artifact, especially the class diagram,
brings out the new challenge of defining new metrics. The
metrics are used to calculate the similarity score between the
class's elements (attribute and method) used in the
decomposition process. The metrics are calculated based on the
information in the class diagram. There are two approaches to
define the similarity rate between class elements: syntactic and
semantic analysis. It means that the two approaches measure
the similarity score using the similarity of syntax and meaning.

The class diagram is one artifact that shows the relation of
objects in the software system. It shows the inner structure of
every class and the relation between them. When reading the
class diagram, we got pure in the model level consisting of text
and notation. It is not easy to collect information based on the
image of the class diagram. However, by converting it into the
XML file, all the information of the class diagram is easier to
collect. [17], [18]. Extracting the information from the XML
file uses the text-based extraction method. Therefore, syntactic
and semantic analysis is appropriate to calculate the similarity
metric from the XML class diagram.

A. The Type References Similarity (Syntactic)

Syntactic analysis means the analysis based on the actual
syntax that lies on the class diagram. This approach is inspired
by Al Dallal et al. [19] in their proposed cohesion metrics. In
this approach, the class elements are considered a relationship
if they have the same type. The type similarity is based on the
type of attributes and methods (references variable or return
value). The value will be 0 or 1. 0 means there is no relation,
and one, there is a relation between method and attribute.

_ (1, similar type >0
Syn = {0, similar type < 0 @

All the attribute and method data types are collected and
then mapped into the relation matrix between them in every
class.

B. The Meaning Similarity (Semantic) of the Label

Semantic analysis is the meaning analysis between attribute
and method. This analysis considers the meaning of every label
in the class (related to the class elements)—for example, the
name of a method, attribute, and method's parameters. The
label names are split into some words to make it easier to get
the meaning. The semantic similarity is calculated based on the
closest meaning between words with a value between 0 and 1.
The higher value means the close of meaning. Semantic
similarity can be calculated using the following formula.

2.wi.lwinwy |+ws.(|s(wq,wy) |+]|s(wy,w
som = ZWEWLOWaltws (Iswa.wy) I +s(waw)I) B

[wq|+|wz|
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Previously, the formula was used to calculate the semantic
similarity between process hames by Dijkman et al. [19]. From
that formula, w; and w, are the word collections from every
compared label. The words are extracted from the attributes or
methods labels. The Dijkman’s formula is considered
appropriate to use in the case of class element’s label. For an
example of the splitting process, there is a label named
"transcriptType.” Then the "transcriptType" is split into
"transcript”" and "Type." Sometimes, the label of attributes or
methods is written without using capital characters as a
beginning of words. If not possible to split appropriately, then
the splitting process is done by comparing the longest fragment
of a word with the dictionary. If it exists in the dictionary, then
it will be separated from the label. s(w,, w,) or s(w,, wy) is
the number of words that have a synonym relationship between
two labels. The synonymity of words is based on the
calculation of relatedness by considering the depths of two
words in the WordNet taxonomy (Wu-Palmer) [20]. A couple
of words above 0.5 is considered a synonym. wi and ws are
the weight that is defined for a similar word and the word that
has semantic similarities (synonym). Dijkman defines the value
of wi = 1andws = 0.75 [19].

C. Elements Similarity Metric

The element similarity metric is the combination of both
syntactic and semantic metrics. The formula to calculate the
similarity between method and attribute is described as
follows. syn and sem are syntactic and semantic similarity
scores respectively. Then, el and e2 are elements in the class.
It can be the attributes or methods of the class. The whole
formula for the element similarity metric is described as
follows.

syn+sem

Sim(el,e2) = ?3)
This formula is used to define the similarity matrix that will
be an input to the algorithm for decomposing the class.

V. THRESHOLD-BASED AGGLOMERATIVE HIERARCHICAL
CLUSTERING ALGORITHM

Threshold-based agglomerative hierarchical clustering is
divided into static threshold and dynamic threshold hierarchical
clustering. The difference between static and dynamic is the
definition of the threshold. The static approach defines the
threshold value at the beginning of the decomposition process.
It is done only one time. The dynamic approach calculates the
threshold in every cycle of the decomposition process. The
threshold is adjusted based on the matrix changes in every step
[11]. This research uses Hamdi's algorithm but is implemented
at the design level. The similarity matrix considers syntactic
and semantic aspects of the element's label. The decomposition
is based on the similarity matrix composed using the formula
(3) value. Later, the similarity matrix is used to compose the
dissimilarity matrix to validate the decomposition result. Fig. 1.
shows the dynamic threshold for threshold-based
agglomerative hierarchical clustering. The static and dynamic
threshold differences are located at the calculated threshold
process. The calculation threshold is done once in the static
approach and done in every process cycle in the dynamic
approach. The process is run recursively and implemented in
the prototype application.
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Build similarity
matrix

8: Select similarity
value

Sort similarity value

t: Calculate
threshold

Run Decompose(C)

h 4
End

Fig. 1. Dynamic Threshold-based Agglomerative Hierarchical Clustering

[11].

V. RESEARCH SCENARIOS

This chapter explains the scenarios of the experiment using
new metrics from the class diagram and implements it using
the threshold-based AHC by Hamdi. The scenario explains the
dataset, tools, and validation process.

This experiment focuses on shifting from the source code
to the design level. The proposed metric is implemented using
two cases. First is the same case as Hamdi's paper (Transcript
class), then called case 1. The Transcript class is regenerated as
a class diagram using the Visual Paradigm and converted into
XML files. It has been modified at the data type of the
parameters variable using the types often used for those
variables. The class Transcript is described as Fig. 2.

Second is the other case based on the smell dataset from the
Landfill dataset [21]. Case 2 is the MDIApplication that is
taken from the jHotDraw application. The MDIApplication is
considered as Blob class based on the Landfill dataset. The
MDIApplication is shown in the following Fig. 3.

The threshold-based agglomerative hierarchical clustering
algorithm proposed by Hamdi et al. is implemented into the
prototype application. This application is considered important
due to the time of the calculation process. Also, the prototype
application is built for the accuracy of the calculation. It also
implements the tree-based keyword search algorithm useful for
information collected over the XML class diagram [17]. The
calculation of similarity meaning between words (semantic) is
using the WordNet library for Java to support the semantic
score between labels using formula (2).

The class diagram from the example cases (Fig. 2 and Fig.
3) is converted into an XML file then extracted using the
prototype application. Then, the prototype application will
automatically generate the similarity matrix based on the
formula (3). Table I shows the value of similarity between
elements (attributes and methods) of the Transcript class.
Before that, the labels of every element are named using the
prefix "a" for attribute, and "m" is for a method then followed
by a number as elements index. Finally, the decomposition
process is done using the threshold-based AHC (both static and
dynamic). And the result of the experiment will be compared
with the result of class decomposition at the source code level.
Table Il shows Hamdi’s similarity matrix of the Transcript
class.

Vol. 13, No. 3, 2022

Transcript

-transcriptType : string
-major : string

+runAcade micServices() : void
+getFinalGrade(CourselD : int) : void

+formTranscript(transcriptType : string, major: string) @ .|

+canGraduate( ) : woid

+isPassed(student : Student, Coursel D : int) : void

+release FinalGrade(CourselD : int) : void

+release Transcript{transcript Type : string) : void

Fig. 2. Transcript Class.

MDIApplication

-serialVersionUID : long
-parentFrame | JFrame
-scrollPane : JScrollPane

-prefs | Preferences

-desktopPane : JMDIDesktopPane

-toolBarActions : LinkedList<Action=>

+M DIApplicationd }

Hinit()

#createModel ActionMap()
#ereateViewdctionMap ()
Haunch(}

+configure(}
#initLookAnd Feel()
+show()

+hide()

+isSharing ToolsAmongViews( )
+getComponent()
#wrapDesktopPane(}
#createMenuBar )
+createFileMenul )
HupdateViewTithe()
+createViewhMenu()
+createWindowMenu()
+createEditMenu)
+craateHelpMenu( )}

Fig. 3. MDIApplication Class from the jHotDraw.

TABLE I. THE SIMILARITY MATRIX OF TRANSCRIPT CLASS (DESIGN
LEVEL)
al a2 ml m2 m3 m4 m5 m6 m7
al 059 | 015 | 0.23 | 0.65 | 0.28 | 0.16 | 0.28 | 0.93
a2 0.15 | 0.09 | 0.58 | 0.19 | 0.05 | 0.14 | 0.65
ml 092 | 063 | 0.73 | 0.73 | 0.92 | 0.75
m2 0.71 | 0.78 | 1.00 | 1.00 | 0.88
m3 0.65 | 059 | 0.71 | 0.79
m4 0.71 | 0.83 | 0.80
m5 1.00 | 0.73
m6 0.94
m7
TABLE II. THE SIMILARITY MATRIX OF TRANSCRIPT CLASS (PREVIOUS
APPROACH) [11]
mé m5 m6 m7 m8 m9 m10
m4 0.25 0.33 0.25 0.25 0.32 0.25
mb5 0.18 0.18 0.18 0.19 0.18
mé 0.08 0.08 0.26 0.2
m7 0.22 0.12 0.05
m8 0.05 0.05
m9 0.19
m10
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The validation uses two approaches. The first approach is
by comparing the compactness rate using the Silhouettes index
of cluster result. And the second approach is the conformance
rate between the source code and the class diagram level’s
result. The compactness rate of every cluster resulting from the
decomposition process will calculate using the Silhouettes
index. Silhouettes index is the method that can be used to
validate the consistency data in the cluster [22]. Then, the deep
analysis of the result according to the applicability of the class
is also considered important.

V1. RESULT AND DISCUSSION

A. Result of Experiment

The two metrics (syn and sem) are used to calculate the
similarity between class elements then the similarity matrix is
composed for every case. Finally, the similarity matrix from
the two cases is used for the decomposition process using the
prototype application. Case 1 is the decomposition process
using class Transcript at the design level. The result of
decomposition is differentiated based on the approach (static
and dynamic threshold). First, the static threshold
decomposition result is shown in Table IlI. Then, the result of
the dynamic decomposition is shown in Table 1V.

Table Il shows the result of the decomposition process
using the static threshold. It also shows the result of the
Silhouettes index for every element inner the cluster. There are
two clusters resulting from the static threshold decomposition
process. The average of the Silhouettes index for all elements
is 0.24.

Table IV shows the result of decomposition using the
dynamic threshold. It is shown that the number of clusters
resulting from the decomposition process is four clusters.
Every element in the clusters has the Silhouettes index score
that expresses the validity of the position of current elements in
the specific cluster. If the score is close to 1, it is considered in
the better cluster. Otherwise, it is considered the worse cluster.
The average of Silhouettes from all elements is 0.35 using the
dynamic threshold decomposition process.

Case 2 is taken from the jHotDraw application. The class
MDIApplication will be decomposed due to the Blob
indicators that are shown in the Landfill dataset. Same with the
first case, the second case also threatened using the same
experiment. The result of the static threshold decomposition is
described in the following Table V.

There are two clusters resulting from the static threshold
decomposition process. Every cluster represented the class
after decomposition. Every element of the class has a
Silhouettes index score representing the specific cluster's
validity position. Many elements have negative of Silhouettes
index. The average of Silhouettes for all elements is 0.08.

The dynamic decomposition result using case number two
is described in Table VI. There are 12 clusters, and every
element of each cluster is calculated. There are also many
negative Silhouettes scores. The average Silhouettes of all
elements is 0.15. This is because many clusters only have one
element.

Vol. 13, No. 3, 2022

TABLE Ill.  THE STATIC THRESHOLD DECOMPOSITION (CASE 1)
Cluster Elements Silhouettes Index
1 canGraduate -0.52

releaseTranscript -0.31
runAcademicServices -0.72
formTranscript -0.03
transcriptType 0.38
major 0.37
2 isPassed 1.00
releaseFinalGrade 1.00
getFinalGrade 1.00
Average Silhouettes 0.24

TABLE IV. THE DYNAMIC DECOMPOSITION (CASE 1)

Cluster | Elements Silhouettes Index
1 formTranscript -0.34
major -0.11
2 canGraduate -0.18
runAcademicServices -0.48
3 releaseTranscript 0.50
transcriptType 0.80
4 isPassed 1.00
releaseFinalGrade 1.00
getFinalGrade 1.00
Average Silhouettes 0.35

TABLE V.  THE STATIC DECOMPOSITION (CASE 2)

Cluster | Elements Silhouettes Index
1 parentFrame -0.12
MDIApplication -0.03
desktopPane 0.01
Show -0.41
isSharingToolsAmongViews -0.01
Hide -0.39
serialVersionUID -0.03
scrollPane 0.03
Prefs 0.00
2 createFileMenu 0.30
Init 0.01
getComponent 0.06
createViewActionMap 0.31
Configure 0.05
createModel ActionMap 0.15
toolBarActions -0.01
createViewMenu 0.30
updateViewTitle 0.32
createHelpMenu 0.34
createWindowMenu 0.30
initLook AndFeel 0.11
wrapDesktopPane 0.04
createMenuBar 0.21
createEditMenu 0.32
Launch 0.05
Average Silhouettes 0.08
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two metrics gathered from the class diagram. The comparison
previous and proposed approach is to know how the
conformance rate between each other.

Tables VIII and 1X show the clustering result using each
approach (previous and proposed). Using different metrics and
objects of study, the previous and proposed approach results in
the same number of clusters but different elements. The
conformance is calculated by dividing the number of
conformed elements at both results by the number of all
elements. For example, for the static threshold AHC, four
elements conform at both sides of the result. m4 and m6 are
located at the same cluster (also m5 and m8). The rest element,
m7, m9, and m10, are considered not to conform. It is similar
to the dynamic threshold AHC. Four elements conform at both
sides (m10, m7, m9, and m6). The conformance rate for both

results is ; = 0.5714. The proposed experiment uses two

metrics from the class diagram to do the class decomposition
results 0.5714 conformance rate.

C. Discussion

Tables 11, IV, V, and VI show the result of the experiment,
not only the number of the cluster but also the Silhouettes
index score for every element. The Silhouettes index shows the
validity of every element placed in a specific cluster. A higher
score is better for Silhouettes.

TABLE VI.  THE DYNAMIC DECOMPOSITION (CASE 2)
Cluster Elements Silhouettes Index
1 isSharingToolsAmongViews -0.12
Prefs -0.08
scrollPane -0.27
parentFrame 0.00
desktopPane 0.03
4 MDIApplication 0.27
serialVersionUID 0.22
5 Show -0.19
Hide -0.12
getComponent -0.51
Launch -0.62
createFileMenu -0.84
Init -0.39
initLook AndFeel -0.49
createMenuBar -0.58
9 updateViewTitle 0.28
Configure 0.08
10 createViewMenu 0.78
createHelpMenu 0.89
createWindowMenu 0.75
createEditMenu 0.73
11 wrapDesktopPane 0.95
toolBarActions 0.98
12 createViewActionMap 1.00
createModel ActionMap 1.00
Average Silhouettes 0.15

TABLE VII. THE AVERAGE SILHOUETTE INDEX COMPARISON (CASE 1)
Previous Approach Current Approach
Static Dynamic Static Dynamic
Case 1 0.05 -0.02 0.24 0.35

B. Compared with the Previous Approach

The result of the experiment using new metrics (syn and
sem) at the design artifact shows different from the result of
the previous approach. The previous approach uses six metrics
at the source code level to calculate the similarity between
class elements. The decomposition result using the previous
approach will be assessed using the Silhouette index, then
compared with the result of the current experiment. This
comparison will focus on the Silhouette index value of
decomposition using case 1.

The calculation of the Silhouette index of previous is based
on the dissimilarity matrix calculated from the similarity
matrix. The Silhouette index comparison of the previous and
proposed approaches using case 1 is shown in Table VII. Based
on the result shown in Table VII, the average of Silhouette
using the previous approach is shown little different from the
current approach. In the previous approach, using the static
threshold, the average of the Silhouette index is 0.05. The
dynamic threshold approach produces the average Silhouette as
-0.02. The current approach for static and dynamic are 0.24 and
0.35, respectively. The experiment is used the prototype
application to apply the decomposition using the previous
approach's similarity matrix (Table I1).

The previous experiment uses the six metrics to calculate
the similarity between the class's elements at the source code
level. The current experiment is done at the design level using

TABLE VIII. THE AVERAGE SILHOUETTE INDEX OF STATIC THRESHOLD

(Casel)

Static Threshold
Cluster Previous Cluster Proposed
1 m5 1 m7

m7 m10

m8 m4

m10 m6
2 m4 2 m8

m6 m9

m9 m5
TABLE IX.  THE AVERAGE SILHOUETTE INDEX OF DYNAMIC THRESHOLD

(Case 1)

Dynamic Threshold
Cluster Previous Cluster Proposed
1 m5 1 m6

m10 2 m7
2 m7 mé

m8 3 m10
3 m9 4 m8

m4 m9

m6 m5
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The differences and the trend of the Silhouettes index
between static and dynamic threshold AHC are interesting to
discuss. Case 1 shows that the average of Silhouettes of static
threshold is 0.25. And, the dynamic threshold has the average
of Silhouettes is 0.35. In case 2 from jHotDraw, the static
threshold shows that the average Silhouettes are 0.08 and 0.15
for the dynamic threshold. The dynamic threshold AHC
produces the higher Silhouettes index score from the two cases.
The dynamic threshold AHC is better than the static threshold
AHC for those two cases in the design phase.

The comparison with the previous approach's average
Silhouette shows a different trend. The previous approach
shows that the static threshold AHC has a better value of the
Silhouette index than a dynamic threshold. It is shown that the
value of static and dynamic are 0.05 and -0.02, respectively. In
this case, the value of the similarity matrix used in the
experiment to decompose the class is taking an important
position. The use of six metrics to calculate the similarity value
and then decomposed using the static and dynamic threshold
AHC is slightly lower than the use of two metrics (proposed
experiment). The compactness of each cluster resulting from
the decomposition process depends on the metrics used. Using
two metrics, it shows the conformance rate of about 0.5714. It
means that four elements conformed to each other (previous
and proposed approach). With the 0.5714 conformance rate,
the proposed approach’s result has a better average of
Silhouettes. But, this result cannot be used to justify which one
is better. The decomposition result's correctness might be able
to be found by deep analysis at the implementation level after
the decomposition is finished.

The other angle of results shows that there are many
elements with negative Silhouettes. It means that the elements
are placed in the worse cluster. Silhouettes also show the
density of every element in every cluster. The higher
Silhouettes score shows the distance between elements inner
the specific cluster is close to each other and far from the other
cluster. High differentiation of distance between clusters is
better for clustering results.

The decomposition of class using static and dynamic
threshold AHC leaves the existence of many elements with a
negative score of the Silhouettes index problem. To overcome
this problem is needed to move the element with negative
Silhouettes to the other cluster by comparing the Silhouettes
score before and after movement. The better Silhouettes score
will be chosen to increase the validity of the cluster.

The other point that is interesting to discuss is the result of
clustering. The number of clusters between static and dynamic
thresholds is always increased. The dynamic threshold
produces more clusters than static. The static threshold
produces less number of clusters, and the other side consists of
a bigger element inner of every cluster and vice versa for the
dynamic threshold AHC. Hamdi et al. said that the static
threshold is suitable for fine-grained decomposition, and the
dynamic is suitable for coarse-grained decomposition [11].
Based on the definition, the fine-grained will produce smaller
objects.
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Fig. 4. Cluster Number Two.

Fine-grained produces more objects than coarse-grained
decomposition. But it differs from Hamdi's result in the class
diagram and uses the two metrics (syn and sem) for distance
similarity calculation. In this experiment, using dynamic
threshold AHC creates more clusters with smaller elements.
And the static threshold produces a smaller number of clusters
with a bigger number of elements in every cluster. It can
happen because of the threshold. Different from the static, the
dynamic threshold alters the threshold in every cycle of the
decomposition process to find the separation limit. That is why
the dynamic threshold has higher opportunities to create a new
cluster in every decomposition cycle.

In the class decomposition process, the main purpose is to
decompose the class by distinguishing the functionality of the
class. The dynamic threshold AHC can find the single
functionality inner the decomposed class. Using syntactic and
semantic metrics in the class diagram, the dynamic threshold
AHC is more distinctive than the static threshold to do
decomposition. The dynamic threshold that is calculated on
every cycle process makes the decomposition done in fine-
grained size.

The dynamic threshold AHC results in more clusters than
static, but the number of elements in every cluster is smaller
than the static threshold. Some clusters only consist of one
element, for example, cluster number two resulting from
dynamic threshold decomposition of case 2 (see Table VI). The
element in cluster number two is only scrollPane, and it is an
attribute. From the detailed class in Fig. 3, the scrollPane has a
private modifier. This will be the next interesting problem to
discuss. Cluster number two will be one class with only one
attribute and is private. Fig. 4 shows how cluster number two is
realized into the class.

Class from cluster number two is doubtful to use. There is
only one attribute, and it has a private modifier. The object
from the class of cluster number two will be unable to access.
The other word, the object will not collaborate with the other
objects in the software system. The main purpose of object in
the software system is to do sub-function to fulfill at least one
of the software functionality. Ideally, the attribute is private to
match the theory of information hiding. But, usually, at least
there is one method that has a public modifier. The method has
functioned as the object's boundary to access the data or
process provided by the object. If there is no public method,
then it will be an unuseful object. The movement process must
solve this condition. For the class that only has private
elements, the element must be moved to the other more valid
cluster by comparing the validity or compactness rate of the
element.

VIIl. CONCLUSION AND FUTURE WORK

The refactoring can be done by using the design artifact.
This paper shows the new metrics from the class diagram to do
the decomposition of class using the class diagram. The
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metrics are syn and sem that measure using analysis of syntax
and meaning. The metric uses the information gathered from
the class diagram to calculate the similarity matrix. The
decomposition process uses the algorithm from the previous
approach but is implemented in the class diagram as a design-
level artifact. The decomposition result shows a few points of
conclusion.

The first conclusion is the differences between the previous
and the current decomposition result. The current result of
decomposition shows that the clusters resulting from the static
and dynamic threshold AHC are more compact than the
previous approach's result. It is validated using the Silhouette
index to measure the compactness of the clusters.

Both approaches produce the same number of clusters,
whether using the static or dynamic threshold AHC. But, some
of the elements are different between previous and proposed
approaches. The conformance rate of both (previous and
proposed) approaches is 0,5714, with the proposed approach
result showing higher compactness.

In the proposed experiment, there is a trend in the
Silhouette index value of the proposed experiment’s static and
dynamic threshold result. The dynamic threshold is higher than
static in the Silhouette value in both cases. Dynamic threshold
AHC produces a more compact cluster than the static. The
dynamic threshold AHC also produces more number of a
cluster than the static threshold. On achieving single
responsibility principles, the dynamic threshold AHC's result
shows more specific than static because the result of the cluster
consists of a lower number of elements but a higher Silhouette
index as a measurement of compactness.

The result shows the advantages that can be obtained and
shows that there are still shortcomings. The decomposition
result still shows the elements that have the negative Silhouette
value. The negative Silhouette value shows that the distances
of the current element are far from the other elements in the
same cluster. The other word, the negative Silhouette elements
are considered the worse place. The enhancement for the
moving mechanism of the negative element is considered
important.

The result also shows that some clusters are considered
unable to implement because the cluster may produce objects
that cannot collaborate with others. The cluster that only has
one element, specifically if the element has a private modifier,
is considered a useless cluster. From this fact, it is considered
important to include the modifier aspect to do the
decomposition process. It is important to avoid the emergence
of useless clusters.
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Abstract—e-Governance is the system in which all the public
services are made available in the online platform with the help
of secured cyber architecture. Government along with the people
have praised the ability of Information and communications
technology (ICT) around the world in stimulating the various
vital sectors of the economy. The advanced technologies have
provided speed, inexpensive and convenient method of
interaction and communication. In various developing and
developed countries, these newly adopted technologies have
shown direct positive impact on the country’s productivity,
efficiency and thus leads to rapid development. This work
represents a comparative study of various Multi-Criteria
Decision Making (MCDM) techniques like Technology, Multi-
criteria Decision making, Ranking, Technique for Order of
Preference by Similarity to Ideal Solution (TOPSIS), Weighted
Sum Model (WSM) and Weighted Product Model (WPM) to find
the ranking of various attributes responsible for better decision
making for implementing successful e-Governance in developing
country, India.

Keywords—e-Governance; information and communication
technology; multi-criteria decision making; ranking; technique for
order of preference by similarity to ideal solution (TOPSIS);
usability; weighted sum model (WSM); weighted product model
(WPM)

I.  INTRODUCTION

The word e-Government refers to a broad set of
applications defined and created in order to solve various
administrative issues, i.e Government services or government
sector-related issues. The development in utilize of Information
Technologies and Communication Technology (ICT) has
extended to new domains starting from entertainment and
information sharing, to medicine, education and science [14].
Most of the e-Governance services are web-based applications.
This helps the citizens for better access to the various e-
Governance services [8]. e-Governance in India has advanced
persistently beginning from digitization of government offices
and departments to segregated sectors centered at adapting e-
Governance usages in different areas of the government at
various levels i.e. national, district, state or local levels. These
segregated sectors were unified into a single vision and
strategy given by the National e-Governance Plan (NeGP) in
2006 [3]. The NeGP takes a holistic scenario of e-Governance

plans, strategy and activities within the nation, merging them
into a cumulative and collective view for a common shared
cause. Revolving around this digitization concept, a huge
nation-wide infrastructure is evolving and made accessible to
the people of the remotest of villages, and expansive scale
digitization of records is been undertaken to have easy, secured
and reliable access over the Internet services. e-Governance
plays a major component of the country’s governance system
and also is a vital part of the administrative reform agenda in
developing country like India. The NeGP organization has the
capability to accumulate large savings in costs by the method
of sharing of core and support infrastructure, empowering
interoperability through measures, and of presenting a seamless
view of government to citizens. The ultimate objective is to
allow transparent public services to citizens.

In the course of time various strategies are planned and are
implemented for designing better e-Governance for the
citizens. But despite of so many proposals, some fail because
of the improper implementation attributes. In order to make a
project successful, it is required to study all the critical factors
starting from governance, management to implementation and
getting feedback on services responsible for making a
successful project.

Multi-criteria Decision making techniques (MCDM) are
useful in cases where many factors stands validated for the
success of one cause. The conflicting areas are analyzed
effectively in this process of decision making. In a typical
MCDM algorithm, weights are assigned to each criteria
available for analysis, and basing on the weights, each criteria
is analyzed with reference to some collected data or
information. Basing on the algorithm, the criteria are ranked or
weighted in order of their dependency for the success of a
given solution. The method of structuring difficult problems
properly and focusing on multiple attributes explicitly proceeds
to more informed and good decisions. A number of approaches
and techniques have been proposed and applied in different
fields for better decision making considering various attributes
of a problem [11, 12].

Therefore, in this paper various models of decision making
are analysed in order to find the preference order of attribute
ranking for making better decision for successful and proper
implementation of e-Governance in India.
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Il. LITERATURE REVIEW

There are various authors who have used the methods such
as TOPSIS, WPM and WSM for ranking various attributes in
order provide efficiency in the system. Some of the noted
works of the authors are cited below.

Mela et.al (2012) have selected various MCDM techniques
like WSM, WPM, VIKOR, TOPSIS, PROMETHEE Il for a
comparative study for building design. They have tested
against various criteria that are responsible for generating
better designs [1].

Velasquez et.al (2013) have reviewed various MCDM
techniques for better performance attributes. The authors have
concluded that, MCDM techniques provides a whole new
approach for better decision making for any problem which
combines multi-criteria attributes for evaluation[2].

Mulliner et. al (2015) have compared the performance of
methods like WPM, WSM, AHP, TOPSIS and COPRAS for
assessment of sustainable housing affordability. The authors
have evaluated 20 criteria and 10 alternatives taking Liverpool
as a case study. The reason for using the MCDM techniques is
to evaluate the robustness and contrasts in the result rankings

[4].

Karande etal (2016) compared the most popular six
comprehensive  MCDM methods such as WSM, WPM,
MOORA, MULTIMOORA and WASPAS for industrial robot
selection problems using two real time values. Local weights
were under-taken and stability were maintained by designing
proper interval ranges. MOORA have given robust and best
values for the most critical criteria [5].

Kolios et.al (2016) have used the TOPSIS method from
MCDM techniques in order to provide enrichment for
accounting stochastic variable inputs. Along with TOPSIS,
PROMETHEE is also used for predicting the optimum design
alternative [6].

Ansar et.al (2018) have used various MCDM methods like
WPM, WSM, AHP, TOPSIS, SMART on 10 alternatives and
criteria in order to evaluate the success of information system
selection. Among the MCDM techniques, TOPSIS resulted in
better and sophisticated values for ranking the alternatives in
their order for efficient information system selection [7].

Mondal etal (2021) have implemented the MCDM
techniques for evaluation of factors and attributes responsible
for smart city governance. The author has used Agartala city
for the case study. The work is focused the various applications
under taken for Smart cities. Both qualitative and quantitative
analysis has been implemented. After evaluation of the criteria
and its attributes, the author concludes that it would take 5
years of time for completion of project for making Agartala a
smart city [9].

Chakraborty et.al (2021) have applied Decision making
trial and evaluation laboratory (DEMATEL) method for their
work. They have taken the case studies of 98 Indian smart
cities for evaluation against 11 criteria. The proposed work also
include k-means clustering algorithm for reduction of datasets.
Finally, after the application of MCDM techniques, they have
found out the results along with strengths and weakness
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relating to the progress of smart cities and measures for
strengthening the lagging infrastructure for Smart cities [10].

I1l. METHODOLOGY

Multi-Criteria Decision Making techniques are used by
decision makers for evaluating the conflicting criteria present
as alternatives for taking proper and wise decision regarding a
problem statement. Solving a particular problem has various
options [12]. It may be finding the best alternative of the given
set of alternatives, or ranking the alternatives to find the most
critical factor for a given problem domain, or finding the
deviation of the alternatives from a given set of most accurate
alternatives or may be outranking the relations among the
alternatives or may be deciding the criteria weights for each
alternatives such that the best optimal solution are found from
the given set of alternatives. A MCDM technique not only
finds the best alternatives, it also provides a set of weak criteria
or non-critical alternatives so that filtration can be made among
the alternatives and would be helpful for the decision makers to
take the best solution for the problem statement. Techniques
like Aggregated Indices Randomization Method (AIRM),
Analytical hierarchy Process (AHP), Analytical Network
Process (ANP) are used for finding the weighted criteria for
each alternative for finding the best solution to the given
problem. Best Worst Method (BWM) is another technique
used for finding the worst possibilities so that worst factors can
be eliminated and best decision can be taken by the experts for
decision-making. Some methods like ELECTRE and
PEOMETHEE are used for outranking the alternatives and
finding the most critical factors for decision-making in various
fields. Techniques like Weighted Sum Model (WSM) and
Weighted product Model (WPM) are used for finding the
weights on each criterion for helping in decision making
procedure. PAPRIKA is a technique to find the pairwise
ranking among all possible alternatives available to find
optimum solution. Ranking techniques such as Superiority and
inferiority ranking method (SIR Method) , Technique for the
Order of Prioritization by Similarity to Ideal Solution
(TOPSIS) and Evaluation based on Distance from Average
Solution (EDAS) are used for finding the differences among
the similarity indices, or superiority and inferiority of
alternatives for helping decision makers as most alternatives
gets filtrated and best alternatives are outshined. Many MCDM
techniques are available and each technique has some unique
features for various problems. Techniques are applied looking
into the problem statement defined and the results as desired by
the researchers. In this research some MCDM Techniques like
WSM, WPM and TOPSIS are used on the same set of criteria
for evaluation of success of e-Governance Services in Indian
Government. The techniques are compared and best fit
technique is taken into account for the evaluation process.

A. Weighted Sum Model (WSM)

The importance of this technique is to simple add weights
to each alternatives in the criteria for better assessment results
[16]. The weights are evaluated using the following equation:

AWMV — g for i= 1,2,3,....,nand j= 1 ton (1)

This technique is helpful for ranking of alternatives for
better decision making.
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B. Weighted Product Model

The method is called dimensionless analysis as the
mathematical components eliminate the units of measurement.
It was first experimented by Bridgman and Miller and Starr in
1922 [15]. The equation is stated as follows:

P (Ax) =TI (ak;)"j for K=1,2,3...m. and j=1,2,3.....n. 2

This method can also be used for comparison between two
alternatives as per the following equation:

P(A/ A =] (ajay)"j for K, L=1,2,3...m. and j=1,2,3.....n (3)

C. Technique for Order of Preference by Similarity to Ideal

Solution (TOPSIS)

In the TOPSIS method, the objective is to choose the
alternative by measuring the shortest geometric distance from
the positive ideal solution (PIS) and the longest geometric
distance from the negative ideal solution (NIS). The technique
was developed by Ching-Lai Hwang and Yoon in 1981 [13]. In
this technique of decision making, a set of alternatives are
compared by identifying weights for each criterion,
normalizing the scores for each criterion and finally calculating
the distance from the most ideal alternative available.

Steps for TOPSIS Method:

1) Creating the evaluation matrix having n-criteria and m-
alternatives, with the intersection of each alternative to the
given criteria denoted as x;; of size (n x m).

2) Next step is to normalize the matrix values to form a
Normalized matrix (R).

R= (fij )nx m Dy the method.

Xl']'

rij= - 2,i=,,, ...... ,m;j=1,2,3,....n. 4
JZk=1%ij

3) Next step is to calculate the weighted normalized
decision matrix.

tij:rijij;i=1,2,....,m andj= 1,2,....,n. (5)

W . .
W= Z?=1JW’< ,j=1,2,....,n so that )i~ ; w; = 1, and W; s the

original weight given to the indicator (6)

4) Finally, the worst alternative (A,) and the best
alternative (Ayp) were determined.

A, = {[max (t; [i=1,2,3,.....m) | j € 11}, [min(t; [i=1,2,3,.....m)

|j€d} ={twj| j=1.2,3,....,n)} (7
A, = {[min (t; [i=1,2,3,....,m) | j € I}, [min(t; [i=1,2,3,....,m) |
jedy={tj=123,....0)} (8)
Jo = {=1,2,...n[j} (9)

having positive impact value on the criteria and

= {j=1,2,...,n[j} (10) having positive impact value on the
criteria.

5) The distances between the chosen alternative i and the
worst chosen alternative is calculated by

Vol. 13, No. 3, 2022

n
diw= ’Z (ty = tw;)” i=1,2,3,....m. (11)
j=1

the distance between the alternative i and best chosen
condition is calculated by.

dip= /Zn (ty — tn;)" i=1,2,3,....m. (12)
j=1

Similarity to worst condition is calculated by:

Siw = diw/ (di + dip), 0<= 53, <= 1;i-1,2,3,...,n (13)
siw =1 iff alternative is the best condition,

siw =0 iff alternative is the worst condition.

The alternatives are ranked according to s, (i=1,2,3....m).

There are various criteria for evaluation of e-Governance
projects at national, state, district and zonal level. The criteria
are broadly classified as Governance, Management, Resources
and Promotion.

Each broad criteria is again categorized into various sub-
criteria such as follows:

Governance is sub categorized into ministerial and
parliament. Management is divided into Administrative and
opportunities. Resources are grouped into technical and non-
technical and finally promotion is segregated as social media
and advertisement.

Each sub-criteria is again divided into various alternatives
as described below:

Ministerial covers policy maker, strategy planner, legal
framework and stakeholders as its alternatives. Similarly,
Parliament has political willingness, information sharing, scope
and collaborations as its alternatives. Administrative
encompasses administrative policies, administrative strategies,
evaluation and financial budget as its alternatives for ranking
of attributes. Opportunities has user friendly, design and
navigation, leadership and economy as its alternative attributes.
Technical criteria  has ICT infrastructure, software
development, security and privacy as its alternatives. Non-
technical covers support staff, awareness, disaster recovery and
helpdesk as the alternatives. Social media has Facebook,
twitter, WhatsApp and Google share as its alternatives. Lastly,
advertisement covers television, print media hoardings and
airshows as its alternatives.

The division of criteria, sub-criteria and alternatives are
designed in order to bring clarity in the valuation process and
also it helps for better decision making as the attributes are
collected take all- round aspects of e-Governance system in a
developing country like India.

Questionnaire and feedback mechanism were taken into
consideration to put the numeric values against each attribute
and criteria for ranking of the attributes for good governance
system in India.

Each criteria is evaluated in three different methods using
TOPSIS, WPM and WSM. And ranking of attributes are made
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depending on the importance of attributes for providing good
governance system to the citizens through cyber space.

IV. RESULTS AND COMPARISON

Information and data were collected from various experts in
the e-Governance sectors through questionnaire in various
national, state and district level governance management
systems. Along with this, feedback were also included that
were collected from various existing e-Governance projects for
making them successful at different levels of operation.

The methods like WSM, WPM and TOPSIS were used to
analyse the responses obtained from the questionnaire and the
feedback system. The responses were in both numeric grading
and linguistic order. All the linguistic values were converted
into numeric ranking in terms of percentage values and were
mapped against each attributes. Finally the methods of WSM,
WPM and TOPSIS were applied and the ranking of attributes
from most preferable to least preferable are ranked in terms of
1,2,3and 4.

The results are compared for each attribute in the following
tables:

From Table I, it is noted that Strategy planner is given more
priority as per TOPSIS method, WPM Method and WSM
Method.

Vol. 13, No. 3, 2022

TABLE IV.  RANKING OF ALTERNATIVES FOR OPPORTUNITIES SUB-
CRITERIA
SI No Attributes WSM WPM TOPSIS
1 User friendly 4 2 2
2 Leadership 2 3 1
3 Design and Navigation 1 1 3
4 Economy 3 4 4

From the Table IV, of Opportunities sub-criteria, TOPSIS
ranks Leadership as most priority and WSM and WPM ranks
Design and Navigation as the most preferred attribute.

As per Table V, ICT Infrastructure and software
development are the most important attributes for governance
system from the technical point of view.

TABLEV.  RANKING OF ALTERNATIVES FOR TECHNICAL SUB-CRITERIA
SINo Attributes WSM WPM TOPSIS
1 ICT Infrastructure 1 2 1
2 Software Development | 2 1 2
3 Security & Privacy 4 3 4
4 Accuracy 3 4 3

In Table VI, Awareness and Disaster recovery of the ICT
systems are most important and hence are given highest
priority.

TABLE I. RANKING OF ALTERNATIVES FOR MINISTERIAL SUB-CRITERIA
SI No Attributes WSM WPM TOPSIS

1 Policy Maker 2 3 2

2 Legal Framework 3 2 3

3 Strategy Planner 1 1 1

4 Stakeholders 4 4 4

From Table I, scope has been given highest priority on
analyzing in all the three methods.

TABLE VI.  RANKING OF ALTERNATIVES FOR NON-TECHNICAL SUB-
CRITERIA
SI No Attributes WSM WPM TOPSIS
1 Awareness 1 2 2
2 Disaster Recovery 2 1 1
3 Support staff 4 4 3
4 Help Desk 3 3 4

TABLE Il RANKING OF ALTERNATIVES FOR PARLIAMENT SUB-CRITERIA
SINo | Attributes WSM WPM TOPSIS
1 Political Willingness 4 2 4
2 Information sharing 3 3 2
3 Scope 1 1 1
4 Collaborations 2 4 3
The results in Table I, assigns highest priority to

Evaluation in WPM and WSM method and Administrative
policies in TOPSIS Method.

The importance of good governance system can be shared
and spread through social media. Therefore, Facebook, Twitter
are mostly used for sharing the information in promotion of e-
Governance systems in Table VII.

TABLE VII. RANKING OF ALTERNATIVES FOR SOCIAL MEDIA SUB-
CRITERIA
SI No Attributes WSM WPM TOPSIS
1 Face book 2 1 2
2 Twitter 1 4 1
3 WhatsApp 4 2 3
4 Google share 3 3 4

TABLE Ill.  RANKING OF ALTERNATIVES FOR ADMINISTRATIVE SUB-
CRITERIA
SINo | Attributes WSM WPM TOPSIS
1 Administrative policies 4 2 2
2 Administrative policies 2 3 1
3 Evaluation 1 1 3
4 Financial Budget 3 4 4

Television and print media are popularly used for
advertising various e-Governance systems for its promotion as
per the results shown in Table VIII.

Similarly the ranking order of all the criteria are done using
WPM, WSM and TOPSIS Methodology.
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TABLE VIIl. RANKING OF ALTERNATIVES FOR ADVERTISEMENT SUB-

CRITERIA
Sl No Attributes WSM WPM TOPSIS
1 Television 2 1 2
2 Print Media 1 4 1
3 Hoardings 4 2 3
4 Air Shows 3 3 4
TABLE IX.  RANKING OF SUB-CRITERIA
Sl No Attributes WSM WPM TOPSIS
1 Ministerial 6 5 4
2 Parliament 5 6 5
3 Administrative 4 1 1
4 Opportunities 1 2 3
5 Technical 2 3 2
6 Non-Technical 3 4 6
7 Social Media 7 7 7
8 Advertisement 8 8 8

From the Table IX, the priority ranking of various sub-
criteria are as follows:

Using WSM, the ranking order are Opportunities>
Technical> Non-Technical> Administrative> Parliament>
Ministerial> Social Media> Advertisement.

Using WPM, The ranking orders are Administrative>

Opportunities> Technical> Non-Technical> Ministerial>
Parliament> Social Media> Advertisement.
Using TOPSIS, the ranking order are

Administrative>Technical>Opportunities>
Ministerial>Parliament> Non-Technical>Social
Advertisement.

Media>

The final ranking of criteria that are responsible for success
of e-Governance system is shown in Table X.

TABLE X. RANKING OF CRITERIA
SI No Attributes WSM WPM TOPSIS
1 Governance 2 1 1
2 Management 1 2 3
3 Resources 3 3 2
4 Promotion 4 4 4

The overall ranking of criteria are as follows:

In WSM method, Management> Governance> Resources>
Promotion.

In WPM method, Governance> Management> Resources>
Promotion.

In TOPSIS method,
Management> Promotion.

Governance> Resources>

Vol. 13, No. 3, 2022

The various criteria, sub-criteria and alternatives are
compared and ranked according to their priority such that
multi-criteria analysis can be done for better decision making
for success of e-Governance in India.

V. CONCLUSION AND FUTURE WORK

The implementation of e-Governance in a developing
country like India is very challenging in nature. The factors
such as secured cyber space, advanced ICT infrastructure,
disaster recovery strategies, proper planning, better scopes and
collaborations are limited in India for which better facilities are
not made available to the citizens. Moreover, Government
plans and strategy also plays a vital role in the proper
implementation and success of e-Governance Projects in India.
The Government plans are not based on scientific weightage of
various parameters for the success of e-Governance.

The above discussion in the results and comparison section
gives the various ranking of alternatives and criteria. These
priority ranking of criteria and alternatives are useful for better
decision making approach in the Governance system as they
are analysed by taking multiple criteria from all sectors of
implementation starting from planning and governance to
availability of resources and ICT support staff for helping
citizens to become aware of the e-Governance Services. This
paper mainly aims to provide the priority order ranking of the
attributes that are possibly held responsible for healthy decision
making process for real e-Governance in India so that it will
reach enmass pan India to reach the unreached.
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Abstract—Opinion mining or analysis of text are other terms
for sentiment analysis. The fundamental objective is to extract
meaningful information and data from unstructured text using
natural language processing, statistical, and linguistics
methodologies. This further is used for deriving qualitative and
guantitative results on the scale of ‘positive’, ‘neutral’, or
‘negative to get the overall sentiment analysis. In this research,
we worked with both approaches, machine learning, and an
unsupervised lexicon-based algorithm for sentiment calculation
and model performance. Stochastic gradient descent (SGD) is
utilized in this work for optimization for support vector machine
(SVM) and logistic regression. AFINN and Vader lexicon are
used for the lexicon model. Both the feature TF-IDF and bag of a
word are used for classification. This dataset includes "Trip
advisor hotel reviews™. There are around 20k reviews in the
dataset. Cleaned and preprocessed data were used in our work.
We conducted some training and assessment. A classifier's
accuracy is measured using evaluation metrics. In TF-IDF, the
Support Vector Machine is the more accurate of the two
classifiers used to assess machine learning accuracy. The
classification rate in Bag of Words was 95.2 percent and the
accuracy in TF-IDF was 96.3 percent on the support vector
machine algorithm. VADER outperforms the Lexicon model with
an accuracy of 88.7%, whereas AFINN Lexicon has an accuracy
of 86.0%. When comparing the Supervised and unsupervised
lexicon approaches, support vector machine model outperforms
with a TFIDF accuracy of 96.3 percent and a VADER lexicon
accuracy of 88.7%.

Keywords—NLP; sentiment analysis; SGD (stochastic gradient
descent); machine learning; TFIDF; BowW; VADER; SVM; AFINN

I.  INTRODUCTION

With the use of natural language processing, data from
online reviews can be leveraged to extract business
intelligence. It is an area of artificial intelligence and
linguistics-focused on teaching computers to understand
human language statements or words. It was designed to make
users' life easier and also help them in communicating easily
with the system using natural language [1]. The application of
sentiment analysis is very broad and powerful, such as
Expedia Canada; Canadians employ sentiment analysis when
they see that people complain about their television station's
music. Rather than dismissing a bad comment, Expedia
capitalizes on it by airing all-new soulful music on their
channel [2]. Supervised and unsupervised learning are two
machine learning methodologies for sentiment classifiers. In a
supervised technique, the classifier requires labeled training
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data as well as the target. In the present study, sentiment
classification is done using a supervised and unsupervised
approach. Calculating the values of parameters of functions
that minimize a cost function using ‘stochastic gradient
descent is a simple yet effective optimization strategy that
converges on a solution to a problem by selecting an arbitrary
solution, examining the goodness of fit (under a loss function),
and then stepping in the direction that minimizes loss. Support
vector machine and logistic regression classifiers for this
model’s accuracy are used in the first approach. Support
vectors are the coordinates of each unique observation, to put
it simply. The SVM classifier is a frontier that effectively
separates the two classes (hyper-plane/line). The decision
function only uses a subset of training points, making it
memory efficient. Logistic regression is a supervised learning
algorithm used most commonly to solve binary classification
problems. The model might be developed using supervised
learning to read the data and predict sentiment. More
specifically, classification models would be used to solve the
challenge. In another approach, using unsupervised lexicon-
based models like ‘afinn lexicon’, Vader lexicon is used for
sentiment analysis lexical model is a vocabulary of words that
have been specifically matched for sentiment analysis,
frequently including positive and negative phrases, as well as
the magnitude of the polarity. We used the TF-IDF and BowW
for feature engineering. Word embedding is a vector-based
technique that represents text as a vector. To evaluate the
classification  system's accuracy, different evaluation
measures, such as the F-Score and Accuracy score, have been
employed. For text normalization, we employed various
preprocessing steps like tokenization, stop  words,
lemmatization, n-gram, and punctuation removal to increase
our system's performance. In this paper, Section Il explains
the related work and Section IIl tells the method, and
workflow diagram in Section IV describes the result and
discussion. Section V is the conclusion.

Il. LITERATURE REVIEW

One can understand the analysis of sentiment as a type of
data mining using computational linguistics, NLP, and text
analysis for examining people's feelings. There are primarily
two methods for extracting sentiment from reviews and
categorizing the outcome as good or negative. Machine
learning and lexicon-based approaches are examples. The
lexicon-based strategy necessitates a predetermined lexicon,
but the Machine Learning approach automatically classifies
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the review and thus needs training data. Here, a task related to
it is discussed. Utilizing an existing generated annotated
corpus, using citation sentences, this study analyzes the
sentiment expressed in scientific articles. There are 8736
citation sentences in this corpus. They used the classification
method to create six different machine learning algorithms.
The system's accuracy is then assessed using various
evaluation indicators. Using n-gram features in SVM
classifier, the author showed commendable accuracy with
micro-F. In comparison to the baseline system, their solution
enhanced performance by a maximum of nine percent [2].
This paper provides a framework for automatically classifying
internet news articles and reviews several existing approaches
for classifying online news articles. Various classifiers were
tested to get high accuracy. Using a Bayesian classifier, the
experimental technique obtained the best accuracy in terms of
confusion measures [3]. It is an automated text classification
that has long been seen as an essential tool for organizing and
analyzing massive volumes of digital documents that are
widely dispersed and expanding. It has been discovered that
the classification performance of classifiers based on different
training text corpus differs, even for the same classification
strategy, and that these differences might be quite
considerable in some cases [4]. In this study use of an
imbalanced and multi-classed data set of large size was made
to determine an effective approach for sentiment analysis.
Both features, bag-of-words, and tf-idf together with multiple
machine learning algorithms (SVM, LR, MultinomialNB,
Forest Tree) were used. Using support vector machine and
logistic regression with BoW techniques, their best approaches
outperform well on SVM and LR [5]. To classify movie
reviews, this article employs NLTK, Text Blob, and the
VADER Sentiment Analysis Tool. The results of this study's
experiments show that Vader outperforms in comparison to
text blob [6]. They show how to extract sentiment from text
using a lexicon-based technique. The Semantic Orientation
CALculator (SO-CAL) integrates intensification and negation
and uses dictionaries of words tagged with their semantic
orientation (polarity and strength). SO-CAL is used in the
polarity classification task, which entails labeling a text with a
positive or negative label that reflects the text's attitude toward
its major subject matter. It demonstrates that SO-performance
CAL's is consistent across domains and in data that has never
been seen before.[7] Researchers devised a multi-
classification technique for studying tweets, and they used
Vader to categorize tweets on the 2016 US election.
According to the results, this Sentiment Analyzer was a good
choice using Twitter data for sentiment analysis classification.
A large amount of data could be classified rapidly by using
VADER [8]. The use of a Rule-based classification system for
improving sentiment analysis in online communities is also
feasible. In addition to general-purpose sentiment analysis,
researchers employ emoticons, modifiers, SWN-based
sentiment classification, and domain-specific phrases to
analyze evaluations within online communities. A
disadvantage of this strategy in terms of classification efficacy
for domain-specific words is the need for automatic
classification and scoring of words [9]. In this study, the next
word negation is used to classify the sentiment of text using
frequency-inverse document frequency. For text classification,

Vol. 13, No. 3, 2022

the binary model of a “bag of words, tf-idf, and TF-IDF-NWN
model” was also compared [10]. To automatically evaluate
sentiment polarity and score, this method used an upgraded
bag-of-words model that used word weight instead of term
frequency to evaluate sentiment polarity and score. This
technique may also classify reviews based on scientific topic
area traits and keywords. This provided solutions to typical
sentiment analysis issues that are suitable for use in a review
system [11]. LeSSA was a new framework for textual
sentiment classification that they had created. He made three
key contributions: he established the K-means cluster from
lexicon creation, offering a high-quality, broad-coverage
sentiment lexicon, and he employed three strategies to build a
high-quality training dataset for classification models. In terms
of classification accuracy, their approach exceeds previous
semi-supervised learning strategies [12]. In their research,
they used four classifiers for sentiment analysis optimization:
naive bayes, ‘OneR’, ‘BFTree’, and ‘J48’. In terms of
precision, F-measure, and correctly classified cases, OneR
appears to be more promising than others. [13]. They used the
word embedding technique is word2vec in their model for the
word vector. Then applied the LDA model with weighted tf-
idf. Their approach showed b [14].

I1l. METHODOLOGY

This section establishes the methodology's goal. Fig. 1
illustrates our process. We used the “trip advisor hotel review”
dataset in my work. One can examine what constitutes a
wonderful hotel with this dataset, which has 20k reviews
scraped from Trip Advisor which was downloaded from
kaggle.com. It has two columns ‘Review' and 'Rating’. Five
ratings appear in the rating column. Positive reviews receive a
rating of (4,5), negative reviews (1,2), and neutral reviews (3)
[15]. Our analysis only considers positive and negative
reviews in our dataset. It is a comma-separated (.csv) file. We
utilized the ScikitLearn python machine learning library, and
for text processing, NLTK library from natural language
processing for implementing the system. First, we do, data
Pre-processing, calculating  sentiment, features, and
classification are all part of the classification process. In the
unsupervised method, we used preprocessed data, then extract
the data, model generation, calculating polarity score, and
predicted sentiment.

Data Pre-Processing:

It is one of the initial steps in the feature engineering and
modeling process. During the pre-process we clean the data,
and normalize the corpus which has phrases and words into a
standard form. This allows for document corpus
standardization, which aids in the development of critical
features and noise reduction caused by unwanted objects. We
utilized the NLTK tool kit to perform data preprocessing. We
go through the following procedures during test preparation,
which is listed below:

e Cleaning Text-Unnecessary content, such as HTML
tags, frequently appears in our text, adding little value
to sentiment analysis. As a result, we must ensure that
they are removed before extracting features.
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Lower Case-Because the computer sees lower case and
upper case differently, if the text is in the same case,
the machine can simply comprehend the words. To
avoid problems like these, we should make all of the
text in the same case, with a lower case being the best
option.

Remove special characters and digits-This is another
text preprocessing strategy that can handle the words
‘hurray' and 'hurray!" or game45. Because this type of
word is difficult to digest, it is preferable to eliminate it
or replace it with an empty string. For this, we employ
regular expressions.

Tokenization - Converting sentences into words.

Stopword Removal - Stopwords are the most common
words that provide no meaningful information in a text.
It includes words like ‘they’, ‘there’, ‘this’, ‘there’,” a’,
‘an’, and ‘the’. NLTK library is a commonly used
library for stopword removal. We can quickly add any
new word to a list of terms by using the added
technique. The function removes stopwords () helps
eliminate stopwords from a corpus while keeping the
most important and contextual words.

Lemmatization - In the same way, as stemming
removes affixes words to get to a word's fundamental
form, lemmatization does the same. In actuality, it’s a
technique for reducing words to their lemma by
comparing them to a linguistic dictionary.
WordNetLemmatizer is a tool provided by nltk. The
stem is commonly used for lemmatization. Now we get
the clean review for further procedure.

DATASET

Text Preprocessing
(Cleaning, Tokenization, stop word Removel, Stemming,
Lemmatization, etc.)

Lexicon Based Approach Machine Learning Approach

Test data extract for the model Calculate Sentiment

evaluation

Lexicon models like AFINN, VADER Data - Splitting (Test and Train set)

Calculate polarity score for reviews Feature Generation (BOW, TF-IDF)

Calculate accuracy using

Predict sentiment using polarity score SGD-SVM, LR classifier

Calculate accuracy and Result analysis Result Analysis

Comparison of Lexicon model with Machine Learning model and Result Analysis

Fig. 1. The Flow of System Work.
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A. Sentiment Calculation for ML Model

We calculate sentiment over ‘Rating column in the dataset
during supervised learning. Based on the rating column, we
estimated sentiment. '1' denotes a positive sentiment, whereas
'0' denotes a negative sentiment, the result of sentiment as
depicted in Table I.

TABLE I. SENTIMENT EXAMPLE
Reviews Sentiment
unique, great stay, wonderful time hotel monaco... 1(positive)
ok, nothing special charge diamond member hill... 0O(negative)

B. FeatureEngineering for Supervised Machine Learning
Models with Bag of Word and TF-IDF

The process of transforming raw data into attributes helps
aid predictive models in gaining a deeper understanding of the
situation, resulting in enhancing the accuracy of previously
unknown data. This is also known as feature engineering. The
goal of feature-selection approaches is to reduce the dataset's
dimensionality by deleting features that aren't essential to the
classification [16]. A bag- of- word is converted text into
vectors using the count vectorizer function. BOW extracts
words from a text and creates a list of all the words and their
frequency. To put it another way, a dictionary of all the words
in the text is constructed. Because the structure of words and
their meaning in context is gone, it is referred to as a bag of
words. The combination of sequenced words in a text is
referred to as an n-gram, with n denoting the number of words
in the combination. When N equals 1, shows the text has a
single word. If N equals 2, it refers to a pair of words that have
been sequenced. In our classification, we used many types of
N-grams, each of which yielded different results. Table Il
shows N-grams with various N values as an example based on
the sentence “I like to eat pizza”. The feature is employed as a
bigram in our model.

TABLE II. N-GRAM
Value of N Gram-Value Example
N equals 1 Uni-gram 1, like, to, eat, pizza
N equals 2 Bi-gram 1 like, like to, to eat, eat pizza
N equals 3 Tri-gram I like to, like to eat, to eat pizza

1) Term Frequency-Inverse Document Frequency (TF-
IDF) -The primary premise behind that words that occur more
frequently in a document are given more weight than terms
that appear less frequently. The frequency of each term is
referred to as term frequency in this case. The tf-idf model
performs effectively and prioritizes rare words over the binary
bag of words approach, which treats all words equally [10].
Term frequency displays the significance of the word to a
document, based on the assumption that the more terms in the
document, the greater the importance.

tf = frequency of a word /total word

Inverse document frequency demonstrates how a term is
genuinely useful. It is not required that a phrase that appears
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frequently in some documents, such as stopwords, be relevant
(the that, of, etc.). Stopwords obscure the context and should
therefore be avoided. IDF operates in such a way that they are
completely ignored calculated by:

IDF = In(total no.ofdoc /no.of doc.that contain term)

2) Calculate TF-IDF for matrix generation- The tf-idf
score (w) for a word in a corpus document is obtained by
combining these two features. To create a composite weight
for every phrase in each document by using the tf-idf model.
Term °t’ is given a weight in the document ‘d’ via the tf-idft
weighting technique. When °t* appears repeatedly in a small
number of documents, it has the maximum impact.

(tf —idf Jea = tfea X idf;

When a term appears fewer or more times in a document,
it is considered lower.

C. Classification Classifiers

The next stage is to use classification algorithms after
preprocessing and feature selection. In the literature, several
text classifiers have been proposed [17]. We employed
machine learning algorithms such as SGD-Support Vector
Machine (SVM) and Logistic Regression (LR).

e Support Vector Machine - Creates a decision boundary
that is as robust as possible by using linearly separable
classes. This indicates that the position of the boundary
is determined by the points nearest to it. The decision
boundary is a line or hyperplane that is as far away
from either class's nearest training instance as possible.
The SVM algorithm is a constraint-based optimization
problem with inequality constraints. To address this
problem, we employed support vector machine
optimization with a hard margin (SGD).

e Stochastic Gradient Descent - Updates a set of
coefficients by taking a "step" of a certain size in the
opposite direction to the gradient, determining the
gradient of the loss function at a specific point in the
dataset, and updating the coefficients. The method
modifies the coefficients iteratively, moving them
away from the steepest ascent and toward the
minimum, emulating a solution to the optimization
issue.

e LR (Logistic Regression)- It is used when the
dependent variable (target) is categorical. For binary
and linear classification challenges, it is a simple and
effective strategy. It's a straightforward classification
model that produces outstanding results with linearly
separable classes [18].

On a training review, build BOW and TF-IDF features,
then transform test reviews into features and get the train and
test shape. Using Logistic Regression and the SGD classifier
for both features, before testing the model's performance, we
fitted it to the train set and used predict to make predictions.
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D. Sentiment Analysis using Unsupervised Lexicon-Based
Models

This methodology stores specific information about words
and phrases, such as sentiment polarity, objectivity, and
subjectivity, with well knowledge bases, ontologies, lexicons,
and databases. Many sentiment analysis methods rely heavily
on an underlying opinion. “Lexicon features lists that are
generally labeled according to their semantic orientation as
either positive or negative is called sentiment lexicon” [21].
These lexicons frequently incorporate both positive and
negative scores. There are a variety of popular lexical models
for sentiment analysis. Some examples include the afinn and
the Vader.

e Afinn Lexicon- It is one of the most basic and
frequently used for sentiment analysis. It contains
about 3300 words, each of which has a polarity score.
The greatest features for conducting Twitter Sentiment
Analysis are AFINN and Senti-strength. As a result,
they're an excellent starting point for Twitter Sentiment
Analysis [19].

e VADER Sentiment Lexicon- The sentiment dictionary
with  Valence The human-validated reasoning
sentiment lexicon is of gold-standard quality [20]. It is
open-source and included in the NLTK package,
allowing it to be used directly on unlabeled text data. It
is capable of detecting emotional polarity and intensity.
It’s a sentiment analysis model that can analyze a text
by considering the text emotion’s positive/negative
polarity and its intensity. A decimal (float) value in the
range [-1,1] indicates the text's polarity. It expresses
the sentence's positive tone. When the polarity is less
than zero it denotes negative polarity otherwise
positive.

E. Sentiment Evaluation using Lexicon Model

Our unsupervised model, we used AFINN and VADER
lexicon. We must first clean our data before proceeding with
our analysis. It refers to the process of pre-processing and
normalizing the text for analysis, which we have done earlier.
Tokenized sentences are matched with words in the model to
determine context and sentiment if any. We use a combining
function such as sum or average to determine the final
prediction about the overall text composition. In our work,
using preprocessed data, we extract test reviews and test
sentiments data for model evaluation. We then apply the
above lexicon models to the reviews and calculate the polarity
score as shown in Tables I11A and I11B.

TABLE Ill.  (A). SENTIMENT AND POLARITY SCORE USING AFINN
Sample-Review Sentiment | score
shame hotel wasn’tgood restaurant, arrived...... negative -0.5
great location, partial -
ocean view room larger....... positive 19.0
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(B).SENTIMENT AND POLARITY SCORE USING VADER

Sample-Review Sentiment | score
shame hotel wasn’t good restaurant, arrived...... negative -0.3
great I0(_:at|on, partial positive 28.9
ocean view room larger.......

Using the polarity score, we predicted sentiment for
review data, evaluated model performance, and predicted
sentiment for positive and negative classes.

IV. RESULT AND DISCUSSION

We have done so to complete the experimental task. Due
to any process, the maximum dataset which is to be generated
is imbalanced. Using the above-mentioned data set, there are
two columns in the dataset that is ‘Review’ and ‘Rating’.
Taking positive and negative reviews which have ratings (4,5)
for positive and (1,2) for negative from the dataset. We used
an imbalanced dataset with two classes (‘positive’ and
‘negative’) for work. Ten thousand sample reviews are taken
from the dataset for a model. Review is preprocessed using the
NLTK tool. The sentiment is calculated over the 'Rating label'.
Training and testing sections of the dataset are separated, with
test data making up 30% of the total for both machine learning
and lexicon model, but only test data is used in the lexicon
model. Various algorithms of machine learning are used for
classification. The sentiment of the target dataset is utilized to
generate features. In ML, feature generation was done by Bow
and tf-idf, model is generated using classifiers such as SGD-
SVM and logistic regression for accuracy calculation
Stochastic Gradient Descent is used to solve hard margin
support vector machine optimization. A fit function is used in
the train set to fit the model and the prediction function
applies to the test set, and objects were created for these
functions. Can see in the Table IV(a) applied SVM and
logistic regression as classifiers using a bag of word features
for accuracy calculation. Table IV(b) shows that TFIDF
features are used by both classifiers (SVM and LR) for
accuracy. Stochastic Gradient Descent on Support Vector
Machines was used. On comparing the result from the
Table IV(a) and Table IV(b), we get that the SVM model
performs well on both features. The SVM model using TF-
IDF features performs the best, as can be observed, because of
its high level of accuracy. 96.3 percent by displaying the graph
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in Fig. 2. For both features, several classifiers such as
MultinomialNB, Decision Tree, and Random Forest are used.
On the bag of a word, these classifiers exhibit (82 percent, 74
percent, and 78 percent) accuracy, using tf-idf feature the
classifiers give an accuracy of MultinomialNB, decision tree,
and random forest (74 percent, 76 percent, and 78 percent).
Hence we figure out that using tf-idf features our model shows
the best result in supervised learning.

Accuracy of different Classification Models

10 9 96.3%
91.7% P 95.2%
08
% 06
:
< 04
02
00
Logistic Logistic
Regression Regression (BOW) (T F IDF)
(Bow) (TF-IDF)
Classification Models
Fig. 2. Classification Model Accuracy.
Accuracy of different Lexicon Models
06
3
©
g 04
02
00 AFINN VADER

Unsupervised Lexicon Models

Fig. 3. Unsupervised Lexicon Model Accuracy

TABLE IV.  (A). COMPARATIVE RESULT TABLE OF SUPERVISED LEARNING APPROACH USING BAG OF WORD
Class LR-BOW SVM-BOW
Precision Recall F1-Score Accuracy Precision Recall F-Score Accuracy
0 0.86 0.59 0.70 0.917 0.87 0.84 0.85 0.952
1 0.92 0.98 0.95 0.97 0.97 0.97
(B). COMPARATIVE RESULT TABLE OF SUPERVISED LEARNING APPROACH USING TFIDF
class LR-TFIDF SVM-TFIDF
Precision Re-call F1-score Occur. precision Re-call F1-Score Occur.
0 0.97 0.36 0.53 0.893 0.95 0.82 0.88 0.963
1 0.89 1.00 0.94 - 0.97 0.93 0.98
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TABLE V. COMPARATIVE ANALYSIS OF PROPOSED APPROACH PERFORMANCE OF LEXICON-BASED APPROACHES
Class AFINN Lexicon VADER-Lexicon
Precision Recall F1-Score Accuracy Precision Recall F-Score Accuracy
negative 0.59 0.78 0.67 0.86 0.91 0.43 0.58 0.887
positive 0.95 0.88 0.91 0.89 0.99 0.93

During the unsupervised lexicon model, we extract 30% of
test data. Proposed data are used in the model. For test review,
the AFINN and VADER lexicon models were utilized to
generate polarity scores and accuracy. We predicted sentiment
using these polarity scores in the model. Positive and negative
classes are used in it. The true label is used for the test
sentiment whereas the predicted label is used for the predicted
sentiment, for evaluating the model's performance. We used
Afinn and Vader lexicon model for sentiment and accuracy.
We calculate sentiment polarity using Afinn-score over the
‘Review’ column. For sentiment prediction, we used
sentiment polarity. Now, the predicted label shows the
predicted sentiment and the true label has test sentiment. We
evaluate model performance and accuracy using these labels.
Model performance using precision, recall, f-measure,
accuracy for both classes. Performance results are shown in
the Table V. The Vader (“Valence Aware Dictionary and
sEntiment Reasoner”) is a lexicon and rule-based tool for
sentiment analysis. SentimentintensityAnalyzer () function
takes a string and produces a dictionary of scores in positive,
negative, compound, etc. categories. A compounded score is a
statistic that adds up all of the lexical ratings, normalized
between -1 for the most severe negative and +1 for the most
extreme positive. We apply this function over 'The ‘Review’
column of the dataset and predict sentiment using a compound
score. We evaluated model performance using the predicted
sentiment and test-sentiment label. On comparing the result
for lexicon models, The Vader model exceeds the lexicon
Afinn models with the highest 88.7% accuracy percent, which
is depicted in the graph in Fig. 3.

Now, we compare both models, the supervised and
unsupervised lexicon models. In the supervised model, on
comparing Table 1V(a) and (b) we get that SVM outperforms
using feature tf_idf with the accuracy of 96.3% which is the
VADER lexicon model performs well with 88.7% accuracy.
As a result, the graph in Fig. 2 depicted a significant upgrade
in the value of accuracy of classifier in the supervised model,
and Fig. 3 shows the accuracy of lexicons in the unsupervised
model, comparing the accuracy of both models from the
graphs, we can see that the supervised model outperforms the
lexicon approach.

V. CONCLUSION

In this paper, we analyze sentiment using both supervised
and unsupervised models. For both features Bow and TFIDF,
we employed SGD-SVM and logistic regression as classifiers,
with bi-gram words in the classification model whereas
AFINN and Vader lexicon was used in the unsupervised
lexicon model. We discovered that the Vader lexical model is
88.7 percent more accurate than other lexical models. Other
models' performance on the given data is found to be
comparable to VADER. In terms of Supervised Learning

models, the SVM model on TF-IDF features is the best, with
96.3 percent accuracy. We may conclude that typical
supervised models outperform lexicon models by equating the
top models from both models. The limitation is that tone can
be difficult to decipher vocally, and even more difficult to
decipher in writing. Things become far more difficult when
trying to analyze a huge volume of data having both subjective
and objective responses.
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Abstract—This paper reviews a host of other peer-reviewed
articles related to the detection of COVID-19 infection from X-
ray images using Convoluted Neural Network (CNN)
approaches. It stems from a background of a pandemic that has
hit the world and negatively affected all spheres of life. The
currently available testing mechanisms are invasive, expensive,
time-consuming, and not everywhere. The paper considered 33
main articles supported by several other articles. The
measurement metrics considered in this review are accuracy,
precision, recall, F1-score, and specificity. The inclusion criteria
for studies was that the article should have been written after the
pandemic began, deliberates on CNN, and attempts to detect the
disease from X-ray images. Findings suggest that transfer
learning, support vector machines, long short-term memory, and
other CNN approaches are highly effective in predicting the
likelihood of the disease from X-rays. However, multi-class
predictions seemed to score lowly on the accuracy score relative
to their binary counterparts. Also, data augmentation
significantly improved the performance of the models. Hence, the
paper concluded that all reviewed approaches are effective.
Recommendations are that analysts should integrate transfer
learning procedures in the model formulation process, engage in
data augmentation practices, and focus on classifying data based
on binary classes.

Keywords—Convoluted neural networks; COVID-19; chest x-
ray; transfer learning; support vector machines; long short-term
memory

I.  INTRODUCTION

COVID-19 is a respiratory disease caused by a relatively
new virus belonging to the coronavirus family. It was
discovered in late 2019, and it has since wreaked havoc
globally [1] and compromised the global health system by
clogging it with patients [2]. It has had a catastrophic effect on
the economy, social lives, education, and other sectors of life.
While the proportion of deaths resulting from this disease is
low on average, the absolute number of deaths stands at 5.41
million [3]. One of the major issues aggravating the spread of
COVID-19 is the fact that testing is not universally available
to everyone [4, 5]. Governments prioritize persons with flu
signs to take these tests. If one is detected positive, they are
advised to quarantine and or hospitalized. This approach has
helped arrest cases that would have spread undetected. The
limitation with the testing approach is that there are limited
testing equipment because of the novelty of the virus.
Additionally, these testing systems are not available
everywhere because some locations are remote. The tests are
also invasive and time-consuming [6]. Artificial intelligence in

the form of convoluted neural networks comes in as a more
convenient substitute [7]. It works by consolidating X-ray data
from previously tested individuals and checking new ones
against this database. The X-ray technology is available
almost everywhere, which makes it a good candidate for a
more inclusive testing system. With the right level of
accuracy, it is possible for this new testing approach to
become just as reliable.

The study investigates the effectiveness of different deep
learning approaches in the detection of COVID-19 using X-
ray images. The study is significant to stakeholders in the
medical sector because the problem of testing individuals for
the virus is clear [8, 9]. By presenting and discussing the
effectiveness of different approaches, these practitioners will
be able to objectively decide which approaches to adopt in
enhancing the accuracy and reliability of their test results. The
study is also significant to future researchers who may wish to
read the comparisons between the selected approaches in
detecting COVID-19 from examining X-ray images. The field
of deep learning allows researchers to use several models in
modeling problems and solutions. Not all models fit to all
problem scenarios. Hence, this study will examine the
approaches featuring prominently in the previous studies
examining that have examined COVID-19 scenarios, which
are CNN with transfer learning, CNN with support vector
machines, CNN with Long Short-Term Memory, and other
CNN approaches.

The first three approaches seem to be the basis of the
majority of studies within the selected studies. The approaches
have also been in use for quite some time, hence explaining
the number of studies willing to integrate them into their
models. Approaches that the researcher did not find to be
thematically feature in many studies were consolidate in the
fourth group of ‘other CNN approaches.” A myriad of studies
comprised this group. However, there was no central theme in
the approaches considered within them. Finally, the study will
investigate sundry approaches used in the detection of the
virus from X-ray images. Ultimately, the study will compare
the usefulness of these approaches with respect to their
performance in precision, recall, F1-score, support, accuracy,
sensitivity, specificity scores.

Il. BACKGROUND

The COVID-19 pandemic is the worst pandemic that has
plagued the world in recent times. It has succeeded in bringing
the world to a halt in almost of spheres of life and has had a
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devastating effect on the global population [10]. The economy
has taken the biggest hit as estimates indicate that the global
economy will have declined by about 5.7% in 2021 measured
in GDP [11]. Social lives have also not been the same with
stringent measures imposed on the public on how to interact
with each other on top of travel restrictions. Places of worship
have also experienced several restrictions from governing
authorities [12]. But the most important statistics related to the
number of people that have contracted the disease and those
that have succumbed as a result. The World Health
Organization estimates that there have been 274 million cases,
while the number of deaths stands at 5.41 million [3].
Evidently, all people wish that this virus disappears because of
the disastrous impact it has had on their lives and livelihoods.

To the time of writing, scientists have been successful in
discovering an array of vaccines, which continue to be
distributed across the world. The effectiveness of these
vaccines to end the pandemic has been questioned because of
several factors such as limited supply, vaccine hesitancy, and
the rise of new variants like the most recent Omicron variant
[13]. It seems that scientists have to strongly rely on testing
and quarantining infected persons as a formidable way of
arresting the virus. The challenges bedeviling this approach
are many and significant. Firstly, the cost of testing is way
beyond what ordinary people would afford, especially
periodically [14]. Secondly, testing equipment is costly and
limited in number. Thirdly, the tests take long before they are
verified. The reading time taken by radiologists also needs to
be reduced for efficiency purposes [15]. For these reasons
(and many more), deep learning enthusiasts have been
challenging themselves to map X-ray images from persons
tested using the conventional approaches and mapping them to
their results [16]. As a result, they have come up with models
attempting to classify and predict one’s COVID-19 status
based on their chest X-ray scans.

The use of neural networks in classifying X-ray images of
possible COVID-19 patients has been an ongoing research
endeavor that has attracted the scholarly attention of several
scholars, thereby creating a body of scholarly research that is
growing by the day. These researchers have engaged with
different methods, approaches, and techniques to improve the
accuracy score of their models [5]. An examination of these
approaches, techniques, and methods should inform the
progress that has been made in this regard. It also gives other
researchers the motivation to join the race for the attainment
of 100% accuracy scores across the precision, recall, F1-score,
support, accuracy, sensitivity, specificity scores [17]. This
study reviews some of the most significant research papers
that have engaged in this field, and therefore, compares the
approaches used by the researchers.

I1l. METHODOLOGY

A. Study Design

The study adopts the design of a systematic literature
review of peer-reviewed papers submitted and published in
prominent journals. The review compares and contrasts
findings reported in these studies and therefore gives an
objective analysis on the same. The performance scores of the
tests and procedures carried out in these analyses inform the
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reliability of the approaches taken this study examines the
accuracy, precision, recall/sensitivity, F1-score, specificity
scores obtained in running the tests and suggests whether the
approaches taken are reliable. These comparisons are the basis
of the study recommending specific approaches while casting
aspersions on the testing reliability of others.

B. Measurement Metrics

1) Accuracy: Accuracy refers to the level of correctness
with which a model identifies the positives and negatives
during classification. In a confusion matrix, True Positives and
True Negatives are added and their ratio to the total number of
subjects computed to give the accuracy score [18]. Many
studies rely on this measure to determine the validity of their
results.

2) Precision: Precision refers to the level of correctness
with which a model identifies the positive cases out of all the
positive cases detected. This computation involves taking the
ratio of True Positives and False Posisive from the confusion
matrix [19]. It is a measurement metric that also features
prominently in several studies.

3) Recall (Sensitivity): Recall (otherwise known as
sensitvity) refers to the proportion of correctly labelled
positive cases against the total number of actual positive cases.
It determines how accurately a model correctly detects
positive cases [17]. The numerator is the number of positively
labelled cases, while the denominator is the number of all
positive cases regardless of whether they were detected as
positive or not.

4) F1-Score: The F1-Score refers to a compromise
between the precision and recall values. It is the harmonic
mean between the two metrics [20]. The metric is reliable only
if there is some balance between the two. Otherwise, if there is
a tradeoff between them, the F1-Score is not likely to be high.

5) Specificity: Specificity refers to the proportion of actual
negative cases that were predicted as negative by the model. It
is the same as recall or sensitivity only that this time the group
in focus contains negative cases.

C. Inclusion and Exclusion Criteria

The number of studies considered in this approach is 33,
with additional studies backing up these papers by providing
context. The researcher procedurally filtered out articles to
remain with the ultimate 33 papers based on several criteria.
On the criterion of relevance, several parameters were
considered. Firstly, a study was considered only if it was about
detecting COVID-19. Secondly, a study should be using CNN
approaches for it to qualify. Thirdly, the CNN approaches
should take chest X-ray images. On the time criterion, a study
should have been conducted between 2019 and 2021. Since
the disease was discovered in 2019, this filter did little to
reduce the number of studies. Finally, the study considered the
credibility criterion where a study was only considered if it
was peer-reviewed. This filtered was also responsible for
eliminating web-based studies, those that did not have clear
sources of data, and papers whose methodological approaches
seemed flawed. Fig. 1 shows the paper search procedure,
while Fig. 2 illustrates how the studies were filtered out.
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Paper Search

Search Terms
COVID-19 Neural Networks
COVID-19 X-ray CNN
COVID-19 detection convoluted neural networks

|

Digital Libraries
Elsevier, Springer, IEEE, ACM, MDPI,
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/

[ Remove Unrelated Papers ]
[ Final Review of Papers ]

Fig. 1. Paper Search Procedure.
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[ Credible Peer-Reviewed ] ‘ 43 33 |

l

[ Final Article List ]

Fig. 2. Filtering Out Studies.

D. Definition of Key Terms and Abbreviations

ACGAN  Auxiliary Classifier Generative Adversarial
Network
ARIMA AutoRegressive Integrated Moving Average

AUC Area Under the Curve

Bayesnet Classifier
to CNN classification

CapsNet

A Bayesian network that is applied

Capsule Neural Network
CFS  Correlation-Based Feature Selection
CNN Convoluted Neural Networks

CNN-RF A hybrid of Convoluted Neural Network and
Random Forest classifier

CNN-Softmax Convoluted Neural Network mostly
applicable in a multi-class setting

Coro-Net  One of the many models designed to detect
coronavirus from xray images using CNN

Vol. 13, No. 3, 2022
DarkNet An open source high performance framework
used to implement neural networks

DenseNet-121 It is a deep learning architecture that
enable deep learning networks to to have a deeper reach but
still maintain efficiency in its training

DTL Deep transfer learning
GDP Gross Domestic Product

Inception-ResNetV2 It builds on the inception family
while also incorporating residual connections

InceptionV3 It is a CNN that assists in the detection of images
and analysis of images

LSTM

MobileNetV2 It is an architecture that assumes an
inverted residual structure in which the input-output are thick
bottleneck layers, and are not the expanded representation of
the input

PA  The Prophet Algorithm

ResNet It is an artificial neural network that works by
stacking residual blocks to eventually form a network

ResNet101 A ResNet that is 101 layers deep
ResNet152 A ResNet that is 152 layers deep

Long short-term memory

ResNet18 A ResNet that is 18 layers deep
ResNet50 A ResNet that is 50 layers deep
ResNet50V2 A better performing version of ResNet50
RT-PCR Reverse transcription polymerase chain reaction

SqueezeNet Itis a CNN that actively uses fire modules to
reduce the number of parameters

SVM Support vector machines

VGG16 16 layers deep CNN
VGG19 19 layers deep CNN
Xception A CNN whose depth traverses 71 layers

IV. RESULTS

This section analyzes the application of three main CNN
approaches in predicting COVID-19 positivity using X-ray
images. The methods analyzed herein are transfer learning,
support vector machines, and long-term short-term memory.
Other minor CNN approaches are also analyzed in the fourth
subsection. The goal is to establish their performance and with
respect to the performance metrics discussed in the previous
sections of this paper.

A. CNN with Transfer Learning

Several studies combined the convoluted neural networks
with transfer learning to examine the model’s outcome. In
[21], the study applied a dense convoluted network with
transfer learning and considered three labels, namely patients
with COVID-19, with Pneumonia, and Normal. The study

80|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

worked with 112,120 chest X-ray images, which were
obtained from 30,805 patients. The specific transfer learning
approach adopted was known as twice-transfer learning
whereby the study used the NIH ChestX-ray14 dataset as the
intermediate step. The study reported an improvement in the
model’s effectiveness and the performance of the deep neural
network, which is consistent with the findings established in
[22]. Results indicated that the researchers were able to attain
an accuracy of 100% on the dataset, which affirms the role
played by transfer learning. These findings are similar to [23],
whereby, the study employed the transfer learning approach
with VGG19, MobileNetV2, Inception, Xception, and
Inception-ResNetVV2. The researchers assembled 1427 X-ray
images. Accordingly, the study found that the application of
the approach yielded remarkable positive results. The outcome
yielded an accuracy of 96.78%, 98.66% sensitivity, and
96.46% specificity.

Some studies were prudent enough to mitigate the issue of
small sample sizes by applying the transfer learning approach.
The investigation by [24] is one such study, and it examined
X-ray images to determine the effectiveness of deep learning
and convoluted networks in detecting COVID-19. The dataset
used consisted of 112 X-rays from each of the three classes —
with COVID-19, with Pneumonia, and normal. Using transfer
learning, the researchers successfully extracted knowledge
from pre-trained models and used it on the model to be
trained. Ultimately, the two best models by the study scored
an accuracy of 95%. Sensitivity scores for the two best
models VGG16 and VGG19 were 96% and 92%. Fig. 3 shows
training loss, validation loss, training accuracy, and validation
accuracy of the two top-performing epochs.

(a) VGG16 (b) VGG19

Fig. 3. Comparing VGG16 and VGG19 [24].
The investigation further constructed the confusion

matrices for the models it ran, and the matrices for the two-top
models VGG16 and VGG19 are shown in Fig. 4.

Confusion Matrix

normal
Predicted Class

(a) VGG16 (b) VGG19

Fig. 4. Comparing Confusion Matrices between VGG16 and VGG19 [24].
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Similar studies were conducted that reported findings
resonating with those established in the above study. The
research by [25] finds that transfer learning is an impeccable
approach to boost the effectiveness of neural network models
that predict COVID-19 from X-ray, ultrasound, and CT scan
images. Using the VGG19 model, the study found that
ultrasound images had the highest precision, which was 100%,
followed by X-ray (86%), and CT scans (84%). Transfer
learning algorithms are critical to the improvement of model
results in neural networks [26]. Using publicly available
datasets, the researchers report an accuracy of 96.3%, which
they consider to be very high and reliable. The sample size
employed was quite minimal as it comprised images from 65
male and 45 female sources, which totals 110. The confusion
matrix suggests that out of the 34 sick patients, the model
managed to correctly predict 33. On the other hand, out of the
75 normal cases, the model correctly predicted 72. Transfer
learning was essential to attain these results because the
approach extrapolates training models from other successful
pre-trained data.

Transfer learning has also been used with InceptionV3 and
ResNet50 models to predict COVID-19 based on X-ray
images. The study by [27] developed a deep transfer learning
(DTL) where they employed convoluted neural networks
using X-ray data obtained from Kaggle. The dataset used
comprised 160 COVID-19 X-ray images and another 160
normal X-ray images. The InceptionVV3 model scored a
99.01% accuracy, while ResNet50 model managed to score an
accuracy of 98.03%. The models’ performance was slightly
higher than other models against which the study was
benchmarking its results. In [28], the study considered more
than the two models encompassed in the study above.
Specifically, the investigation considered DenseNet-121,
SqueezeNet, ResNet18, and ResNet50. The dataset contained
5000 X-ray images. These neural networks were trained using
the transfer learning approach on a subset of 2000 radiograms.
3000 images were used in validating the model. Findings
suggested that the model’s sensitivity rate was 98%, while its
specificity rate was 90%.

Some studies have used the transfer learning approach to
investigate the effectiveness of neural networks in predicting
COVID-19 from X-ray images. The investigation by [20]
examined VGG16 and VGG19 to establish which one
maximizes the effectiveness of the model. Like many other
studies, this investigation also used image data from public
repositories, which had images classified into three groups,
namely COVID-19, pneumonia, and normal. The highest
AUC value was found to be 0.950 (95.0%) — VGG16. The
VGG16 neural network achieved higher performance scores,
where it obtained an accuracy of 95.9%, sensitivity of 92.5%,
and specificity of 97.5%. Fig. 5 shows the accuracy level of
the two neural networks across the number of fine-tuned
convolutional blocks.
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Fig. 5. Comparing the Accuracy of VGG16 and VGG19 Models [20].

Transfer learning can also be useful in building models
that classify image data into more than three categories. In
[29], the study employed this approach in classifying images
into six diseases. The goal was to use X-ray data for known
six diseases and determine whether or not the patients had
COVID-19 too. The study used a dataset containing 3905 X-
ray images. The specific neural network used in this
investigation was MobileNetV2, which was trained using the
data from patients suffering from the six diseases. Results
showed that the classification accuracy was 87.66%. Other
measures were accuracy (99.18%), sensitivity (97.36%), and
specificity (99.42%). Table | shows the outcomes against the
specific diseases.

Vol. 13, No. 3, 2022

said to be effective because regardless of when one contracted
the virus, chest X-rays of a normal person, that of a
pneumonic person, and that of a COVID-19 infected person
shall always be different. The dataset used for the analysis is
from the first worldly available dataset on the same. The
number of cases in the selected dataset was 71, where 48 were
for COVID-19 infected persons, while the rest (23) were from
normal people. The dataset also underwent augmentation to
avoid possible overfitting by the model. This specific study
reported an accuracy score of 90.5%. This value was
acceptable but it was lower than that of using the CNN-
SoftMax model. However, the selected approach scored a
higher accuracy compared to the CNN-RF method. Table Il
compares the accuracy, sensitivity, specificity, and precision
scores as reported in the study.

TABLE Il.  PERFORMANCE METRICS AGAINST DIFFERENT MODELS [30]
Classifier Accuracy Sensitivity | Specificity Precision
CNN-Softmax 95.2% 93.3% 100% 100%
CNN-SVM 90.5% 86.7% 100% 100%
CNN-RF 81% 76.5% 100% 100%

TABLE I. CONFUSION MATRIX RESULTS [29]

Actual classes

Covi | Ede | Effus | Emphys | Fibr | Pneum | Nor

d19 ma ion ema 0sis onia mal
Predicted classes
Covid19 | 21 0 1 1 0 1 0
Edema 270 254 210 199 155 171 136
Effusio | 4 5 |24 |4 6 0 1
Emphys | 15 |16 |34 |49 31 |4 7
ema
Fibrosis | 46 17 35 50 78 3 18
Pneumo | g | 4 3 4 2 712 287
nia
Normal 8 0 4 8 8 19 892

B. CNN with Support Vector Machines (SVMs)

Support vector machines have been in use to detect the
likelihood of patients having the virus causing COVID-19.
The study by [30] faults the generic means through which
clinicians test for the virus, which is known as the real-time
reverse transcription-polymerase chain reaction (RT-PCR)
method. According to the source, the approach yields low
positivity rates among persons who have recently contracted
the virus. Hence, the study considers the method unreliable for
such cases. Instead, the source suggests the use of CNN with
support vector machines to conduct these tests. This method is

The Support vector machines method has been used with
kernel functions such as Gaussian, linear, cubic, and quadratic.
In the study by [31], the goal was to establish the effectiveness
of using support vector machines and neural networks in
detecting COVID-19 in X-ray images. The model employed
pre-trained models in training the data. The pretrained models
that were used are the VGG16, the VGG19, the ResNet18, the
ResNet50, and the ResNetl01. The dataset contained 380
images data, 200 of which were for normally healthy persons,
and the other 180 were from persons infected with the novel
coronavirus. The ResNet50 fine-tuned model produced results
with an accuracy of 92.6%. However, the ResNet50 when
used with linear kernel produced an accuracy of 94.7%. The
findings indicated that the deep learning methodologies are
more efficient in detecting COVID-19 compared to the
descriptors of local texture. These findings are also consistent
with [32] and [33], which came to similar conclusions. Table
Il is a summary table comparing the performance of the
selected neural network models in terms of their accuracy
scores.

The confusion matrix below illustrates that out of the
possible 45 COVID-19 cases, the model accurately predicted
43. On the other hand, out of the possible 50 non-COVID-19
cases, the model accurately predicted 45. Fig. 6 shows the
confusion matrix associated with this analysis.

TABLE Il1l.  COMPARING ACCURACY SCORES ACROSS DEEP CNN MODELS

Fine-tuning Accuracy

VGG16 85.26%

ResNet18 88.42%

ResNet50 92.63%

ResNet101 87.37%

VGG19 89.47%
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Predicted Class

c N

True Class

Fig. 6. Confusion Matrix [31].

At times, separating the classes into two (infected and not
infected) can have a significant positive effect on the
outcomes of models using the support vector matrix. In the
study conducted by [34], the researchers used CNN to conduct
feature extraction and support vector matrix as the
classification method. Using InceptionV3, ResNet50,
ResNet101, and Inception-ResNetV2 as the pre-trained
models of choice, the study attempted to classify the data into
two (infected versus not infected) and into three (COVID-19,
pneumonia, and normal). The accuracy of the instrument was
97.33% when the researcher considered three classes, while it
rose to 100% when the cases were separated into two. These
findings suggest that the accuracy scores of a model can be
significantly affected by the number of classification
categories required. Fewer categories seem to produce more
accurate results by the support vector-matrix model. Outcomes
also suggested that the two top models were ResNet50 and
ResNet101. Their confusion matrices as shown in Fig. 7.

C. CNN with Long Short-Term Memory (LSTM)

Some studies combined CNN with Long Short-Term
Memory approach to predict the likelihood of a subject having
COVID-19 based on their X-ray images. It is an architecture
in the artificial recurrent neural network commonly used in
deep learning [35]. It is different from conventional
feedforaward neural networks in that Long Short-Term
Memort approach has feedback connections [36]. For this
reason, the network can process entire data sequences as
opposed to processing a single data sequence. Its name is
inspired by the fact that programs use short term memory
structures to generate long-term memory. The complexity of
LSTM models has made them perfect candidates for solving
complex machine learning problems such as speech
recognition, machine translation, and many more. In image
classification, LSTM has also been a formidable and reliable
approach as noted in [37]. The study finds that the proposed
classification method using LSTM is far more effective in
classifying images than other state-of-the-art classification
methods.

The use of CNN and LSTM has been found to result in
high levels of accuracy. In [38], the study introduced a
combined CNN-LSTM model of predicting the likelihood of
COVID-19 infection given X-ray images. CNN was
responsible for extracting features from the images, while
LSTM was the method used to classify these images. The
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research utilized 4575 X-rays from random subjects. Among
the images, 1525 were for confirmed COVID-19 cases.
Another 1525 were from patients with regular pneumonia,
while the other 1525 from for normal patients without
pneumonia and COVID-19. The outcome suggested that the
accuracy of this model stands at 99.4%. Its AUC was 99.9%,
F1-Score 98.9%, sensitivity 99.3%, and a specificity of 99.2%.
The performance of the combined model was far more
effective compared to if LSTM was not used. Fig. 8 shows the
confusion matrices obtained from running the model on the
data comparing the usage of LSTM and the lack of it.
Evidently, using LSTM improved the model’s performance by
reducing incorrectly predicted COVID-19 cases from 3 to 2.

LSTM has been used alongside other methods to predict
COVID-19 infection based on X-ray images. One study used
CNN with LSTM, autoregressive integrated moving average
(ARIMA), and the Prophet Algorithm (PA) [39]. Overall
results suggest that the accuracy of the models ranged between
92.33% and 99.94% when predicting confirmed cases. The
models seemed to perform relatively poor in predicting
recovered and death cases. For the recovered cases, the best
model attained an accuracy of 90.29%, while the worst model
achieved an accuracy metric of 63.52%. Regarding death
cases, the best model attained 94.18% as its accuracy value,
while the worst model attained an accuracy value of 78.02%.
Findings from the study established that while LSTM did well
to predict confirmed and death cases, the model performed
relatively poor in predicting recovered cases. All the same,
LSTM seemed more effective in predictions compared to
ARIMA. However, the Prophet Algorithm was the best model
of the three in predicting all of confirmed, recovered, and
death cases. Other studies that have affirmed the reliability of
LSTM in COVID-19 prediction are [40] and [41]. Table IV
compares the performance of the various models used in the
study.

NORMAL 0 NORMAL 0

pNEUMONIA () 0  enEumonia| 1 0

0 O 0 O
ResNet50 ResNet101

Fig. 7. Comparing Confusion Matrices ResNet50 and ResNet101 [34].

CovID19 covID19

CNN without LSTM CNN with LSTM

305 0 0 : 305 0 0
(333%) | (0.0%) | (0.0%) R (333%) | (0.0%) | (0.0%)

1 2
(0.1%) 0.2%)

0 11 294
(0.0%) (1.2%) (32.1%)

Normal

COVID-19 COVID-19

True Label
True Label

1 1
(0.1%) (0.1%)

1 5 299
0.1%) | (05%) | (32.7%)

Pneumonia Pneumonia
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COVID-19

Predicted label Predicted label

Fig. 8. Comparing Models with and without LSTM [38].
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TABLE IV. PA, ARIMA AND LSTM PERFORMANCE SCORES [39]
Prediction Algorithm Accuracy
PA (confirmed cases) 99.94%
PA (recovered cases) 90.29%
PA (death cases) 94.18%
ARIMA (confirmed cases) 92.33%
ARIMA (recovered cases) 63.52%
ARIMA (death cases) 78.02%
LSTM (confirmed cases) 94.16%
LSTM (recovered cases) 86.44%
LSTM (death cases) 92.76%

D. Other CNN Approaches

Many other studies utilized various approaches in reaching
the same goal. The study by [42] found that by leveraging
Auxiliary  Classifier Generative Adversarial Network
(ACGAN), the mode’s accuracy improved from 85% to 95%.
In another study by [43], the researchers engage in a model
utilizing depthwise convolution with fluctuating rates of
dilation in a multi-class detection system. The COVID-normal
test produced an accuracy score of 97.4%. In [44], the study
considered 1215 images sourced online, which were taken
through an augmentation process to end up with 1832 images.
Furthermore, the study engaged in stage-1 and stage-11 deep
network model designing. Using these methods and
techniques, the ultimate model attained an accuracy of 97.7%,
a precision value of 97.14%, and a recall value of 97.14%.
The conclusion was that the model was effective in predicting
COVID-19 infection from X-ray images. Another study
reported in [45] developed a model that utilized the
concatenation of Xception and ResNet50V2 networks. The
researchers trained several deep convolutional networks, while
leveraging 11,302 X-ray images sourced online. The proposed
model achived an accuracy of 99.5%. For this reason, the
authors find the model effective and reliable in determining
whether a patient is infected with COVID-19. Other studies
that employed the Xception model and reported similar
findings are [46, 47]. It underscores the importance of the pre-
trained model in detecting COVID-19 infections.

Some studies have established that there is a big difference
when considering binary class and multi-class situations in
favor of binary. For example, classifying X-ray images into
COVID-19 and non-COVID vyields a higher accuracy value
compared to if the classes are COVID-19, pneumonia, and
healthy. The investigation reported in [48] used the DarkNet
model in classifying the X-ray images. Findings from the
investigation suggest that classification accuracy when using
binary classes was 98.08%, while that obtained in a multi-
class situation is 87.02%. Another study that utilized binary
classification is [49], which assembled four classes, namely
bacterial pneumonia, viral pneumonia, COVID-19, and
healthy groups. Studies such as [50] use one pre-trained CNN
model, the researchers adopted five pre-trained CNN-based
models of ResNetl01, ResNet50, ResNet152, Inception-
ResNetVV2, and InceptionV3. Findings indicated that
ResNet50 was the most effective as it resulted in 99.7% in one
of the datasets used. It indicates that this pre-trained model is
also effective in detecting COVID-19.

Vol. 13, No. 3, 2022

In [51], the study used the ResNet101 CNN to examine the
effectiveness of deep learning in detecting COVID-19 from X-
ray images. The researchers used publicly available ches
radiographs in the thousands, some of which were from
confirmed COVID-19 patients. Findings established that the
accuracy of the resultant model was 71.9%, while its
sensitivity and specificity were 77.3% and 71.8%,
respectively. The training process involved creating a model
that would positively identify radiographs images with chest
abnormalities. The study’s strength is that it used mutually
exclusive publicly available data and that it used labels with a
strong clinical association with COVID-19 cases.

Multi-CNN is another approach used in modeling and
classification of image data in artificial intelligence. The
approach was used in [49], and it involved utilizing Bayesnet
Classifier and Correlation-Based Feature Selection (CFS).
Using two datasets, the multi-CNN method was tested. The
first dataset contained 453 X-ray images from COVID-19
patients and 497 images from patients without the disease. The
accuracy of the model on this dataset was 91.16% and an
AUC of 96.3%. The second dataset contained 78 X-ray
images; 71 of which were from COVID-19-infected patients.
Findings on this data suggested that the accuracy score was
97.44% and an AUC of 91.1%. The study concluded that pre-
trained multi-CNN was more effective in detecting the disease
compared to using single-CNN approaches.

Some studies have utilized capsule neural networks in
detecting COVID-19 from X-ray images. Capsule networks
are a form of artificial neural networks, and they are known
for their ability to fetch spatial information thereby exhibiting
great performance. Some studies used the method CapsNet to
detect COVID-19 and found that binary classes seem to
perform better than multi-class approaches [52, 18]. An
analysis of the model’s performance on binary classes
obtained an accuracy score of 97.24%, while in the multi-
class, the score was 84.22% in [52]. The study concluded that
it is a reliable model for physicians to use in conveniently
detecting the COVID-19 status of their patients. Fig. 9 shows
the confusion matrices comparing the results of the two
analyses with binary and multi-class situations.

Accuracy:%97.24 Accuracy:%84.22

1000

800 Covid-19 800

00 600

No-finding
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True label

400 400
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¢
Q(\

Predicted Iabel Predicted label

Fig. 9. Comparing Binary and Multi-Class Approaches [52].

The decision tree classifier has also been used in some
studies alongside CNN to detect COVID-19 infection from X-
ray images. The studies by [53, 54] find the RT-PCR test as
inconvenient as it is not time-friendly and it is also not
affordable to the populace. The researchers suggest a system
that utilizes the decision tree algorithm to separate COVID-19
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cases from the rest. The first separation occurs by isoloating
normal scans from abnormal ones. The second step in the
decision tree classification involves telling between those that
have signs of tuberculosis among the abnormal scans. The
third step is similar to the second step only that this time it
does so for COVID-19. The accuracy scores of these steps are
98%, 80%, and 95% for the respective steps.

V. DISCUSSION

Many of the studies adopted transfer learning as their
preferred method in attempting to improve the effectiveness of
the model. Findings have been quite consistent in establishing
that this method boosts the performance scores across
accuracy, sensitivity, precision, and F1-scores. According to
[27], transfer learning improves model effectiveness by
ensuring that the analyst does not spend too much time
training new models. Instead, an analyst relies on previously
trained models with some few improvements. The study by
[23] finds that using transfer learning is a key consideration
among many analysts when dealing with CNN. Some studies
have reported increased accuracy values running up to 100%.
It underscores the need for data analysts to embrace this
approach in their endevors, as it has proven to be reliable.
Therefore, it is understandable why several studies settled for
this approach. One important take-away from the review of
transfer learning approach is that binary-class classification
seems to be performing better than multi-class classification.
Data augmentation was also prominent in this approach,
which also contributed to the heightened effectiveness of the
resultant models.

The use of support vector machines in classifying images
to detect COVID-19 infections was also clear from this
review. This approach has been lauded in [34] as a formidable
supervised approach to image classification because of its
ability to classify and regress too. When combined with
functions such as Gaussian, linear, cubic, and quadratic, its
performance increases even further. While it is a relatively
new classification method, its adoption in this regard is a
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testament to its effectiveness and reliability. The method is
highly memory-efficient because its decision function uses a
subset of training points. Perhaps, the only disadvantage with
the SVM approach is that it is not efficient for large datasets
because of the time it would take to train the model. For the
case of COVID-19 detection, the required data does not have
to be massive. Even here, data augmentation featured
significantly, and it also positively affected the strength of the
resultant models.

CNN with Long Short-Term Memory als featured
prominently in this review. Findings were clear that
combining CNN with LSTM significantly improves the
accuracy of the trained models. This view is consistent with
[36] where the researchers argue that this approach is an area
of growing interest because of its effectiveness. The large
range of parameters provided by LSTM and the input and
output biases strongly argue the case for its adoption in CNN
classification models. The method is also a bit insensitive to
gap length, which is an advantage it holds against the RNN.
Such advantages seem to give the LSTM approach an edge
and explain why data scientists would prefer to work on
models that encapsulate this approach. LSTM in binary
classification seemed to be more accurate than in multi-class
classification situations.

CNN has its pre-trained models that some studies have
evidently taken advantage of to predict COVID-19 infections.
Their usage is evident among the studies encapsulated in the
‘other CNN approaches’ subection. Examples of common
models are DenseNet-121, SqueezeNet, ResNetl18, and
ResNet50, among others [50]. They have proven to be highly
effective in accurately predicting the disease based on X-ray
images. Even here, binary-class classification seems to be
performing better than multi-class classification. The use of
decision tree classification was outstanding though it could not
accurately predict recovery and death rates.

Table V summarizes the findings and limitations of articles
consulted throughout this paper.

TABLE V. SUMMARY OF CONSULTED
o Model or S
Publication Author Date Accuracy Sensitivity | Specificity | F1-Score | Purpose Approach Limitation
[21] g%gsf)' &ALUX, | 100,09 100.0% 100.0% 100.0% Only 150 images
- Only investigates and
[22] %gg’)ﬁ”' etal, 94.5% 98.4% 98.0% tests two image
preprocessing methods
(Apostolopoulos .
[23] & Mpesiana, 96.8% 98.7% 96.5% r’:’égéiga“e”t data
2020) Detecting Transfer Learning
(Makris, et al., COVID-19 "
[24] 2020) 95.0% using X-ray None indicated
(Horry, et al., 1mages
[25] 2020) 86.0% 86.0% 86.0% 86.0% Inadequate data
- Lack of publicly
[26] %S'Od) etal, 96.3% available and expert
labeled images
- Transfer Learning
o )
[27] g%ggl))ramm, el gggioﬁ; InceptionV3,
' ResNet50
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Transfer Learning,
i ResNet18, o
8 | [28] Sl 98.0% 90.0% . ResNet50, Enited pumber of
SqueezeNet, and g
DenseNet-121
(Apostolopoulos, ) Transfer Learning, |
9 (29] et al., 2020) 99.18% 97.36% 99.42% MobileNetV2
(Algudah, et al., The need for more
10 | [30] 2020) 95.2% 93.3% 100.0% 100.0% SVM classifier types
11 | By (Zlggﬁel & Senglir, | g4 7404 91.0% 98.89% 94.79% SVM, ResNet50 |
(Saraswati,
12 [32] Wardani, & 93.91% 98.75% 89.06% 91.26% -
Indradewi, 2020) SVM
13 | [33] (Saygili, 2021) 94.5% 92.25% 90.00% -
14 [34] (Novitasari, etal., | 97.3% - 3 B ) SVM, ResNet50, Model time processing
2020) 100.0% ResNet101 is long
: Fundament
15 | [36] g%g%r)stmsky, - - - - als of
LSTM
. Image
Oztlirk & .
16 [37] ( - - - - Classificati
Ozkaya, 2021) on
17 | [38] 93'2%?' etal, 99.4% 99.3% 99.2% 98.9% LSTM Small sample size
(Alazab, et al., ) ) 95.0- .
18 | [39] 2020) 95.0-99.0% 99.0%
19 | [40] (Demir, 2021) 100.0% 100.0% 100.0% -
(Naeem & Bin- 0 o o o Limited number of
20 | [41] Salem, 2021) 98.94% 99.00% 99.00% 99.00% COVID-19 images
21 | [42] %"Zag‘)eed' etal, | 95006 90/0% 97.0% - ACGAN Small dataset
22 | [43] %';g)m“d' etal, | 97.4% 97.8% 94.7% 97.1% ception, VGG- | .
- ResNet50, Limited number of
23 | [44] (Jain, etal., 2020) | 98.9% 98.9% 98.7% 98.2% ResNet101 COVID-19 images
2 | [45] %ﬁ;‘%@%ﬁh & 1 99.5% 80.5% - - iii’g‘ggiovz and | gall dataset
Detecting
25 | [46] %gg; etal, 89.6% - - - COVID-19 | Coro-Net, SVM More testing required
using X-ray
- images .
26 | [47] g%'zng)h' etal, 95.8% 95.6% - 95.9% 'mag XceptionNet
(Ozturk, et al., Limited number of
27 | [48] 2020) 98.1% 95.1% 95.3% 96.5% DarkNet COVID-19 images
(Abraham & Nair, Bayesnet Not tested in a multi-
28 | [49] 2020) 91.2% 85.3% 98.5% 91.4% Classifier class environment
. ResNet50 -
(Narin, etal., ; Limited number of
29 [50] 2021) 94.2% 95.4% 83.5% 74.8% Egz“z&g% COVID-19 images
30 | [51] gfhgé%gm'“' e | 71.0% 77.3% 71.8% - ResNet101 Inadequate data
31 | [52] g‘z’gma”' etal, | 97405 97.2% 97.0% 97.2% CapsNet small dataset
32 | [53] (Yoo, et al., 2020) | 95.0% 97.5% 90.0% - ResNet18
33 | [54] g',*a;%azrg;"ba“ e | 93206 96.1% - - CNN-Softmax
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VI. LIMITATIONS

One of the most significant limitations of this study is that
the COVID-19 virus is still mutating. As such, it is difficult to
tell whether the virus will mutate into a state that causes
different patterns on the X-ray image. If this happens, there
will be a need to redo the models to fit this new data. Another
limitation is that the data sourced by the various studies is not
the same. Some sourced it from public repositories, some did
so from private sources, some combined the two, while some
engaged in augmentation practices. It would be more valid and
reliable if the studies had sourced their data from the same
source and applied the different methods. In such a situation, it
would be reasonable to compare the accuracy scores and
determine which method is more effective. Thirdly, some
studies applied multiple methods and approaches to their
model building process. It is difficult to tell which of the
component approaches contributed mostly to the model’s
effectiveness or whether they did not.

VII. CONCLUSION AND RECOMMENDATIONS

The study concludes that all the approaches reviewed in
the discourse are valid and reliable. The slight differences in
accuracy scores are not significant enough to warrant writing
off some of the approaches. All of transfer learning, support
vector machines, long short-term memory, and other CNN
approaches delivered results that were basically above 90%. It
explains the growing preference among physicians to use
these technological methods in detecting COVID-19 early
enough. The methods are all non-invasive, more affordable,
and available almost everywhere because the only requirement
is a chest X-ray of the subject. For the sake of improving the
model’s accuracy, the study makes the following
recommendations.

1) Integrate transfer learning procedures in the model
formulation process. The study has established that transfer
learning boosts the formidability of models by allowing them
to learn from previously trained models and data.

2) Engage in data augmentation practices. In the pre-
processing segment of the data analysis phase, there is a need
to augment data, especially where data is scarce. This study
has found that data augmentation positively impacts the
strength and viability of a CNN model.

3) Focus on classifying data based on binary classes.
Throughout this review, whenever a study compared the
accuracy scores between binary- and multi-class situations, the
binary-class scenario produced better results. Hence, it is
prudent to consider it the main focus of model formulation.
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Abstract—This paper aimed to discuss product design and
expert validation of the mathematics web-based learning table set
up activities in the hospitality industry. This research was a type
of Research and Development, which aimed to develop a new
product. The experts involved in this study were four experts.
There were two experts in the field of learning technology as
media validators and two experts in the field of mathematics
education as material validators. In the process of validating the
mathematics web-based learning in this study, using a
questionnaire that had been prepared to evaluate it as a research
instrument. This research had produced mathematics web-based
learning which consists of five parts, namely, the initial part to
recall about the Cartesian coordinates; the translation sub-
material section; the reflection sub-material section; the rotation
sub-material section; and the dilatation sub-material section. In
the review activity by experts, the average percentage of material
validators was eighty five percent, its means is very good and the
average percentage of media validators was ninety five its means
is very good also. It showed that this mathematics web-based
learning can be said to be proper to use.

Keywords—Development; web-based learning; mathematics;
table set-up; activities

I.  INTRODUCTION

Mathematics subjects have a quite unique and important
part in the competence learning of the tourism department [1]-
[2]. Understanding the right concepts in learning mathematics
can train transcendental reasoning, range of thinking, and
solving a case[3]-[4]. This will make students accustomed to
completing case studies in tourism in a more analytical and
realistic manner[5]. In general, this is in accordance with the
statement which stated that mathematics shows outstanding
skills in a person, both in terms of concretizing something
abstract, finding the right solution in a case, as well as the
power of thinking on an object[6]-[7].

In reality, mathematics is one of the subjects that are less
attractive to Tourism Vocational School students[8]-[9]. This is
because it is considered a difficult subject to learn and most
students have not realized and understood the true meaning of
mathematics[10]. This is in accordance with the opinion that
most students do not want to focus on learning mathematics
because of the assumption that mathematics is difficult, scary,
boring and some people hate mathematics so that every time
they take part in learning mathematics, someone immediately
feels unwell[11]-[14].

Factors from students and teachers become the basis for the
reason why many students are less interested in learning

2,34

mathematics[15]. The factor from the students that became the
basis for the reason was the classical view of students, namely
that mathematics is a difficult subject to learn[16]. The factor
from the teacher that became the basis for the reason was the
difficulty of the teacher in finding the right method to lead
students to participate in mathematics learning voluntarily
without feeling coercion directly[17]. This difficulty causes
students to feel bored and not enthusiastic to take part in
learning mathematics[18]. This is supported by the opinion
which stated that the difficulty in selecting methods that can be
used to make students understand in learning mathematics is a
teacher difficulty[19]. Another factor that causes students' lack
of interest in learning mathematics is because the form of
teaching materials has not been able to raise awareness of the
importance of mathematics[20]. Teaching materials that still
feature algorithms and formula derivations, raise students'
assumptions about solid material, feel less clear and it is
difficult to understand the material because of a dislike for
math subjects[21]. This is supported by the results of research
showing that: 1) learning by using textbooks is not liked by
students, because it creates a sense of being lost in dense
material and emphasizes algorithms so that students have
difficulty accepting mathematics learning[22]; 2) The
presentation of learning that is commonly done by teachers has
not been able to arouse students' desire to learn, so students are
not quite ready to receive lessons [23]; 3) students do not feel
challenged to work on the questions available in mathematics
learning, because the examples of questions and practice
questions provided are difficult to understand [24].

In addition, Tourism Vocational School students only focus
on the competencies of the majors they choose[25]. Many
students think that Mathematics is not so applied in Business
World or Industrial World where they carry out On the Job
Training or their place to find work after graduating from
Vocational High School[26]. Some explorations have also been
carried out by Mathematics teachers, but the number of
students who have an interest can still be counted on the
fingers[27]. Students' understanding of the many mathematical
concepts that can be applied in solving problems related to the
tourism sector is still so minimal[28]. This causes the sinking
of students' desire to study mathematics voluntarily[29].

Overcoming these problems requires the development of
teaching materials that can make Tourism Vocational Schools'
students interested in learning mathematics. The teaching
materials is able to developed can be in the form of
mathematics web-based learning[30]-[31] . Applications in the
form of colorful pictures with interesting characters and

89|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

mathematical material treats in it[33]-[32]. The reality in the
field is that there are many mathematical learning applications
that have been developed. Some even carry applications with
the STEM concept[34]. However, there is no mathematics
web-based learning that carries the theme of tourism practice,
so that Tourism Vocational School students understand that
mathematics learning is also used in the work practice of the
tourism industry.

Based on this, this research was conducted to develop an
application for learning mathematics that was raised in
industrial work practices in one part of the food and beverage
service. The material used in the development of this
mathematics web-based learning is Transformation material.
Where this Transformation material is raised in the table set up,
that is the one of tourism practice activity.

Il. METHOD

This research was a type of Research and Development
(R&D), which aimed to develop a new product. The
development activities carried out in this research were focused
on product design and formative evaluation. The stages carried
out consist of the Preliminary Research and Prototyping Stage.

A. Preliminary Research

The steps taken at this stage were literature studies to look
for problems related in schools learning as well as deficiencies
in existing mathematics learning. Field surveys to complement
and strengthen the findings in the literature study also taken.
This stage aimed to obtain information on problems in
mathematics material and deficiency of previous instructional
media. The field survey consisted of interviews with three
teachers and distributing questionnaires to one hundred and
eighteen students.

B. Prototyping Stage

The manufacture and improvement of product prototypes
as a problem-solving medium obtained earlier was carried out
at this stage, after finding problems in the learning process at
the preliminary research stage. This stage consists of designing
design  guidelines,  optimizing  prototypes, formative
evaluations. In the formative evaluation activity, it is the
product evaluation stage (prototype) that had been made
previously[35]. The prototype was tested in several stages of
formative evaluation, including: 1) Research team members
examined the design using a list of important characteristics
from the intervention components; 2) A group of experts
provide responses related to the intervention prototype. The
experts involved in this study were 2 (two) experts in the field
of learning technology as media validators and 2 (two) experts
in the field of mathematics education as material validators.
Usually this is done using open and closed questionnaires or
interviews; 3) Walkthrough: through face-to-face researchers
together with users (teachers and students) reviewing the
intervention prototype; 4) Micro Evaluation was intended to
evaluate a small group of users (students) to use the
intervention section in normal situations; 5) Try-out a number
of user groups (students) using the intervention. On the focus
of effectiveness evaluation, evaluators did it by test.

Vol. 13, No. 3, 2022

Expert validation questionnaires, student response
questionnaires, and teacher response questionnaires were
analyzed using a multilevel scale. The data obtained was
quantitative data which was then translated into qualitative
data. Respondents did not answer one of the qualitative
answers on the multilevel scale model, but answered one of the
quantitative answers which were provided. Five alternative
answers were provided on a graded scale with a range of values
from 0 to 4, which are shown in Table I.

TABLE I. CRITERIA FOR GRADED SCALE

Score Criteria

4 Very Good

Good

Enough

Bad

Ol | N| W

Very Bad

The percentage of answers for each question indicator can
be calculated using the following formula.
> all respondents score

%X 1009
Y. respondents X 4 %

Percentage =

The percentage of answers to all aspects of the question can
be calculated using the following formula.

Y overall score of respondent criteria

Y. respondents X Y, item X 4
x 100%

In addition to using a multilevel scale in the expert
validation questionnaire, the answers to the conclusions from
the validation results used the Guttman scale. The Guttman
scale yields an unequivocal “yes-no” answer. The “adequate-
not eligible” scale was used in this questionnaire. Drawing
conclusions about the properly of the media used the following
formula.

Percentage =

Y answers of proper from respondents

Percentage =
g Y. respondents

X 100%

I1l. RESULT AND DISCUSSION

A. Preliminary Research

In the Preliminary Research stage, several potentials and
problems faced by students were found based on the results of
the preliminary research questionnaire presented in Table II.
The potential and the problem was that students were less
interested in learning mathematics because of the assumption
that mathematics has nothing to do with tourism activities.
According to them, productive learning activities are more
important and more fun to carry out than learning mathematics.
Students feel lazy and find it difficult to learn mathematical
material contained in textbooks. And there was no mathematics
learning media that can link productive learning with
mathematics learning. This was supported by the results of
interviews with mathematics subject teachers which can be
concluded as follows. 1) Most students feel lazy and have
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difficulty in learning mathematics; 2) Some students feel less
helped by the teaching materials which they use in learning
mathematics; 3) The teaching materials used in learning
mathematics are quite varied, it's just that there are no learning
media that can be collaborated with productive learning; 4)
When applying mathematics learning media that can be
downloaded from the internet, students play with their
cellphones instead of studying; 5) The mathematics material

Vol. 13, No. 3, 2022

that they should have learned, especially in XI grade, was
simply missed when they had carried out the On the Job
Training program; 6) Educators expect mathematics material to
be linked and collaborated with vocational practice activities;
7) Some students who think that mathematics is not important
prefer to participate in vocational activities, even though they
already know that they are lagging behind in learning
mathematics.

TABLE Il. RESULTS OF PRELIMINARY RESEARCH QUESTIONNAIRE
No. Subject ltem Total Percentage (%)
1 2 3 4 5 6 7 8 9 10 11
1 P1S1 1 0 1 0 1 0 1 0 1 1 0 6 54.55
2 P1S2 1 0 1 1 0 0 1 1 1 0 1 7 63.64
3 P1S3 0 1 1 0 1 0 1 0 0 1 1 6 54.55
4 P1S4 0 1 0 0 1 1 1 0 1 1 1 7 63.64
5 P1S5 1 0 0 1 1 0 1 0 0 1 0 5 45.45
6 P1S6 0 1 0 1 1 1 1 1 1 0 0 7 63.64
7 P1S7 1 1 1 0 1 1 0 1 0 1 0 7 63.64
8 P1S8 0 0 0 1 0 1 1 1 1 0 0 5 45.45
9 P1S9 1 1 1 0 0 1 1 0 1 0 0 6 54.55
10 P1S10 0 1 0 1 0 0 0 1 0 0 1 4 36.36
11 P1S11 1 0 0 1 1 1 1 0 1 0 1 7 63.64
12 P1S12 0 1 0 1 0 1 1 1 0 1 1 7 63.64
13 P1S13 1 1 1 0 1 1 1 0 0 1 0 7 63.64
14 P1S14 0 1 0 1 0 1 0 1 1 0 0 5 45.45
15 P1S15 1 0 0 1 1 0 0 1 0 1 0 5 45.45
16 P1S16 0 1 0 1 0 1 0 0 1 1 1 6 54.55
17 P1S17 1 0 0 1 1 0 0 1 0 0 1 5 45.45
18 P1S18 0 1 1 1 0 1 1 0 0 1 1 7 63.64
19 P1S19 1 0 1 0 1 1 0 1 0 1 1 7 63.64
20 P1S20 1 1 0 0 1 0 1 1 1 1 1 8 72.73
21 P1S21 0 0 1 0 1 1 0 1 0 1 0 5 45.45
22 P1S22 1 0 1 0 1 1 1 0 1 0 1 7 63.64
23 P1S23 1 1 0 1 0 1 1 0 1 0 1 7 63.64
24 P1S24 0 1 0 1 1 1 1 1 0 0 0 6 54.55
25 P1S25 1 0 0 1 1 1 1 0 1 0 1 7 63.64
26 P1S26 0 1 0 1 0 1 0 1 0 1 1 6 54,55
27 P1S27 1 1 1 0 1 0 0 1 0 1 0 6 54,55
28 P1S28 1 1 0 1 0 1 0 1 1 0 0 6 54,55
29 P1S29 1 0 1 0 0 1 1 1 0 1 0 6 54,55
30 P1S30 1 1 0 1 0 1 1 0 0 1 1 7 63.64
31 P2S1 1 0 1 0 0 0 1 0 1 1 0 5 45.45
32 p2S2 1 1 0 0 1 1 0 0 1 1 1 7 63.64
33 P2S3 1 0 1 0 1 0 1 0 0 1 1 6 54,55
34 P2S4 1 1 1 0 0 1 0 0 1 0 1 6 54,55
35 P2S5 0 1 1 1 1 0 0 1 0 0 1 6 54,55
36 P2S6 1 1 1 1 0 1 0 0 1 0 0 6 54,55
37 p2Ss7 1 0 0 1 0 1 0 1 1 1 1 7 63.64
38 P2S8 0 1 1 0 0 1 1 0 1 0 1 6 54.55
39 P2S9 1 1 0 1 0 1 1 1 0 0 1 7 63.64
40 P2S10 1 1 0 1 1 0 1 0 1 0 1 7 63.64
41 pP2S11 0 1 0 1 1 1 1 1 0 1 0 7 63.64
42 p2S12 1 0 0 0 1 1 1 1 1 0 0 6 54.55
43 P2S13 0 1 0 1 1 1 0 0 0 1 0 5 45.45
44 P2S14 0 1 0 1 0 1 1 1 1 0 1 7 63.64
45 P2S15 1 1 1 0 0 0 1 0 1 0 1 6 54.55
46 P2S16 1 0 0 1 0 1 1 1 0 0 0 5 45.45
47 pP2S17 0 1 0 1 0 1 1 0 1 0 1 6 54.55
48 P2S18 1 0 0 1 1 1 0 1 0 1 1 7 63.64
49 P2S19 0 1 0 1 0 1 0 0 1 0 1 5 45.45
50 P2520 1 1 1 1 1 0 0 1 0 1 0 7 63.64
51 P2S21 1 0 1 0 0 1 0 1 1 0 0 5 45.45
52 P2S522 1 1 1 1 0 0 1 0 0 1 0 6 54.55
53 P2S23 1 1 1 1 0 1 0 1 0 1 1 8 72.73
54 P2S24 1 0 0 1 1 0 0 1 1 0 1 6 54.55
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55 P2S25 1 1 1 1 0 1 0 1 0 1 0 7 63.64
56 P2S26 0 1 0 0 1 1 1 1 1 0 0 6 54.55
57 pP2S527 1 0 0 1 1 1 1 0 0 1 0 6 54.55
58 P2528 0 1 0 1 1 1 0 0 1 0 1 6 54.55
59 P2529 0 1 1 0 1 1 1 1 0 0 1 7 63.64
60 P2S30 1 0 1 0 1 0 1 0 1 0 1 6 54.55
61 P3S1 1 1 1 1 0 0 0 1 1 0 1 7 63.64
62 P3S2 0 1 1 0 1 0 1 1 0 1 1 7 63.64
63 P3S3 0 1 0 1 1 0 1 0 1 1 1 7 63.64
64 P3S4 1 0 0 1 1 1 0 0 1 0 1 6 54.55
65 P3S5 0 1 0 0 0 0 1 0 1 1 1 5 45.45
66 P3S6 1 1 1 1 1 0 1 0 0 1 0 7 63.64
67 P3S7 0 1 0 1 1 1 0 1 1 0 0 6 54.55
68 P3S8 1 1 1 0 0 1 0 1 0 1 0 6 54.55
69 P3S9 0 1 0 1 1 0 0 1 1 1 1 7 63.64
70 P3S10 1 0 0 1 0 1 0 1 1 1 1 7 63.64
71 P3S11 0 1 0 1 1 1 1 0 1 0 0 6 54.55
72 P3S12 1 1 1 1 1 0 0 1 0 0 1 7 63.64
73 P3S13 1 1 1 0 1 1 1 0 0 1 1 8 72.73
74 P3S14 0 1 1 1 1 1 0 1 0 1 0 7 63.64
75 P3S15 1 0 0 0 1 0 1 1 1 1 1 7 63.64
76 P3S16 1 1 1 1 0 0 1 1 0 1 1 8 72.73
77 P3s17 0 1 1 0 1 0 1 0 1 1 1 7 63.64
78 P3S18 0 1 0 0 0 1 1 1 1 1 1 7 63.64
79 P3S19 1 0 0 1 1 1 1 1 1 1 0 8 72.73
80 P3S20 0 1 0 1 1 1 0 1 1 0 1 7 63.64
81 P3S21 1 1 1 1 1 1 1 1 0 1 0 9 81.82
82 P3S22 1 0 0 1 1 1 1 0 1 0 0 6 54.55
83 P3S23 0 1 1 0 1 1 0 1 0 1 0 6 54.55
84 P3S24 1 1 1 1 0 1 1 1 1 1 1 10 90.91
85 P3S25 1 0 0 0 1 0 1 1 1 0 0 5 45.45
86 P3S26 1 1 1 1 0 0 1 1 1 1 1 9 81.82
87 P3S27 1 1 1 0 1 0 1 1 0 1 1 8 72.73
88 P3S28 0 0 1 0 1 0 1 0 1 1 1 6 54.55
89 P3S29 1 1 0 0 0 1 0 0 1 1 1 6 54.55
90 P4S1 1 0 1 0 1 0 1 0 1 1 1 7 63.64
91 P4S2 1 1 0 1 1 0 1 0 0 1 0 6 54.55
92 P4S3 1 0 1 0 1 0 1 1 1 0 0 6 54.55
93 P4S4 1 1 1 1 0 0 1 1 0 1 0 7 63.64
94 P4S5 0 1 0 0 1 0 0 1 1 1 1 6 54.55
95 P4S6 1 0 0 1 1 1 1 1 1 0 0 7 63.64
96 P4S7 0 1 0 1 1 1 1 0 0 1 0 6 54.55
97 P4S8 1 0 0 1 1 1 1 1 1 0 0 7 63.64
98 P4S9 1 1 1 0 1 0 1 1 0 1 0 7 63.64
99 P4S10 0 1 0 1 0 0 1 0 1 1 1 6 54.55
100 P4S11 1 0 0 0 1 0 1 1 1 1 1 7 63.64
101 P4S12 0 1 0 1 1 1 0 1 0 0 0 5 45.45
102 P4S13 1 1 0 1 0 1 1 0 0 1 1 7 63.64
103 P4S14 0 1 0 1 1 1 0 1 0 1 1 7 63.64
104 P4S15 1 0 0 0 1 1 0 1 1 1 0 6 54.55
105 P4S16 0 1 0 1 1 0 1 0 0 1 1 6 54.55
106 P4S17 1 1 1 1 1 1 0 1 0 0 1 8 72.73
107 P4S18 1 1 1 0 0 1 1 0 0 1 1 7 63.64
108 P4S19 1 1 0 1 0 1 0 1 0 1 1 7 63.64
109 P4S20 1 1 1 0 0 1 1 1 0 1 0 7 63.64
110 P4S21 1 0 0 1 0 1 1 1 1 0 0 6 54.55
111 P4S22 0 1 1 0 1 0 1 1 0 1 0 6 54.55
112 P4S23 1 1 0 1 0 0 0 1 1 1 1 7 63.64
113 P4S24 1 1 1 0 1 0 1 0 1 1 0 7 63.64
114 P4S25 0 0 1 0 1 1 1 1 0 1 1 7 63.64
115 P4S26 1 1 0 0 1 0 0 1 1 1 1 7 63.64
116 P4S27 1 0 1 0 1 0 1 0 1 0 1 6 54.55
117 P4S28 1 1 1 1 1 1 0 0 1 1 1 9 81.82
118 P4S29 1 1 1 0 0 0 1 0 1 1 1 7 63.64
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B. Prototyping Stage

In the Prototyping stage, the researcher made a plan to
determine the Basic Competence and Student Learning
Experience and made a feasibility instrument. The selection of
subject matter is done based on the consideration of the
difficulties of teachers and students in learning mathematics.
Transformation material in mathematics vocational high school
XI grade was chosen because of the frequent delays in learning
this material. This was because when these learning materials
must have been given, students instead have to focus on
vocational practice activities to face the On the Job Training
(OJT) program. The students' too busy with vocational practice
activities resulted in the Transformation material being missed
and made students start to feel that mathematics was not
important, the most important thing was a productive subjects.

This mathematics web-based learning was developed to
make students more aware that mathematics can be found in
productive subjects. And in order the cognitive load of students
in learning mathematics can be reduced, so that students begin
to feel that learning mathematics is interesting to understand.
At this stage the researchers collaborated between vocational
practice activities and mathematics learning, where
mathematics learning material was inserted into several steps
of vocational practice activities. The parts of the developed
mathematics web-based learning can be explained as follows.

At the beginning section of the application before starting
the Transformation lesson, students are invited to recall the
Cartesian field. The initial part of this application can be seen
in the form of Fig. 1.

In this section, students are led to imagine the Cartesian
coordinates on the table-set up practice. Students are stimulated
to determine the correct Cartesian coordinates for placing
flower vases and other table-set up practice equipment.

The second part of the application is the part where
learning mathematics begins to enter the sub-section of the
translation material. The second of this application can be seen
in the form of Fig. 2.

In this section, the table-set-up practice has reached the
laying of plates. Here students are led to understand the
concept of translation material with cases of shifting plates and
shifting other table-set up practice equipment. Students are led
to understand that shifts that occur in plates or other items will
only change the point of position, not the size or shape of the
item.
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i ‘

Fig. 2. Translation Sub-Material Section.

The third part of the application is the part where
mathematics learning begins to enter the Reflection material
sub-section. The third of this application can be seen in the
form of Fig. 3.

h‘

Fig. 3. Reflection Sub-Material Section.

In this section the table-set up practice has reached the
laying of the napkin on the plate. Here students are led to
understand the concept of Reflection material with the case of a
flower vase as a mirror, where the distance from plate A to the
flower vase is the same as the distance from plate A' to the
flower vase. Students are led to understand the reflection that
occurs on plate A and plate B and determine the position of the
image according to the coordinates of the points. Students are
also led to understand that the mirror in this reflection material
can be a point and can also be a line.

The fourth part of the application is the part where
mathematics learning begins to enter the Rotation material sub-
section. The fourth of this application can be seen in the form
of Fig. 4.

Fig. 1. Given the Cartesian Coordinates.

Fig. 4. Rotation Sub-Material Section.
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In this section, the table-set up practice is equipped with
cutlery placement. Here students are led to understand the
concept of material Rotation with cases, rotation of the knife
on the B&B plate marked with the letter "S" with the knife on
the B&B plate marked with the letter "R". This rotation occurs
with the flower vase as the axis. Students are led to understand
the rotation that occurs if it is rotated clockwise or
counterclockwise at a certain angle.

The fifth part of the application is the part where
mathematics learning has entered the Dilatation material sub-
section. The fifth of this application can be seen in the form of
Fig. 5.

i3
Fig. 5. Dilatation Sub-Material Section.

In this section the table-set up is complete, all the cutlery,
crockery, glassware, and linen that are prepared on the table as
a utensil to eat for a guest have been set up. Here students are
led to understand the concept of Dilatation material with cases:
replacement the show plate with B&B plate; And also with the
replacement of other cutlery with the same shape but different
sizes. Students are led to understand the enlargement or
reduction that occurs if there is a replacement in the cutlery.

This developed mathematics web-based learning had been
validated by educational technology experts and mathematics
education experts. In the process of validating the application
of mathematics learning in this study, using a questionnaire
that had been prepared to evaluate it as a research instrument.
Adjusting the objectives of each questionnaire was taken into
consideration in the preparation of this instrument. The
questionnaires were media expert evaluation questionnaires
and material expert evaluation questionnaires. The activity of
reviewing the mathematics web-based learning was carried out
by distributing questionnaires to experts.

The results of the validation carried out by two material
experts and two media experts on the mathematics web-based
learning can be seen in Table Il and Table IV.

Vol. 13, No. 3, 2022

TABLE IV.  VALIDATION RESULTS OF MEDIA EXPERTS ON MATHEMATICS
WEB-BASED LEARNING

Evaluated Number | Validators | percentage .
No. Revision
Aspect of Items (%)
11 v
1 | Software 10 10 |10 | 100 No
engineering revision
o | Visual g 12 |11 |89 No
Communication revision
Mean 95

TABLE Ill.  VALIDATION RESULTS OF MATERIAL EXPERT VALIDATION ON
MATHEMATICS WEB-BASED LEARNINGS
Evaluated | Number | Validators | percentage .
No. Revision
Aspect of Items | " (%)
1 | Leaming | ¢ 1 |14 |78 No
Design revision
p | Teaching | 6 |5 |9 No
Material revision
Mean 85

The validation of the mathematics web-based learning was
carried out by four experts, namely two experts in the field of
Learning Engineering education and two experts in the field of
Mathematics Education. The evaluation carried out on the
mathematics web-based learning used several aspects to
measure it, including: software engineering, visual
communication, learning design and teaching materials. In the
aspect of "software engineering”, evaluator Il assigned an
assessment score "1 (proper)” on each indicator with the total
number of indicators was 10. Evaluator IV also gave an
assessment score "1 (proper)” on each indicator with the total
number of indicators was 10. So that obtained a percentage of
100%. By matching the results of these percentages with the
percentage level of achievement on a five scale, the "software
engineering” aspect was included in very good qualifications,
so there was no need to revise this aspect. In the aspect of
"visual communication” there were 13 indicator items,
evaluator Il gave an assessment score "1 (proper)" on 12
indicator items and "0 (it was not proper)” on 1 indicator item.
Evaluator 1V gave an assessment score of "1 (proper)" on 11
indicator items and "0 (they were not proper)" on 2 indicator
items. So that obtained a percentage of 89%. By matching the
results of these percentages with the percentage level of
achievement on a five scale, the "visual communication" aspect
was included in the very good qualification, so there was no
need to revise this aspect. In the aspect of "learning design”
which consists of 16 indicator items, evaluator | gave an
assessment score "1 (proper)" on 11 indicator items and "0
(they were not proper)" on 6 indicator items. Evaluator 11 gave
an assessment score "1 (proper)” on 14 indicator items and "0
(they were not proper)" on 2 indicator items. So that obtained a
percentage of 78%. By matching the results of these
percentages with the percentage level of achievement on a five
scale, the "learning design" aspect is included in good
qualifications, so there is no need to revise this aspect. In the
aspect of "teaching material” which consists of 6 indicator
items, evaluator | gave an assessment score "1 (proper)" on all
indicator items. Evaluator Il gave an assessment score "1
(proper)" on 5 indicator items and "0 (it was not proper)" on 1
indicator item. So that the percentage obtained was 92%. By
matching the results of these percentages with the percentage
level of achievement on a five scale, the "teaching material”
aspect is included in very good qualifications, so there is no
need to revise this aspect.

In addition to the results of the expert validity test,
walkthrough activities were also carried out. In this case the
author used it as a guide for revising the mathematics web-
based learning. The results of the walkthrough activities can be
seen in Table V.
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TABLE V. WALKTHROUGFI'_RESULTS OF MATHEMATICS WEB-BASED Tray-out results of the Mathematics web-based learning can be
EARNINGS seen in Table IX.
Evaluated | Students . Percentage
NO. | Aspect T T | Quantity | g Note TABLE VII.  THE MICRO GROUP EVALUATION RESULT OF MATHEMATICS
WEB-BASED LEARNING
1. |content |4 |4 |3 |11 92 very
' Good Efficienc | Conten | Learning Impleme
Students t Desi tati Mean
2 Learning 4 4 3 11 88 Very y esign ntation
: Design Good S1 4 4 3 4 3.75
3 Implement | o | , |4 |45 83 Very S2 4 4 4 4 4.00
ation Good
E— v S3 3 3 4 4 3.50
ecnnical ery
4| Quality 4 14 |4 |12 94 Good s4 4 4 4 4 4.00
Mean 89 \é(e)gzj S5 3 4 4 4 3.75
S6 4 4 4 4 4.00
The results of the pretest and posttest of students who were S7 4 4 4 3 3.75
included in the Walkthrough activity can be seen in Table VI. 8 4 4 4 4 4.00
TABLE VI.  PRETEST AND POSTTEST RESULTS ON WALKTHROUGH S9 4 4 3 4 3.75
ACTIVITIES S10 4 4 4 4 4.00
No. Students Pretest Posttest S11 4 4 4 3 3.75
1 SPWO1 65 80 S12 4 4 4 4 4.00
2 SPW02 70 85 S13 4 4 3 4 3.75
3 SPWO03 60 75 S14 4 4 4 4 4.00
Mean 65 80 s15 4 4 4 4 4.00
In the walkthrough activity involving 3 students, the | Quantity 58 5 57 58 58.00
average increase in student learning outcomes was obtained Percentage
A . . 97 98 95 97 97
which in the pretest the average learning outcome was 65% (%)
and in the posttest the average learning outcomes increased to Not Very Very | Very Very Very
80%. The average student response questionnaire results were o Good Good Good Good Good
also obtained by 89%. If the average value is matched with the
percentage level of achievement on a five scale, the TABLE VIII. PRETEST AND POSTTEST RESULTS ON MICRO GROUP
walkthrough activity was considered to be running very well. EVALUATION ACTIVITIES
Based on the results of the expert validation and walkthrough No Students Pretest Postiest
activities, it can be concluded that the developed mathematics :
web-based learning is proper to used. After the formative 1 SPEMO1 60 75
evaluation of mathematics web-based learning passed through 2 SPEMO2 75 82
expert validation and walkthrough activities, it was continued 3 SPEMO3 20 %0
with Micro Group Evaluation with a larger number of students.
The Micro Group Evaluation results of the Mathematics web- 4 SPEMO04 70 84
based learning can be seen in Table VII. 5 SPEMO5 65 76
The results of the pretest and posttest of students who were 6 SPEMO6 75 84
included in the Micro Group Evaluation activity can be seen in 7 SPEMO7 70 78
Table VIII.
) _ o ) _ 8 SPEMO08 65 80
In the micro-evaluation activity that involved 15 students, it
. X ; 9 SPEMO9 65 75
was found the average increase in student learning outcomes.
The average learning outcome in the pretest was 69.3 and in 10 SPEM10 75 85
the posttest the average learning outcomes increased to 79.6. 11 SPEM11 60 76
The average student response questionnaire results of 97% also
. . 12 SPEM12 70 79
obtained. If the average value was matched with the percentage
level of achievement on a scale of five, the micro-evaluation 13 SPEM13 75 81
activity was considered to be running very well. Based on the 14 SPEM14 75 84
results of the evaluation of the micro group, it can be 1 SPEMLS 70 e
concluded that the developed mathematics web-based learning
was proper to use. Furthermore, the flow of formative Mean 69.3 79.6
evaluation continues to the last part, namely the Try-out. The
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TABLE IX.  THE TRAY-OUT RESULT OF MATHEMATICS WEB-BASED

LEARNING

Vol. 13, No. 3, 2022

Evaluated Aspect

Students | |mplementat | Sustainabil

ion ity

Appropria
teness

Acceptance and
attraction

S1 4 3

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S13

S14

S15

S16

S17

S18

S19

S20

S21

S22

S23

S24

S25

S26

S27

S28

S29

TABLE X. PRETEST AND POSTTEST RESULTS ON TRY-OUT ACTIVITIES
No. Students Pretest Posttest
1 SPTO01 75 85
2 SPTO02 75 86
3 SPTO03 70 84
4 SPTO04 65 78
5 SPTO05 70 80
6 SPTO06 60 75
7 SPTO07 75 85
8 SPTO08 70 82
9 SPTO09 70 80
10 SPTO10 60 76
11 SPTO11 70 84
12 SPTO12 70 81
13 SPTO13 70 84
14 SPTO14 70 80
15 SPTO15 65 78
16 SPTO16 60 82
17 SPTO17 75 85
18 SPTO18 70 80
19 SPTO19 70 84
20 SPTO20 60 76
21 SPTO21 65 77
22 SPTO22 75 85
23 SPTO23 70 82
24 SPTO24 65 80
25 SPTO25 60 76
26 SPTO26 65 79
27 SPTO27 65 81
28 SPTO28 70 84
29 SPTO29 60 75
30 SPTO30 70 80
Mean 67.83 80.8

WlwWwlw|((dblW(W|W|D|BD|BD|D|D|P (DD O[>
AlhlWfWlW|A|dM MDD W([W|P|W|D (D[Pl W|W|W [P W|W|W
B I I I I N VS T I S S S (O N 0 B I S R~ R~ (R~ O I S B S B S B I B e N N R R R
B I VT I I i IO B B B o I 0 SR IV 2 I OO I I B B B B e N N R R R R R

S30

Quantity | 112 108 115 115

Percenta

ge (%) 93 90 96 96

Note Very Good Very Good | Very Good | Very Good

The results of the pretest and posttest of students who were
included in the Try-out activity can be seen in Table X.

In the Try-out activity involving 30 students, the average
increase in student learning outcomes was obtained which in
the pretest the average learning outcome was 67.8 and in the
posttest the average learning outcome increased to 80.8. The
average student response questionnaire results were also
obtained by 93.8%. If the average value was matched with the
percentage level of achievement on a five scale, the Try-out
activity had been running very well. Based on the results of the
Try-out activity, it can be concluded that the developed
mathematics web-based learning was proper to use.

The results of this study support several previous studies.
The following is the previous research. Bailey et al. with
research title Finding Satisfaction: Intrinsic Motivation for
Synchronous and Asynchronous Communication in the Online
Language Learning Context. The results of the research
showed that students' attention and motivation to learning arise
when learning materials are associated with what students
enjoy[36]. Ruder et al. with research title Getting Started with
Team-Based Learning (TBL): An Introduction. The results of
the research showed that stimulating student activity can be
done by presenting learning challenges and direct involvement
of students in learning practices[37]. Ardana et al. with the
research title “The expansion of sociocultural theory-oriented
mathematical learning model. The results of the study indicate
that learning mathematics must consider 4 pillars (learning to
know, learning to do, learning to be, and learning to live
together in peace and harmony) [38]. Wares with research title
A Gift Box Filled with Mathematics. The results of the
research show that the relationship between feedback and
reinforcement will be strengthened if it is used frequently and
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will decrease or even disappear if it is rarely or never used[39].
Therefore, activities related to repetition are very necessary in
learning. Sudiarta et al. with the title Investigation on students'
mathematical online discussion: A case study in grade 8 SMPN
1 Denpasar. The research result showed that online discussions
are able to create very significant mathematical abilities
(conceptual understanding, procedural fluency, strategic
competence, adaptive reasoning, and productive disposition)
and communication skills (clarification, advice). So in this case
web-based learning is needed to support discussion activities.
Furthermore, Chen et al. with research title Extending
Cognitive Load Theory to Incorporate Working Memory
Resource Depletion: Evidence from the Spacing Effect. The
results of the research indicated that teachers must be able to
regulate learning activities, starting from planning, the
implementation process to the final stage, namely assessment
or evaluation, so that students can participate in the learning
process well without significant differences[40]. Based on the
results of the research and several supporting theories, it can be
concluded that in vocational mathematics learning there should
be a collaboration of mathematics learning materials with
vocational practice activities so that in addition to learning in
theory students also get hands-on practical experience in
learning mathematics.

IV. CONCLUSION

This research has succeeded in developing a prototype of a
mathematics web-based learning that carries the theme of table
set-up industry practice in the Food and Beverage Service
department. In the expert test activities, the average percentage
of material validators was 85% (very good) and the average
percentage of media validators was 95% (very good). In the
walkthrough activity, an average increase in student learning
outcomes was obtained, which in the pretest was 65 and in the
posttest increased to 80. The average student response
questionnaire results were also obtained by 89% (very good).
In the micro-evaluation activity, it was found that the average
increase in student learning outcomes. The average in the
pretest was 69.3 and in the posttest increased to 79.6. The
average student response questionnaire results of 97% (very
good) also obtained. In the Try-out activity, an average
increase in student learning outcomes was obtained, which in
the pretest was 67.8 and in the posttest increased to 80.8. The
average student response questionnaire results were also
obtained by 93.8% (very good). Thus it can be concluded that
the mathematics web-based learning developed in this study
has met the standards of validity, practicability and
effectiveness to be said to be proper for use. Future work that
can be done is to analyze the factors that are influenced by the
use of this mathematics web-based learning and perform a
comparative analysis with other equivalent learning
applications.
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Abstract—Recently, most software projects became naturally
Distributed Agile Development (DAD) projects. The main
benefits of DAD projects are cost-saving and being close to
markets due to their distributed nature, such as in large-scale
Scrum (LeSS). Developing LeSS projects leads to the emergence
of challenges in risk management, especially the team
collaboration challenges, where there is no standardized process
for teams to communicate collaboratively. Team collaboration
and the knowledge sharing is a vital resource for a large Scrum
team's success. Hence, finding a dynamic technique that
facilitates team collaboration in the LeSS environment is
necessary. This paper proposes a risk management framework
for LeSS wusing outer metadata requests. The proposed
framework manages the outer requests amongst the distributed
team. Therefore, it avoids missing team collaboration, risks, and
threats to project completion. It also contributes to exchanging
team skills and experience. The proposed framework is evaluated
by applying it to two different case studies for large-scale Scrum
projects. The evaluation results are given. The evaluation proved
the effectiveness of the proposed framework.

Keywords—Distributed agile development; knowledge sharing;
risk management; large scale scrum; metadata outer request
management

I.  INTRODUCTION

Agile is more robust than traditional software development
methods. The agile manifesto formulation emphasizes
customer involvement in the project, change request flexibility
at any stage of the project, and delivers quality software at a
cost-effective low and on time. Hence, there is a trend for
software companies to globalize their agile development. A
new type of agile software development has appeared in which
team members work from various remote sites, referred to as
distributed agile development (DAD) [1,2,3,4,5,6,7]. DAD
incorporates many benefits, such as low production cost, the
opportunity to involve the most developers around the world,
and faster time to market [8].

Agile methodologies include Extreme Programming (XP),
Scrum, Dynamic System Development (DSD), Lean
Development (LD), etc. Most agile methods promote
development iterations, working software, close collaboration
between customers and developers, and process adaptability.
The most widely used methodologies based on agile principles
are XP and Scrum, where the most recently used agile
methodology is Scrum [5, 7, 9, 10].

The Scrum framework comprises three components: roles,
ceremonies, and artifacts. First, there are three distinct roles in
the Scrum process (i) Scrum master: who organizes the Scrum
process, review sessions, and meet with the team members, (ii)
the product owner responsible for managing the project
requirements, and (iii) the development team responsible for
developing the validated requirements. The product owner and
the development team can be grouped into feature teams.
Secondly, the ceremonies have activities such as daily Scrum
every day and sprint planning. A sprint is started, reviewed
against the product owner's feedback, and possible changes are
analyzed and completed retrospectively to suggest process
improvements after sprint completion. Thirdly, there are three
artifacts: (i) product backlog, (ii) sprint backlog, and (iii) burn
down chart [7, 8, 11, 12, 13].

There is a shortage of highly skilled software development
human resources in some software project locations. The
migration of the skillful team from one physical location to
another is a costly and challenging task. In this case, the IT
projects are either challenged, impaired, or completed but
failed due to a lack of IT human resources with the desired
level of expertise [14,15]. Consequently, there is a need to
improve software development infrastructure and human
resources.

Organizations have to implement appropriate knowledge
management practices. Previous studies have been analyzed
proving that there are some problems of collaboration between
distributed team members that affect knowledge sharing.
Besides that, there are documentation obstacles like outdated
documents and knowledge vaporization that result from much
of the conversation and communication via chat [16].

In LeSS projects, Scrum team members can work from
various remote sites to gain the maximum benefits of Scrum
methodology. LeSS is a type of DAD. Many challenges are
encountered when using Scrum methodology on LeSS projects,
which are considered a primary source of emerging risks [7,
11]. These challenges related to daily Scrum meeting sessions
based on team communication and customer involvement. The
main difficulties result from: (i) geographical distances that
cause many challenges in communication, (i) Poor
coordination between multiple teams, (iii) Conflict in
requirements amongst the development team and numerous
product owners, and (iv) Cultural differences such as language,
religion, and social status between team members. These

99|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

difficulties reduce team cohesion and interdependence, besides
causing a lack of collaboration and experience in managing
distributed projects [2,3,4,7,17,19,20,21].

Such challenges lead to the appearance of some risks in
LeSS. The potential risks are grouped into categories, each
category contains several risk factors (RF). The most common
RFs that significantly influence LeSS are:

1) Communication: There is no standardized process for
the teams to communicate collaboratively [4].

2) Collaboration and coordination: due to the nature of
LeSS, there are some difficulties in team coordination rules,
plans, and feedback that cause misaligned software
development activities during collaboration and iterative
meetings among the teams [4].

3) Project management: One of its most essential tasks is
risk management. Risk management implements several
activities, such as (i) risk identification to identify and classify
risks, (ii) risk evaluation to assess risks into three levels, such
as (low, moderate, or high), and (iii) risk response to satisfy
suitable actions and strategies to mitigate the impact of the
risk, and (iv) risk monitoring to control and update the risk
plan are all activities of project management [1,4,5,22,23]. IT
project management activity includes all the structuring of the
different phases of projects, so project objectives can be
achieved optimally. As a result, there is a need to aggregate
management methodologies into a single model, such as the
approach to agile framework, Model-Driven Engineering
(MDE) [24].

4) Software development lifecycle (SDLC): SDLC is made
up of several phases that must be completed during the
software development process, such as planning, analysis,
design, implementation, and testing. Agile principles
emphasized the individual's involvement in all SDLC phases,
which is difficult in LeSS team development [23].

The goal of the proposed framework can represent many
issues that can be summarized as follows:

e Achieve a formal coordination strategy based on
centralization: Each Scrum master on the sender side
receives requests from his feature team and forwards
them to the Scrum masters on the receiver side. Scrum
masters on the receiver side communicate with their
teams to find replies to these requests. They deliver
these replies to the Scrum master on the sender side.

e Help the Scrum masters carry out their risk management
activities by:(i) risk identification through using the
meta-data outer request attributes, where any request
point includes a request from one side to the other side,
and each request statement can be classified into a
certain risk factor attribute. Therefore, the proposal can
accommodate any type of risk factor that is involved in
a specific request. (ii) risk evaluation. The feature team
on each side assesses the requests' points by assigning
each request point a reward value. (ii) risk response.
The main plan for risk mitigation is that each team
should receive accepted replies to each request's points.
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(iii) risk monitoring and control. This is achieved based
on central management, where the Scrum masters can
monitor the risks and their replies that are stored in the
meta-data outer request attributes for all LeSS teams.
Consequently, the Scrum masters successfully control
these risks, ensuring that any emergence of new risks is
covered.

e Sharing knowledge and Exchanging experience: The
coordination process's results are used in building the
knowledge repository, thereby contributing to
increasing the team’s learning process.

This paper is organized as follows: Section Il represents
related work and background. Section Il introduces the LeSS
development methodology. Section IV explains the metadata
management. Section V presents the proposed model (the
metadata outer request risk management framework).
Section VI presents the implementation plan for the proposed
model. Section VII introduces the discussion. Section VIII
introduces the conclusion. Finally, the implications,
limitations and future work are expressed.

Il. RELATED WORK AND BACKGROUND

There are several studies related to DAD risk management.
Some of these studies introduce many new agile risk strategies
to identify risks in DAD projects. Other studies determine new
risk management practices for DAD projects. Some researchers
have focused on finding solutions for knowledge sharing
problems in distributed team's environment and have suggested
frameworks in large-scale practices.

First, in [17],Suprika et al. have identified and classified
DAD risks into categories, each category is ranked
numerically. In [18], Mohammad Shameem et al. have
suggested three stages for defining DAD risks: (i) risk
definition and categorization, (ii) verifying the validity of the
risk's definition stage with expertise, and (iii) risk priorities
according to their importance. In [21], Shrivastava et al. have
proposed an approach to identify risks according to three goals:
saving time, quality, and cost for DAD projects.

Secondly, in [23], S. Bick et al. have applied a grounded
theory data analysis on various datasets to prove that a lack of
dependency awareness causes ineffective inter-team
coordination, leading to misaligned planning activities. In [25],
FS Rahayu et al. have proposed a Scrum framework based on
the perspective of Scrum's stakeholders; they have analyzed the
risk breakdown structure, the root of which represents the risk
category and its related subcategories. In [26],Breno Gontijo
Tavares et al. have presented a survey on risk management
practices in agile projects. In [27], Rizwan Qureshi et al. have
proposed a novel framework to improve communication and
coordination among the Scrum master and team in Scrum
methodology. Also, the proposed framework is validated
through a questionnaire. In [28], Hoda et al. have suggested a
framework for multi-level project management to achieve the
"self-organized team™ principle. The framework levels are
(task-individual-team-project) and represent the role involved
at each level. In [13], Tavares et al. have analyzed survey data,
suggested risk management practices, and explained how risk
management is carried out in Scrum software projects. In [29],
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Bruno Gontijo Tavares et al. have proposed the Rm4Am (risk
management for agile methods) tool to rank the list of 127 risk
management practices into 48 subcomponents and then into
five components (artifacts, features, events, roles, and
methods). According to large-scale agile frameworks, there are
difficulties encountered by companies. In [30], Kieran Conboy
et al. have presented the three frameworks with LeSS complex
adoption processes: (i)Safe, adoption of SAFe provides a
comprehensive view of projects while requiring no significant
restructuring of the company's processes. It is also a well-
documented framework, more complex compared to the other
frameworks. Work is delivered by individual teams that
collaborate and contribute to the larger whole, (ii) Scrum at
Scale, it is a straightforward and effective framework for
reducing and avoiding the introduction of new complexity. (iii)
Spotify, which addresses short-term challenges effectively and
responds quickly to changes. The success of the three
frameworks depends on the effectiveness of cooperation
between teams and the exchange of skills and experiences.
There is also a need for management centralization to facilitate
project management practices. Consequently, overcoming risks
appears due to the nature of LeSS team and to be able to
control all elements of management.

Thirdly, in [31], Sara Waheed et al. have focused attention
on finding a solution for only the knowledge vaporization
problem that is related to the documentation process. It has
proposed a framework for the documentation process to avoid
the knowledge vaporization. The framework is evaluated using
a real-life case study for distributed team members. The team
members are satisfied with the proposed framework. In [32],
Agile enterprise architecture (AEA) has been introduced for
reducing IT costs and skill variation. Using the AEA, artefacts
or models can enhance DAD team performance. It
accommodates agile principles, focuses on collaborative
incremental development and sharing of team skills and
business information.

There are some limitations to the previous studies. Each of
the previous studies focused on solving a specific problem
facing distributed teams. But to avoid distributed teams' risks,
there is a need to develop a comprehensive solution to avoid
risks and help the team develop as well. Especially this is due
to the multiplicity of sources and reasons for the emergence of
these DAD-related risks.

Some of the previous studies relied on gathering limited
data and risk management practices suggestions either from
analyzing previous data surveys or from risk management
practitioners. The collected data is mainly based on personal
human observations, which raised some doubts about the
validity of the data. Some of these studies suffered from the
absence of dynamic risk management. So, the control and data
updating have been carried out manually as a traditional risk
management technique. Contrary to these studies, this paper
proposes a comprehensive solution to the DAD-related
problems. This paper proposes a risk metadata outer request
risk management framework for LeSS projects.

The proposed framework is embedded in the LeSS
organization to manage four RFs in LeSS development: (i)
communication, (ii) collaboration and coordination, (iii) project
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management, and (iv) SDLC. The proposed framework also
contributes to knowledge sharing amongst the eSS distributed
team to increase the team experience. It is applied to a case
study of four user stories in a LeSS project sprint spread across
three locations. Besides, being applied to two projects for a
company, the proposed framework helps the Scrum master to
manage the outer requests amongst the LeSS distributed team.

I1l. LARGE SCALE SCRUM PROCESS

The Scrum process has a management framework that
manages complex software products and integrates many
processes. The Scrum management methodology is applied to
iterative and incremental life cycle models in software
development. As presented in Fig. 1, the Scrum life cycle is
divided into several stages. Each stage is called a "sprint"”, and
the sprint period is usually from two to four weeks. It depends
on five ceremonies; each ceremony has a short duration. If
anyone's ceremony is not performed, they may lose an
opportunity to complete a project.

2 Daily
Product hours Scrum
Backlog
Potentially
Sprint Releasable

(max 1 month) Product

Sprint
Backlog Increment
4 i
=323 |
’ Sprint Sprint
#5  Planning Review &
% Retrospective

Fig. 1. A Scrum Framework for Software Development [7].

Scrum, as a management framework, has the facility of
monitoring the developed product and identifying project risks.
Scrum teams are multifunctional teams in which every member
has a good understanding of all the development functions.
Also, Scrum teams are self-organized and can satisfy the best
way to carry out their work without being led by anyone [7,13].

The Scrum process is suitable for small or medium-sized
teams and projects. Nowadays, there is a trend toward using
Scrum in large-scale projects with multiple and distributed
teams, especially in multi-site projects. The main disadvantage
of the Scrum process is the daily meeting ceremony sessions in
LeSS that require a face-to-face meeting, which is challenging
to use in large-scale projects[33,34].

In project planning, the product owner on the customer side
prepares the product backlog, which is divided into chunks of
small, desired functions. For sprint planning, a set of user
stories are created from the ready items offered by the product
owner. Each user story describes who uses the user story, its
value to the customer, and its function [33,34].

The best management for the LeSS process has helped in
solving this LeSS limitation. The workflow of LeSS is
presented in Fig. 2, where the LeSS project development can
be described as follows:

101|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

1) Each feature team in a location is assigned to one or
several user stories from the planned sprint. They do the work
plan and establish the sprint backlog to satisfy user interface
(Ul), code, unit tests, user acceptance tests, and task
estimation time [33,34].

2) After the sprint development started, there was a daily
stand-up meeting between the Scrum master and the feature
team in each location. The Scrum master is responsible for
ensuring that the team delivers value, helping to build a self-
organizing team, and removing impediments [33,34].

3) After the sprint development is finished, a demo is
prepared by the Scrum master to review the developed
function with the development team. Then, sprint user stories
in locations are integrated and thoroughly tested under the
supervision of the product owner [33,34].

Finally, a retrospective meeting is conducted, and Scrum
masters in each location integrate the results of their
retrospective meeting [33,34].

Daily
Scrum

(15 min)

(Feature)
Team
+

L]
spint @ ’+°
Planning .’
i O°R)
{2<n) Sprint
Sprint Sprint Product Backlog Reliospective
Planning Backiog Refinement (1530)
Part 1 (5-10% of Speng) Sprint Joint
(2=n) Review Retro-
Ol 2-n) spective
Tor
A
)
Potentially
Product
Shippable
Sumor Product
@ Increment
Product
Backlog

Fig. 2. A Large-Scale Scrum Framework [7].

IV. METADATA MANAGEMENT

The metadata management helps the project manager to
perform all tasks related to project management by using data
attributes. These data attributes carry the coordination and
cooperation process of data through exchanging questions and
dialogues among the project locations. The data recorded for
these attributes facilitates the decision-making process.

In addition, these stored coordination's results are shared in
building the team knowledge. Every organization can identify
the data attributes of interest to them in the management or
team coordination process.
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Scrum master

Request B seee on another
metadata side
v
L)
Scrum |
master
on one Metadata
side o Management
5 L
Reply
— — metadata

Fig. 3. Metadata Management on Two LeSS Sides.

This study applies metadata management to LeSS as a type
of DAD project. Fig. 3 represents a metadata management
process among two LeSS sides. The LeSS team coordination
and the management process have been achieved through
exchanging request points among the distributed team.

There are two types of metadata attributes needed:

1) Request metadata attributes: The request metadata
attributes are request date, sprint number, point number,
request description, risk factor (RF), and point reward ratio
(PRR).

2) Reply metadata attributes: The reply metadata
attributes are point number, reply date, reply description, reply
status, reply content accepted, reply period status, and reply
point reward ratio. Each Scrum master of a location is
responsible for sending or receiving the exchanged request
points. He also delivers the metadata to their featured team.

The request and reply metadata attributes will be explained
in the next section.

V. METADATA OUTER REQUEST RISK MANAGEMENT
FRAMEWORK FOR LESS

The architecture of the proposed metadata outer request
risk management framework for LeSS is depicted in Fig. 4. It
was applied to work on different sites in three locations. Each
location has two roles, the feature team, and the Scrum master.
Location A is for the sender's side, and locations B and C are
for the receptor side. The framework consists of two main
models: (i) the collaboration and coordination model and (ii)
the knowledge sharing model.

A. Collaboration and Coordination Model

This model is responsible for collaborating and
coordination between the sender and receiver sides by
exchanging requests and replies for the shared tasks.
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Fig. 4. Metadata Outer Request Risk Management Framework for LeSS.

Fig. 5 represents the flow sequence for a meta-outer request
management from one location to the other locations, as, e.g.,
The process flow sequence for a request sent from side (A) to
the different sides (B, C) can be summarized as follows:

1) At time t, the Scrum master on the sender side
initializes the accumulative request reward at episode 0. The
feature team on the sender side delivers the Scrum master
metadata request that contains the obstacles that arises during
the development process. It also includes the required
coordination data with other locations.

2) The Scrum master on the sender side conducts a
meeting with the Scrum masters on the receptor side to discuss
the metadata request that the sender team has received from
the sender. Each receptor Scrum master sends the request to
their feature team during their meeting together. Each feature
team on the receptor side studies the metadata requests and
prepares replies wherever there is a reply to each request
point. Then, the feature team forwards the replies to the
receptor Scrum master at time t+1. After that, the receptor
Scrum master delivers the replies to the sender Scrum master.

3) The feature team at the sender side evaluates the
received replies using the assessment attributes for each reply
point shown in Table I. The request point reward is calculated
using a point reward (PR) function illustrated as follows:

PR = FRS * Point Reward Ratio (PRR). (1), and FRS = RS
* RCA * RPS. The feature team at the sender side issues a new
request state with the reset of un-replied request points.

4) Whenever request's replies are received, the sender
Scrum master computes the Accumulative Reply Function
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(ARF) as in (EQ.2) that illustrate as follow: ARF = Sum
previous (TPR) value + Sum current (TPR) value. (2), and
Total points reward (TPR) = sum (PR) (3).

5) The Scrum master at the sender side checks if the
request replies with optimal feedback rewards; if the optimal
reward is not reached, the Scrum master resends the new
request state to the receptor's Scrums and starts a new request
action.

-

Sender Scrum starts action
1. Sender Scrum master initializes the P
accumulative request reward at the
start state(s0) for the request.
Starts new action by receiving the
request state from his feature team.

- J

Sender Scrum master
use the new request
state and start new
request action.

Sender Scrum master performs action
1. Delivers current requests state to
y,. receptor Scrum masters.
2. Gets new replies states from receptor

side.
Delivers new replies states to sender

3.
feature team.
\ )

Measure reward, release a new
request state
For each reply point, the sender feature
| team does the following:
1. Computes reply points reward.
2. Releases new request state for un-

\ replied request points. /

/ Sender Scrum master updates and

Is (ARF)
value
optimal?

Optimal

checks the accumulative replies reward
Sender Scrum master does the

Sender Scrum master

following: ) ) - transfers the request
1. Reads measured replies pomts reward. points and their replies
2. Computes. and update rsephes . to the knowledge
accumulative reward using ARF function. .
repository.

QChecks the ARF value. /

Fig. 5. Flow Sequence for Meta Outer Request Management.

TABLE I. REPLY ATTRIBUTES FOR THE ASSESSMENT REPLIES

Factor name Factor description and related values

Indicate if there are a reply for the current request (value

Reply Status (RS) | =1) point
or not (value =0).
Reply If the reply content is acceptable for the sender (value
Content Accept =1)
(RCA) If the reply content is not acceptable (value =0).
Represents the reply to request points in time if the
Reply Period receptor responds to the request point in time less than
Status (RPS) or equal to 24 hours (value =1) else if greater than 24

hours (value =0).

Point Reward
Ratio (PRR)

The reward ratio for each request point is according to
the evaluation of the sender feature team.
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B. Knowledge Sharing Model

The main objective of this model is to share information
and exchange skills among the distributed team members. This
can be achieved by building knowledge from the requests and
replies to data exchanged amongst the LeSS teams. This
knowledge is considered as a result of the coordination
process. The scenario for building the knowledge repository is
illustrated above at step (v) of the flow sequence. If a request-
reply achieves the optimal reward, the Scrum master will send
the complete information for the request and their replies to the
knowledge sharing repository to be used by the LeSS team.

V1. IMPLEMENTATION

In this section, the proposed metadata outer request risk
management framework is implemented and applied to two
case studies. The first one is related to developing one sprint of
a sales project using the LeSS developing method for only one
request. The second one is related to developing several sales
and purchase projects sprints in a medical service company
using the LeSS developing method for many requests. The two
case studies consist of many projects distributed in various
locations. Many scenarios are applied to show the effectiveness
of the proposed model.

A. Case Study 1: Sales Project

This section applies the proposed framework to one sprint
of developing a sales project (project ID = P_salel). First, the
product owner and the Scrum masters fill the product backlog
and highlight the high priority requirements to be developed
first. The product owner discusses the highlighted user stories
of one sprint and assigns user stories to suitable locations.

Table 1l shows the user stories assigned to locations A, B,
and C in one sprint. User stories 1 and 4 are assigned to the
development team in location A, user story 3 to the
development team in location B, and user story 2 to the
development team in location C. The sequence for managing
the outer metadata request from one location to another can be
described as the following:

1) The feature team in location A delivers the Scrum
master metadata request state (sO) as shown in Table 11l with
obstacles that faced them while completing their work.
Initially, at time t, as shown in Table IV, the Scrum master at
the sender side creates a reward table and initializes the
replies' accumulative reward to zero. It also determines the
reward ratio for each request point according to their job
priority.

2) The Scrum master at location A executes an action al
at time t+1 to change the request state. During their meeting,
he delivers the request state to the receptor Scrum masters of
locations B and C. Then, the receptor Scrum masters of
locations B and C send the metadata replies, including the
overall state of their locations. Finally, the Scrum master in
location A passes these replies to his feature team. Tables V
and VI include the reply states (s1) and (s2) for locations A
and B.

3) The reward for reply state (s1) and (s2) for location A
and location B is measured by the feature team in location A,

Vol. 13, No. 3, 2022

as shown in Tables V and VI. The reward is computed using
Total Points Rewards (TPR) function, where TPR for sl =
Sum (PR for s1) = (0 *0.20) + (0 *0.30) + (0 * 0.15) + (0
*0.35) = 0, TPR for s2 = Sum (PR for s2) = (1 *0.20) + (0
*0.30) + (1 * 0.15) + (0 *0.35) = 0.35. The feature team sends
rewards for s1, s2, and sends the new request state(s3) (with
the reset un-replied request points as shown in Table VII) to
their Scrum master.

TABLE II. A SPRINT WITH FOUR USER STORIES WERE DISTRIBUTED

AMONGST THREE-TEAM LOCATIONS A, B, A, C

User story of Location A User story of Location B

User story 1

As a system admin

| want to add and control new users.

So that | can control users and the user
access to program components.
Acceptance criteria

1- I can enter a new user

2-configure these users

3-Assign them accessing some functions

User story 3

As A salesman

| want a review of the
available quantity and last
price for a product.

I can carry out operation
processes,

I can review my sales daily

So that | can do sales
operation in a suitable way
Acceptance criteria

1- Review available quantity
and last price for a product?
2- Enter sales data for a
customer contains?
3-Review our daily job is in
excel formats

User story 4

As an account manager

| want a sales report to be sent daily to my
mailbox. So that | can review the sale
progresses.

Acceptance criteria

1- the report is sent daily to my mailbox
2-report contains important sales details
3-report is in excel formats

User story of Location C

User story 2

As A storekeeper

| want to enter store item quantity and price; | want to withdraw an available
quantity from the store item.

So that | can do sales operation in a suitable way

Acceptance criteria

1- | can enter store items, review the data for entered items?

2- if withdraw a quantity larger than available quantity, system refuse

TABLE Ill.  STATE (S0) IS THE INITIAL STATE FOR THE REQUEST

Metadata request from (A) for req. #1 for project (P_salel)

g ) i:t-' itt_‘ § §' o
g€ | 5§ gg8 & x
o n o xQ
What are user data | Communication
20_20/91/01 1 1 required to enter With product 0.20
01:12:00 PM
New user? owner
2020/01/01 What are items -
01:12:00 PM 1 2 balance attributes? Coordination 0.30
What is Ul and
2020/01/01 . .
01:12:00 PM 1 3 |mp|ementat|0n to SDLC 0.15
print excel report?
2020/01/01 What are the sales .
or:1200PM | 1 |4 | attributes? Collaboration | 0.35
Total Request Rewards 1
TABLE IV.  INITIALIZE REQUEST REWARD
Request state Request reward
sO (Initial state for the request) 0
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TABLE V. THE REPLY STATE (S1) FROM (B) AFTER ACTION Al
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TABLE VII. NEW REQUEST STATE (S3) AFTER ACTION Al

Metadata reply from (B) after action al at t for request #1

Metadata request from feature team in location A for request #1 for the

- ject (P_salel
Poin | Reply Reply R |RP | RC |FR project (P_salel)
. PR . .
t# date description | S | S A S Request Sprint | Point | Request RF PRR
Rep: user date # # description
2020/01/01 | attributes are 0 F
What are item
1 07:1:00PM | name,job, | % |1 | 0O 0 | «p20 | | 2020/01/01
o 1 2 balance —— 0.30
phone no 01:12:00PM attributes? Coordination
2020/01/01
2 ooz | ReeNot [y g g 003 || o0 |1 4 e 0.35
Pan mine 0 P sales attributes? | Collaboration '
PM PM
0*0.1 Total Request Rewards 0.65
3 No reply 0 0 0 0 5
2020/001/01 | oy ynder 0 TABLE VIII. REWARD TABLE AFTER ACTION Al
4 03:12:00P . - 1 1 0 0
construction *0.35 -
M Request state Action(al)
Total points rewards (TPR) = sum (RP) 0 s0 (Initial state for the request) 0.35
sl 0
TABLE VI.  THE REPLY STATE (S2) FROM (C) AFTER ACTION Al 5 035
s .
Metadata reply from (C) after action al at t for req. #1
fom Reply Reply R [re |Rc [FR | e §) The scrum master performs action a2 at.tlme t+2 and
B date description | S |'S A S receives a new reply state (s4) and (s5) for locations A and B,
Rep: user respectively, as shown in Tables IX and X. He sends two reply
i his featur m.
. 2020/01/01 Zgl,?;fg ) ) ) ) 1 states to his feature tea
07:1:00PM - ' *0.20
job, phone TABLE IX.  THE REPLY STATE (S4) FROM (B) AFTER ACTION A2
no
2020/01/01 | FReP:- Metadata reply from B after action a2 at t+1for request #1
2 09:12:00 | Under 1 |1 |o o 0
o constructio *0.30 Point Reply
PM Reply date - RS | RPS | RCA | FRS | PR
n # description
202000101 | g ok, 01 ) 202000004 | o |1 |1 o . |0
3 05:12:00 wetrytodo |1 |1 1 1 5 05:12:00PM *030
it
PM Customer
2020/01/01 attribute-:
Rep: -Not name,
4 03:12:00P mine 1 1 0 0 0%0.3 phone,
M 5 4 2020/01/04 | %oiirecs 1|1 |1 1 |l
08:12:00PM Item ' *0.35
Total points rewards (TPR) = sum (RP) 0.35 attributes:
. . . code, qty,
4) Following action al, the Scrum master at location A unit price
updates the reward table (as shown in Table VIII) with the _
replies accumulative reward using the accumulative reward | Total points rewards (TPR) = sum (RP) 0.35
(ARF) mentioned in (Eq. 2), where the sum of previous TPR =
0, and the sum of current TPR =0.35. Then, ARF =0 + 0.35 = TABLE X.  THE REPLY STATE (S5) FROM (C) AFTER ACTION A2

0.35, so the accumulative reward for initial request state is
changed from 0 to 0.35.

5) The scrum master checks: if the replies' accumulative
reward is with optimal feedback (equal 1), so all request
points that are replied with acceptable content, the sender
Scrum master transfers the request and their replies to the
knowledge sharing repository. The Scrum master starts a new
action with the new request state if the optimal reply is not
reached. Now, the Scrum master checks the request ARF
value. He finds that it equals 0.35, which is not an optimal
reward, so he starts a new action with the new request state
(s3) shown in Table VII.

Metadata reply from C after action a2 at t+1for request #1

. Reply
Point | Reply L R RP RC FR
# date geSCFIptIO S S A S PR
2020/01/0 Reviewing
4 with 0
2 05:12:00 | product 11 o 0 | 030
PM owner
2020/01/0
4 . *|
4 08:12:00 Not mine 1 1 0 0 g 0.3
PM
Total points rewards (TPR) = sum (RP) 0
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7) The feature team in location A measures the reward for
reply state (s4) and (s5) for locations A and B, respectively, as
shown in Table IX and X. The reward for reply state (s4) and
(s5) for location A and location B is measured by the feature
team in location A, as shown in Tables IX and X. Total points
rewards (TPR) for s4 = Sum (PR for s4) = (0 *0.30) + (1
*0.35) = 0.35, TPR for s5 = Sum (PR for s5) = (0 *0.30) + (0
*0.35) =0. The feature team sends s4, s5 rewards and sends
requests to state s6 (as shown in Table XI) to their Scrum
master.

8) Following action a2, the Scrum master at location A
updates the reward table (as shown in Table XII) with the
replies accumulative reward using the accumulative reward
(ARF) mentioned in (Eq. 2), where the sum of previous TPR =
0.35, and the sum of current TPR =0.35. Then, ARF =0.35 +
0.35 = 0.70, so the accumulative reward for initial request
state is changed from 0.35 to 0.70.

9) The scrum master checks: if the replies’ accumulative
reward is with optimal feedback (equal 1). He finds that it
equals 0.70, which is not an optimal reward, so he starts a new
action with the new request state (s6) shown in Table XI.

10)The Scrum master performs an action a3 at time t+3
and receives a new reply state (s7) and (s8) for locations A
and B, respectively, as shown in Tables XIII and XIV. He
sends two reply states to his feature team.

11)The reward for reply state (s7) and (s8) for location A
and location B is measured by the feature team in location A,
as shown in Tables XIII and XIV. Total points rewards (TPR)
for s7 = Sum (PR for s7) = (0 * 0.30) = 0, TPR for s8 = Sum
(PR for s8) = (1 * 0.30) = 0.30. The feature team sends the
rewards for s7 and s8 and the new request state (s9) (with the
reset un-replied request points shown in Table XV) to its
scrum master. There are no un-replied request points, so the
sender feature team releases all request points and their replies
to their scrum master.

12)Following action a3, the scrum master at location A
updates the reward table with the replies accumulative reward,
where the sum of the previous TPR = 0.70, and the sum of
current TPR =0.30. Then ARF = 0.70 + 0.30 = 1, This means
that the accumulative reward for the initial request state has
been increased from 0.70 to 1(optimal reward). As shown in
Table XVI, states s1, s2, s4, s5, s7, and s8 are real states for
replies, whereas s0, s3, and s6 are transition states that serve
as the starting point for the next state.

13)Now, the Scrum master checks the requested ARF
value. He finds that the value equals 1, an optimal reward, so
the goal is reached. The sender Scrum master transfers the
request points and their replies that he accepted from his
feature team (as shown in Table XV) to the knowledge
repository state.

TABLE XI.  NEW REQUEST STATE (S6) AFTER ACTION A2
Metadata request from feature team in (A) for request #1 for the project
(P_salel)

Request Sprint | Point | Request
date # # description RF PRR
What are user Communication
2020/01/01 1 1 data required With roduct 0.30
01:12:00PM to enter new P '
owner
user?
Total Request Rewards 0.30

TABLE XIl. REWARD TABLE AFTER ACTION A2

Request state Action(al) Action(a2)
s0 (Initial request) 0.70 0

sl 0 0

s2 0.35 0

s3 0 0

s4 0 0.35

s5 0 0

TABLE XIll. THE REPLY STATE (S7) FROM (B) AFTER ACTION A3

Metadata reply from (B) after action a3 at t+2for request #1

Point | Reply Reply point

# date description | S | RPS | RCA | FRS 1 PR
2020/01/04

1 05:12:00 Not mine 1 |1 0 0 0*0.30
PM

Total points rewards (TPR) = sum (RP) 0

TABLE XIV. THE REPLY STATE (S8) FROM (C) AFTER ACTION A3

Metadata reply from C after action a3 at t+2for request #1

o | Beny | Senvpent | s | °% | ea | eas | en
2020/01/04 Ok, will 1
1 05:12:00 sent to your 1 1 1 1 *0.30
PM scrum master
Total points rewards (TPR) = sum (RP) 0.30
TABLE XV. REWARD TABLE AFTER ACTION A3
Request state al a2 a3
s0 1 0 0
sl 0 0 0
s2 0.35 0 0
s3 0 0 0
s4 0 0.35 0
s5 0 0 0
s6 0 0 0
s7 0 0 0
s8 0 0 0.30
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TABLE XVI. THE GOAL STATE AFTER ACTION A3
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TABLE XVII. OUTER REQUEST DATA FOR PROJECT (P_SALE, P_PUR)

Reque . Request Repl | Reply .
st Poi descriptio | PRR y descripti Locati
nt # on
date n date | on
- = Communi- | What are I Rep: user
oa - - S & | attributes
So cation with | user data S S | are name
sg |1 the required to S8 ob e
N o product enter new S3 J hone
NS owner user? NS nop
3 2 What are Pt = ?el:]’t\;\g"
S8 Coordinati | item a8
L2 |2 L2 | your C
IS on balance ISR
S o attributes? S | serum
N3 ' NS | master
s What is Ul
S< and S Z | Rep:-
=2 implementat | 2 8 | Ok, we
o o S )
S E 3 SbLc iontoprint | & | trytodo c
I excel IS4 @it
o report?
Customer
attribute-
:name,
53 3 F | pone
33 4 Collaborat ;’Zg’;t arethe | 5 S ici(:r:ess, B
S & ion . S & .
§ attributes? & < | attributes
<8 S|
code,
ay,
unit price

B. Case Study 2: Sales and Purchase Project

In this section, the proposed model is implemented in real-
time for developing a LeSS project of two sub-projects
distributed physically in two locations. The LeSS team
collaborated to develop two projects for a medical services
company. The first project is a purchase project with a project
ID = P_sale. This project belongs to a branch of the medical
services company specialized in purchasing medicines and
medical supplies. After the purchasing process, these items are
stored in the company's warehouses. The second project is a
sales project with ID= P_pur. It belongs to another branch of
the medical services company for selling and marketing
medical items.

Metadata attributes derived from team coordination after
their development activities can be summarized as follows:
(i) Request number; (ii) Request date; (iii) Project identifier;
(iv) No sprint; (v) Number of request points sent from one
location's development team to another location's development
team; (vi) Number of replies to points; (vii) Total reward
(Number of reply points/Number of request points); (viii) The
number of episodes per request; (ix) Reliability (total
reward/number of episodes); and (x) The number of risk
factors covered in replies. Fig. 5 and 6 depict the data
presented in Table XVII. The plot represents the relationship
between reliability and the requests for the purchase project
(P_pur) and the sales project (P_sale). The data plotted in Fig.
6 represents the reply points covered for each RF.

# Of req. and reply. points per project Covered RF in replies
;8
21 2|2 |g |BE|E | 8| ¢
<= 8] 8] &8 |8s/"%8 | 58|58,
s|E| g | 5| 8 |g8|&s|5 |9 E| 2
€& 2| 2|z |58388|E 2|85
S| 6| e |+ |58|lE | 3|82
* 1+ x % O o
-
Project ID = P_sale
10 | 2 7 6 086 | 3 029 |2 1 1 2
11 | 2 10 8 080 | 2 0.40 4 2 2
12 | 2 8 7 088 | 2 044 |1 2 3 1
13 |2 13 12 092 | 2 046 | 5 1 2 4
14 | 3 14 14 1 1 1 5 2 7
15| 3 13 13 1 1 1 2 2 9
16 | 3 17 17 1 1 1 2 4 4 7
17 | 3 13 13 1 1 1 1 7 3 2
Project ID = P_pur
19 |1 13 12 092 | 4 046 | 3 2 4 3
20 | 2 15 14 093 |3 033 | 2 9 2 1
21 | 3 8 7 087 |1 0.87 1 3 3
22 | 4 11 11 1 1 1 4 5 1
23 | 4 7 7 1 1 1 1 3 1 2
24 | 5 20 20 1 1 1 1 5 8 6
10 | 2 7 6 086 | 3 #RF | 20 48 42 50
?um ?um % 31
= = RE 13 30 26 %
169 161 % % %
1
2
'_E
S
T
[vd
== Project 1(P_sale)
Project 2(P_pur)
O O 4 N M < 1D © I~ 0 O O «+ N M <
O o0 QC QO QQQOCCOQCCQCCQCOC
¥ g @@ ¥ ¥ ¥ ¥ ¥ @
Projects

Fig. 6. Relation between Project Request and Reliability.

In Fig. 7, it is observed that the first two most frequent RFs
are "Collaboration and Coordination" and "SDLC". On the
other hand, the least frequent RFs are "Communication™ and
"Project management ".
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Fig. 7. Requests Points Numbers per each RF.

VII.DISCUSSION

The obtained results show that the total covered risks in the
accepted replies are 161 points out of 168. 31% are related to
risks in the SDLC, 30% are related to the risks resulting from
collaboration and coordination, and 26% are related to risks
resulting from project management. Finally, 13% is associated
with the risk of results due to miscommunication between the
teams. The proposed model achieves a success rate of 95% of
replies to requests initialized by the teams. The reliability
results indicate that two factors affect the reliability of any
request: (i) the number of reply points per request. The number
of reply points per request increases proportionally to the
number of request points. (ii) The number of episodes per
request. With a decreasing number of episodes per request, the
reliability is increased, and the learning process occurs faster.
The LeSS team experience will be rapidly improved.

VIIl. CONCLUSION

A large-scale Scrum is a type of agile development project
with a distributed team that faces several challenges. This study
provides comprehensive suggestions for formal coordination
strategies based on centralization. The suggested framework is
embedded in the LeSS organization. So, it is successful in
managing LeSS risk factors and highly centralized
coordination has been achieved. The successful coordination
results contribute to the sharing of information and knowledge
amongst the LeSS distributed team, so success in increasing
team experience is achieved, and the team becomes an agile
mindset team. The paper has illustrated the methodology
applied to overcome DAD risks in LeSS and how this
framework can build experience and skills for a distributed
team. Finally, the team is enabled to achieve openness and
success in working in distributed agile environments.

IX. IMPLICATIONS

This framework contributes to increasing LeSS team
cohesion and motivates the software professional team to work
together to achieve the project's progress and performance.
This framework is based on building a formal management
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strategy. Therefore, the management organization can control
LeSS software development practices. This can be achieved by
concentrating project management on Scrum masters on each
side of the dependent. Software professionals and managers
should encourage members to share their skills and experience
with their colleagues. The project manager should understand
that knowledge sharing within the team provides clarity to
members about the project and its deliverables. It is possible
for researchers to apply the suggested framework to more LeSS
projects and monitor the number of risk factors that are actually
avoided. In this framework, the researchers can suggest
different strategies to benefit from the knowledge data
accumulated as a result of the coordination process. They can
also observe any shortcomings in this proposal and try to
suggest improvements.

X. LIMITATIONS AND FUTURE WORK

The proposed framework is evaluated via two case studies.
It vyields positive results in terms of increasing team
collaboration and applying risk management through
centralized management. The current study has two limitations.
One of these limitations is clarifying the concept of central
management using Scrum masters. This is due to applying the
proposed framework to only two studies, especially the first
case, which contains one request proposed by a team on the
DAD project side. The second limitation arises because there
are no methods satisfied for how to store the data and how to
retrieve data from the knowledge repository. For further
research, it will be exciting to apply the proposed framework to
more real-life case studies for the LeSS team practices in
distributed organizations. It is also interested in spreading the
idea of centralization and studying suitable methods that can be
applied to store the knowledge data in a knowledge repository.
Searching for the required technique and learning how to
retrieve the requests and their replies from the knowledge
repository, it is an important issue that needs to be resolved.
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Abstract—Resource sharing by means of load balancing in
cloud computing environments helps for efficient utilization of
cloud resources and higher overall throughput. However,
implementation of poor load balancing algorithms may cause
some virtual machines starving for additional cloud resources.
Employing meagre crafted mechanism for priority-oriented load
balancing may leave low-level priority virtual machines starving.
We suggest an improved resource sharing mechanism for load
balancing in the cloud computing environments. The suggested
mechanism helps to provide efficient load balancing by avoiding
starvation. In order to cater efficient load balancing, the
proposed resource sharing technique takes respective virtual
machines’ priority levels into consideration. An implementation
of the suggested load balancing algorithm in cloud environment
provides reduction in waiting time of the starving virtual
machines which are looking for additional resources in cloud
platform. The implementation of our proposed algorithm has
been deployed on a prototype cloud computing infrastructure
testbed established with open source software OpenStack. The
prototype cloud testbed is supported in backend by the open
source CentOS Linux operating system’s minimal setup.
Experimental results of proposed load balancing mechanism in
the prototype cloud computing infrastructure setup designate
reduction in the waiting time of overloaded starving virtual
machines. The proposed mechanism is beneficial to accomplish
priority-oriented and starvation free resource sharing for load
balancing in cloud computing environments. In future, the
proposed technique can be further enhanced for implementing
load balancing in collaborated cloud computing environments.

Keywords—Cloud environment; resource sharing; load
balancing; starvation; priority oriented resource allocation

I.  INTRODUCTION

Cloud computing is one of the most important and
outstanding innovations in the 21 century. Amongst several
technological innovations done in the 21% century, the cloud
computing has seen the expeditious adoption into not only IT
sector but also IT enabled services sectors. Nowadays majority
of the computing solutions which are being used in various
societal service sectors directly or indirectly bank upon cloud
computing-based services in the backend. Various parameters
such as progressions in mobile communication infrastructure
technologies, computation technologies, data storage
technologies and telecommunication technologies have
increased the span of cloud computing environments in several
countries. Apart from that, the ongoing global COVID
pandemic have influenced a vital role in cloud computing
based digital transformation of numerous organizations in both
IT sector and IT-enabled services sectors around the world [1].

Moreover, in the last decade, establishment and utilization of
cloud computing based various service models for offering
virtual classrooms, distance learning and e-learning platforms
has grown exponentially across urban and rural areas in
developed and developing countries [2].

Moreover, advancements in virtualization, networking and
storage technologies have enabled resource sharing by means
of load balancing in cloud computing environments. Cloud
load balancing distributes workloads and computing
infrastructure across multiple servers in order to provide
advantages such as: increased scalability, redundancy, reduced
downtime, increased performance, increased flexibility and
higher  throughput [3]. However, effective resource
management plays a vital role in the overall success of
utilization of computing solutions which are based on cloud
computing enabled IT services. End-user satisfaction highly
depends on the quality of service and adequate fulfilment of
service level agreement. For attaining the objective of efficient
resource management, cloud service providers extensively
bank upon resource allocation solutions by means of load
balancing. The mechanism of load balancing in cloud
computing systems involves reorganization of workload
allocation amongst other nodes in a cloud computing platform.
Load balancing process encompasses continuous identification
of overburdened and lightly loaded machines in cloud and then
migrate the workload from overburdened machines to suitable
lightly loaded machine in cloud. It helps to attain optimum
utilization of cloud resources by safeguarding virtual machines
from becoming not only overloaded but also underloaded or
idle [4].

Several load balancing approaches have been proposed so
far in literature and many of them are being practiced
extensively nowadays in various public and private cloud
computing environments. A novel load balancing technique
has been presented in this paper. The technique presented in
this paper helps to avoid starvation and reduce waiting time for
overburdened machines in the cloud.

In cloud computing environments, machines work at
different priority levels for example, some of the priority
values could be: high priority, standard priority or low priority.
Priority-based resource allocation in cloud computing
environments is advantageous, however it may often cause
starvation for machines which work at low priority level. A
priority-oriented and starvation free resource sharing
mechanism suitable for cloud-based load balancing has been
suggested here. The proposed algorithm reports reduction in
the waiting time. Reduction in the waiting time of overloaded
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virtual machines for additional cloud resources helps not only
improve quality of service and performance but also better
return on investment.

The sequence of this research paper is set out as follows:
our observations on the related literature survey have been
discussed in the Section 2 whereas the proposed load balancing
mechanism has been presented in the Section 3. The Section 4
and the Section 5 represent the implementation details,
observations and outcomes respectively. Concluding remarks
and further research scope have been given in the Section 6.

Il. LITERATURE REVIEW

Load balancing is primarily concerned with how the
workload is distributed among machines in cloud computing
environments. Inadequate and poor management of cloud
resources at the cloud service provider layer may turn into poor
quality of service. Often, such a deterioration in quality of
service may further result into termination of service level
agreements also. Excerpts and our observations about the
relevant literature survey in the area of load balancing has been
presented here.

A mechanism for resource sharing [5] carries out migration
of tasks from overburdened virtual machines to the
underloaded virtual machines. The load balancing decisions are
taken dynamically. However, the technique evenly operates on
each virtual machine irrespective of the VM’s priority level.
While taking load balancing decisions, the technique does not
take individual VM’s priority level into consideration. Hence,
the mechanism may result into starvation causing reduction in
performance of the load balancing virtual machines.

A task scheduling algorithm suggested in [6] is based on
ant colony optimization. The simulation-based algorithm
focuses on reducing the average waiting time and works to
optimize the makespan of the system. Another task scheduling
technique available in [7] offers load balancing. The technique
implements modified particle swarm optimization task
scheduling called LBMPSO to schedule tasks in cloud
computing environment. The load balancing mutation particle
swarm optimization technique aims to minimize makespan and
maximize utilization of cloud resources.

A machine learning based task scheduling mechanism in
cloud computing environment is present in [8]. The load
balancing technique takes advantage of K-means algorithm in
order to create clusters of jobs and the resources available
based on their operating characteristics and processing
behavior.

A load balancing technique based on Dynamic Data
Replication Algorithms is available in [9]. The technique
works on three phase data replication algorithms. The initial
two phases work on finding appropriate node for the sake of
achieving load balancing. On other side, the third phase
focuses on achieving better access improved load balancing by
means of the dynamic duplication deployment scheme.

A novel load balancing technique available in [10]
incorporate big-ip into an experimental framework. The
technique incorporates secure socket layer, local traffic
manager and access policy manger. The approach promises to
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offer high availability, redundancy and load balancing and data
channel.

A load balancing technique based on Grey wolf
optimization technique is available in [11]. The algorithm
initially finds the unemployed or busy nodes. Then, the
algorithm calculates such node’s threshold and fitness function.
The results obtained through the simulation indicate reduced
cost and response time.

An integrated load balancing approach of Harries Hawks
optimization and Pigeon inspired optimization algorithm is
available in [12]. The cloudsim simulation-based load
balancing technique ensures the optimal resource utilizations
with task response time. A hybrid algorithm based on
combining particle swarm optimization and genetic algorithm
is available in [13]. The load balancing technique has a specific
objective function.

A Weighted Signature based Load Balancing (WSLB)
technique [14] aims on reducing users response time. The
technique gathers the load assignment factor for each host and
carries out mapping the virtual machines on the basis of the
gathered factor value. A methodical review about load
balancing techniques in software defined networks is available
in [15]. The review mainly classified such techniques into
deterministic and non-deterministic approaches. The paper
discusses role, challenges and metric analysis in the domain of
software defined networks. The study presented is based on
single level classification.

In a load balancing approach based on software defined
networking is available in [16]. The technique aims on
optimizing traffic and data flow and reducing the delay. The
resource sharing technique works on implementing FlowQoS
mechanism like flow classifier and rate shaper with help of
virtual queues.

An optimized resource management scheme known as
MEMA is available in [17]. It splits the actual mechanism into
two parts: load balancer for normal requests, and load balancer
for urgent requests. The mechanism emphasizes on improving
task allocation by means of providing quick services and
servers to urgent requests. The technique works on lowering
waiting time and maximizing fairness with help of a modified
round robin technique. The technique entertains all nodes
equally without discriminating their priority values.

A load balancing mechanism existing in [18] offers
resource sharing suitable for cloud computing platform. A

recommended load  balancer  software  component
EfficientLoadBalancer operates in coordination through
various  cooperating daemon threads: LoadBalancer,

ManageState, OverLoadedVM and underLoadedVVM. The load
balancer operates differently in line with the various states of
virtual machines. The technique maintains two values for
representing VM’s state: OVERLOAD_PASSIVE,
UNDERLOAD_PASSIVE. The load balancer functions on the
basis of shifting workload from the overburdened nodes to the
unburdened nodes in cloud. However, the load balancer does
not distinguish among the respective virtual machines’ priority
levels by operating all nodes equally for load balancing.
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An improved technique for resource sharing has been
suggested in [19]. The technique offers resource sharing in
cloud computing environment and it balances workload as per
the priority value of virtual machines. The load balancer
module PriorityBasedLoadBalancer operates in coordination
through various cooperating threads in background:
PBLoadBalancer thread, ManageState thread, PBOverloaded
VM thread and the thread PBUnderloadedVM thread. The
priority-based load balancer module functions on transferring
workload between virtual machines of the same priority level.
However, in long run the load balancer may cause starvation in
load balancing requests which involve low priority virtual
machines.

A load balancing framework available in [20] works on
attaining better performance on the parameters makespan and
cost. The suggested framework is based on hybridization of
heuristic technique with metaheuristic algorithm. The
framework focuses on deadline constraints and improved
resource provisioning in the Cybershake and Ligo workflows
execution domain.

A load balancing technique based on genetic pso algorithm
is available in [21]. The technique responsible for sharing
resources in cloud computing, works over heterogeneous cloud
infrastructure. The hybrid genetic pso based task distribution
algorithm mainly works on optimizing cost of resource
allocation and makespan. The technique works on improving
load balancing of the workflow application over the
heterogeneous resources in the cloud environment.

A honeybee algorithm-based load balancing technique is
present in [22]. The task allocation technique aims to
minimization of service makespan on the cloudsim and the
workflow. The dynamic resource allocation mechanism works
for both dependent and independent jobs. Moreover, the
technique addresses to the task priorities and not the VM
priorities.

An IMLDB mechanism for resource sharing [23] is based
on Improved Modified Distribution Load Balancing and it aims
to yield low cost for task migration. The mechanism eyes on
the two facets overloading and under loading by means of
maintaining profit of the capital gain during the process of task
migration in the cloud computing environment.

Intercloud load balancing techniques are present in [24,
25]. The techniques work on resource sharing in collaborated
cloud computing environments. The suggested techniques eye
on offering not only optimized resource utilization but also
continuous availability of cloud resources to stakeholders.
However, the mechanisms do not discriminate among the
respective virtual machines’ priority levels. They treat all
virtual machines at the same level.

A modified genetic based algorithm is available in [26].
The technique works on the optimization problem and strives
to determine the fittest machines which are associated with
various data centers for allocation of cloudlets into appropriate
virtual machines. The technique reports lesser execution time
consumption by the cloudlets.
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In a view of the literature study presented above so far in
this section, it is felt that some of the load balancing
mechanisms are restricted to specific computation platforms
only. Apart from it, few load balancing mechanisms focus on
relocating entire overburdened virtual machines to some
another host on the cloud infrastructure. Some of the load
balancing techniques are static in nature, such techniques are
inappropriate for the dynamic load balancing environments. On
the other side, some available simulation-based load balancing
mechanisms do require prior knowledge about various time
variables such as the service time and the arrival time of
workload. Often, there exist some closed source load balancing
solutions of which no source code is available openly. Hence,
it is difficult to extend such closed source solutions on open-
source cloud computing frameworks such as the OpenStack.
Whereas some of the existing open-source resource sharing
techniques fail in controlling starvation problems arising due to
their inability to tackle priority-oriented load balancing in
particular way.

Hence, virtual machines’ priority oriented and starvation
free mechanism for dynamic resource sharing in cloud
computing environments has been presented here. The load
balancing technique presented here aims to overcome the
starvation problem often faced by overloaded virtual machines.
Furthermore, the technique takes the priority level of virtual
machines before taking load balancing decisions. The
suggested mechanism has been presented in the following
Section 3.

I1l. MATERIALS AND METHOD

The resource sharing mechanism suggested in [18]
provides load balancing functionality in cloud computing
environment. However, the technique operates every virtual
machine equally without discriminating the virtual machines
according to their respective priority levels.

On the other side, the resource sharing technique available
in [19] offers priority-based load balancing in cloud computing
environment. The technique schedules resource sharing on
basis of the preassigned priority value of the virtual machines.
However, the technique may cause starvation for certain low
priority virtual machines. Situations may arise such that the
low priority and the standard priority virtual machines which
are overloaded might not get necessary attention due to higher
number of resource sharing demands made by the high priority
virtual machines.

Hence, the constraints of the work available in [18] and
[19] motivated us to extensively work the resource sharing
problem. An extended mechanism of priority-based dynamic
load balancing approach [19] for load balancing in cloud
computing environments has been presented here in order to
give adequate attention to such starving overloaded virtual
machines. The block diagram our proposed methodology has
been described in the Fig. 1. Working of various components
of our proposed load balancer PBImprovedLoadBalancer have
been presented here:
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dule Priority

ovedLoadBal

PBUnderloadedvM

Thread Thread
PBImprovedLoadBalancer

Thread
PBOverloadedVM

hd

Thread
operateStarvingVM

Thread
PBManageState

Fig. 1. Block Diagram of Proposed Load Balancing Technique Priority based Improved Load Balancer.

1) The mechanism maintains various state values for
representing current state of a particular virtual machine. The
AVAILABLE and UNAVAILABLE states indicate current
availability and unavailability respectively of a particular
virtual machine for load balancing. The UL_PASSIVE state is
used to signal that a particular virtual machine was previously
underloaded; but now it has already been considered for
assigning additional workload and hence no more workload
should be assigned to it. The OL_PASSIVE state is used to
signal that a particular virtual machine was previously
overloaded; but the virtual machine is currently under the
process of unloading. The extended mechanism presented here
offers one more state of virtual machines: OL_STARVING.
The newly introduced state helps the mechanism to mark the
overloaded virtual machines which are striving since
considerable amount of time for availing additional resources
by means of resource sharing in the cloud.

2) The three priority levels LOW, STANDARD and HIGH
have been employed for representing current priority of
machine. The mechanism permits resource sharing amongst the
virtual machines at the same priority level.

3) Based on the current workload of the concerned virtual
machines, the thread thread_PBlUnderloadedVM puts the
virtual machines with the underutilized resources in one of the
respective priority queues: gULhigh, qULstd or qULlow. The
daemon thread keeps fetching underutilized virtual machines

and drops them in the appropriate queue. For sharing the
resources, the load balancer picks virtual machine from
relevant priority queue of underloaded virtual machines. Empty
queue indicates unavailability of underloaded virtual machine.

4) Based on the current workload of virtual machines, the
thread PBIlOverloadedVM puts the overloaded virtual
machines in one of the appropriate priority queues: qOLhigh,
gOLstd or gOLlow. The daemon thread keeps fetching
overloaded virtual machines and drops them in the appropriate
queue. For obtaining the cloud resources, the load balancer
picks virtual machines from relevant priority queue of
overloaded virtual machines.

5) The resource sharing task is carried out by the thread
PBImprovedLoadBalancer. The operation takes place between
the overburdened virtual machine and the under burdened
virtual machines at the same priority levels. The thread runs
continuously. The thread may sleep for a while if there are no
additional requirements available in the relevant overload
gueue.

6) In priority-based cloud computing environment, the
suggested technique helps stay away from starvation. The
technique periodically evaluates waiting time of concerned
virtual machines in the LOW priority queue. The technique
treats the starving LOW priority virtual machines with help of
the continuously working thread operateStarvingVM.
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7) To avoid multiple consecutive resource allocations on
the same virtual machine, the load balancer module switches
the state of concerned virtual machines to UL_PASSIVE state.
Arrangement is such that the suggested resource sharing
mechanism does not consider UL_PASSIVE virtual machines
eligible for new load balancing requests. However, after
completion of certain buffer time, such virtual machines should
be automatically toggled back to the AVAILABALE state.
Only AVAILABLE state virtual machines are considered
eligible for making additional resource demands and sharing of
resources.

8) A daemon thread PBImanageState is assigned the task
of state management of virtual machine. It periodically keeps
checking if the VM is currently passive or not. If the VM is
found to be passive, then the thread toggles the VM state to
AVAILABLE.

9) Finally, the enhanced module for priority-based
resource allocation starts by initializing all time variables and
all priority queues. The variables TSu, TSo and TSt represent
sleeping time of various daemon threads PBlUnderloadedVM,
PBIOverloadedVM, operateStarvingVM respectively.

10)Then the load balancer module launches various
collaborating daemon threads PBIOverloadedVM, PBI
UnderloadedVM, operateStarvingVM and PBEnhancedLoad
Balancer. The thread PBIManageState is responsible for VM
state management. It also is launched during the starting phase
of our load balancer module PBImprovedLoadBalancer.

11)The module maintains an enumerated data structure
variable v_priority for maintaining the priority-level values of
all virtual machines. At a time, the v_priority variable can have
any one of the possible three VM priority values: LOW,
STANDARD and HIGH.

12)The module maintains an enumerated data structure
variable v_state for maintaining the current state values of all
virtual machines. At a time, the v_state variable can have any
one of the possible five state values: UNAVAILABLE,
AVAILABLE, UL_PASSIVE, OL_PASSIVE and OL_
STARVING.

Key segments of the recommended resource sharing
algorithm with necessary explanation have been presented
here:

Module PBImprovedLoadBalancer
{
/I Algorithm for starvation free and priority oriented improved
/1 sharing of cloud resources
enum v_priority {LOW, STANDARD, HIGH};
I possible VM priority values

enum v _state  {UNAVAILABLE, AVAILABLE,
UL_PASSIVE, OL_PASSIVE, OL_STARVING};

I/ Virtual machine state values: unavailable, available,

// underload passive, overload passive, overload starving

int TSt, TSo, TSu; //sleeping time for thread

Vol. 13, No. 3, 2022

struct VMachine
// Holds metadata of a VM
{
V_priority vm_priority;
v_state vm_state; // current state
// VM’s resources’ information
float vm_load;
unsigned int ncores;
unsigned long tot_mem, free_mem;
float bandwidth;
// Timestamp when VM’s state was set as passive
unsigned long passive_set_time;
unsigned long WTUnder, WTOver;
/I Threshold for waiting time in queues related to
/Il overloaded and underloaded virtual machines
char vmlIP[40];

/I getter and setter methods for accessing and
/I setting VMachine structure members.

}

/I Starvation time threshold
unsigned long OLVmStarvationThresholdTime;

I/l Queues for maintaining underloaded VMs
Queue <VM*> qUL ow, 9OLigh, QULs;

/I Queues for maintaining overburdened VMs
Queue <VM*> OLgq, QULpign, QOL o3

/I Keep detecting underloaded virtual machines and
[/l populate them in respective priority queue
Thread: thread_PBlUnderLoadedVM
{
VM* pVMy = null;
void fetch_PBIlUnderloaded_VM(){
/[Thread method
while(true) {
pVMy = null;
/IFind out underloaded VM
pVMy = determine_underloaded_VM();
if(QUL<pVMy -> vm_priority>.find
(PVMY) ||
pVMy.passive_set_time < WTUnder)
continue;
if('pVMuy) {
/I At present there is no such VM.
/1 So, sleep thread for TSu sleep time.
sleep(TSu); continue;
}
qUL<pVMy->
vm_priority>.append(pVMy);
/I Found underloaded VM.
/I So, append it to relevant queue.
Hiwnhile
H/End of Thread method

}
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Il Keep detecting overloaded virtual machines and
I/ populate them in respective priority queue.
Thread: thread_PBIOverLoadedVM

VM* pVMg = null;
void fetch_PBIOverloaded VM(){
/[Thread method
while(true) {
pPVMo = null;
// Find out overloaded VM
pVMg = determine_overloaded_VM();
if(QOL<pVMgo->vm_priority>.find(pVMo) ||
pVMo.passive_set_time<WTOver)
continue;
if('pVMo) {
/I At present there is no such VM
/I So, sleep thread for TSo sleep time
sleep(TSo); continue;
}
gOL<pVM->vm_priority>.append(pVMy);
// Found overloaded VM.
Il So, append it to relevant queue.
YHiwhile
}/End of thread method
H/Thread

/I Procedure for starvation free and priority oriented load
/I sharing
Thread: thread_PBImprovedLoadBalancer

VMachine* pVMo, pVMy;

void PBImprovedLoadBalance()

{
Thread sleep if there are no overloaded VMs
Thread sleep if there are no resource sharing offers
while(true) {
pVMy=qUL<high,std,low>.fetch()
if('pVMy)

/' VM for resource sharing is unavailable at present.

/I So, search again.
continue;
if(pVMy->timeSincePassive() <
MaxULTimeThreshold
| 'PVMy-> isUnderloaded()
[| PVMy->vm_state== UL_PASSIVE)
// Found VM but it is still passive or it has no
/I sharable resources
continue;
pVMp=gOL<pVMy.priority>.fetch()
if('pVMo)
// Resource requirements unavailable at present.
I So, search again.
continue;
if(pVVMo->timeSincePassive() <
MaxOLTimeThreshold
IPVMy->isOverloaded()
[PVMo->vm_state==OL_PASSIVE)

www.ijacsa.thesai.org
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/I' VM is still passive or it has no resource
/l requirements.
continue;

if()VMy->vm_state == AVAILABLE &&

pVMo->vm_state == AVAILABLE){
/I Both source and target VMs are available.
/I So, carry out resource sharing.
/I Make both VMs passive for further load
// balancing requests and to protect them from
/I instantaneous overburdening.
pVMy->vm_state=UL_PASSIVE;
pvmo->vm_state=OL_PASSIVE;

set passive_set_time for pVMg

set passive_set_time for pVMy

/I Remove both VMs from respective wait queues
qUL<pVMy.priority>.remove()
gOL<pVMg.priority>.remove()

/l Load balance

balance(pVMo,pVMy)

,

} // function PBImprovedLoadBalancer.

} /lwhile
} // thread thread_PBImprovedLoadBalancer.
/I Keep detecting the starving virtual machines which are
/I waiting for additional resource requirements in queue.
Thread: thread_operateStarvingVM

{

void operateStarvingVM()

while(true){

pVMo = qOL<low>.fetchLast()

if(pVVMo->timeSincePassive() >

OLVmStarvationThresholdTime) {

/IMM is starving, so operate it.
gOL<low>.shiftToFirst(pVMy)

sleep(TSt);

/ISleep thread for TSt Starvation sleep time.

}
I while
}/ function operateStarvingVM
}/ thread thread_operateStarvingVM

/I Keep managing VM state
Thread: thread_PBlImanageState

{

void vmStateManager() {

for all VMs: pVM
if(pVM-> vm_state = UL_PASSIVE &&

pVM->timeSincePassive()>=
pVM->WTUnder)
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(pVM->vm_state = OL_PASSIVE &&
pVM->timeSincePassive()>=

pVM->WTOver)

/I Time to remain in the passive state for a

/I particular VM is over. So, now make it

/I AVAILABLE for load balancing.

reset pVM’s passive set time

/l Make pVM as AVAILABLE for load balancing.
pVM->vm_state = AVAILABLE;

}/ function thread_PBIManageState
}lthread thread_PBlManageState

/I Launch module now.
void start()

{

Initialize times: TSu, Tso, TSt
Initialize time: OLVmStarvationThresholdTime

Initialize queue: gOL<low,std,high>
Initialize queue: qUL<low,std,high>

Spawn thread: thread PBIOverLoadedVM
Spawn thread: thread_PBIlUnderLoadedVM
Spawn thread: thread_PBImprovedLoadBalancer
Spawn thread: thread_operateStarvingVM

Spawn thread: thread_PBlmanageState

}/ function start
}/module PBImprovedLoadBalancer

The start() function in the suggested module
PriorityBasedImprovedLoadBalancer starts with initializing
various time intervals which are meant for making the thread
sleep for certain time intervals. The module also sets the
starvation time threshold in waiting queue for the overloaded
virtual machines. Finally, the start() function launches the
collaboratively working threads. The parallelly running threads
thread_PBIOverLoadedVM and thread_PBlUnderLoadedVM
keep finding those virtual machines which are in shortage of
resources and the virtual machines which have excessive
unutilized resources go wasted respectively. The priority based
improved load balancer thread thread PBlImprovedLoad
Balancer executes resource sharing. The collaboratively
working thread thread operateStarvingVM takes care of
starving virtual machines which are waiting in queue.

IV. IMPLEMENTATION

The prototype cloud environment testbed was established
on physical server and the entire setup was made run as
suggested in the [19]. The private cloud computing
environment was setup over a minimal setup of the open-
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source CentOS Linux operating system platform. In order to
facilitate the Infrastructure as a Service (laaS) by means of
offering cloud-based instances which are available on demand,
the open-source cloud computing environment was established
by installing OpenStack on top of the CentOS Linux platform.

V. RESULTS AND DISCUSSION

The mechanism begins with setting and initializing values
of various data structures such as sleeping time of various
threads, respective queues for maintaining information about
overloaded and underloaded virtual machines. After initializing
the data structures and queues, the algorithm spawns the
collaborating daemon threads: PBlmanageState, PBIOver
LoadedVM, PBImprovedLoadBalancer PBIUnderLoadedVM
and operateStarvingVM.

The daemon thread thread operateStarvingVM keeps
watching and operating the starving virtual machines. The
Table 1 shows comparison of results obtained using our
proposed method with the results of existing technique. For the
low priority overloaded virtual machines, the experimental
results have been presented in a Table I. The Table I represents
the waiting times of various starving virtual machines in
absence and presence of our suggested thread
thread_operateStarving VM respectively. The function of the
daemon thread thread_operateStarvingVM is to efficiently
manage the starving overloaded virtual machines with a motive
to reduce their waiting time.

The column A in the Table | represents the observed
waiting time value of the overloaded virtual machines in
absence of our suggested daemon thread thread operate
StarvingVM. The average of the waiting times mentioned in
the column A is 9.62 milliseconds for such overloaded virtual
machines [19].

The column B in the Table | represents the observed value
of waiting time of the overloaded virtual machines in presence
of our suggested daemon thread thread_operateStarvingVM.
However, in presence of our suggested collaborative daemon
thread thread_operateStarvingVM, the average value of the
observed waiting times mentioned in the column B is found to
be reduced to 7.1 milliseconds, which clearly designates
performance improvement by means of reduction in waiting
time of overloaded virtual machines in waiting queue.

TABLE I. TABLE SHOWING WAITING TIMES OF VIRTUAL MACHINES IN
THE WAITING QUEUE IN ABSENCE AND PRESENCE OF THE THREAD
THREAD_OPERATESTARVINGVM RESPECTIVELY

Virtual Waiting time (milli seconds)

Machine (IP | A. Inabsence of the B. In presence of the thread_
address) g;):eere;ggStarvingVM operateStarvingVM
192.168.10.2 8.9 ms 6.4 ms

192.168.10.3 10.2 ms 7.6 ms

192.168.10.4 10.4 ms 7.9 ms

192.168.10.5 9.4 ms 6.9 ms

192.168.10.7 9.2 ms 6.7 ms
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Fig. 2.

Moreover, a chart shown in a Fig. 2 also designates
significant reduction in the waiting time of all concerned
overloaded virtual machines for availing additional cloud
resources for load balancing.

Such a reduction in the average waiting times is extremely
beneficial to the low priority overloaded virtual machines in
the cloud. The dropout in waiting time of a concerned starving
overloaded virtual machine in a respective priority queue helps
it to attain the required additional resources from cloud in
lesser time. Hence, faster availability of additional cloud
resources will cause faster execution of tasks. Quicker
execution of tasks results into increased overall system
performance and optimized utilization of cloud resources.

VI. CONCLUSION

An enhanced mechanism for priority-oriented resource
sharing for cloud computing platform has been suggested in
this paper. The mechanism prevents resource requirements on
low priority virtual machines from starvation. Implementation
of proposed algorithm clearly designates reduction in waiting
time of concerned virtual machines. The technique is helpful in
attaining  efficient resource utilization and improved
performance. The obtained results undoubtedly reveal
reduction in the average waiting time of overloaded virtual
machines in the waiting queue. Hence the technique helps
overcome starvation. Thereby, the proposed technique helps
achieving improved resource sharing for low priority virtual
machines in cloud computing environment.

In future, this technique can be extended further on
collaborated cloud computing environments for attaining
improved resource utilization and getting better return on
investment. Moreover, the suggested technique can be explored
further for studying security aspects.
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Abstract—Binary choices, such as success or failure,
acceptance or rejection, high or low, heavy or light, and so on,
can always be used to express decision-making. Based on the
known predictor feature values, a classification model can be
used to predict an unknown categorical value. The logistic
regression model is a commonly used classification approach in a
variety of scientific domains. The goal of this research is to create
a logistic regression model with a heuristic approach for selecting
input characteristics and to compare the Newton Raphson and
gradient descent (GD) algorithms for estimating parameters.
Among predictor traits, there were four that met the criterion for
being both dependent on the target and independent of one
another. Also, optional features In Malang, Indonesia,
researchers used the Chi-square test to find four significant
characteristics that increase the incidence of pregnant women
developing preeclampsia: age (X1), parity (X2), history of
hypertension (X3) and salty food consumption (X6). In the above
work author proposed, the logistic regression model developed
using the gradient descent approach had a lower risk of error
than the logistic regression model generated using the Newton
Raphson algorithm. The model with the gradient descent
approach has a precision of 98.54 percent and an F1 score of
97.64 percent, while the model with the Newton Raphson
algorithm has a precision of 86.34 percent and an F1 score of
72.55 percent.

Keywords—Classification model; feature selection; gradient
descent; logistic regression; Newton Raphson

I.  INTRODUCTION

In modern statistical modeling, there is a simple point of
view in developing a statistical model, namely by observing
the presence of a target feature in the data set. A descriptive
model is developed if there is no target feature. On the other
hand, if there is a target feature, a predictive model is
developed. The clustering method is the most popular
descriptive model. Marji et al [1] discussed topics related to
fuzzy subtractive clustering, and Handoyo et al [2] discussed
the performance of the optimal clustering method with a hybrid
between subtractive fuzzy and c-mean fuzzy -clustering.
Another type of descriptive modeling is the method used as an
assessment tool to generate a ranking of objects based on their
features [3]. Predictive modelling is divided into 2 types based
on the measuring scale of the target feature. The regression
model is built when the target feature is continuous (interval or

ratio), while the classification model is built when the target
feature is discrete (nominal or ordinal). In statistics, regression
modeling is more emphasized to explore the causality
relationship between the target and predictor features [4-5], but
in the machine learning community, regression modeling is
oriented to capture all existing patterns in a data set in order to
obtain a model that is able to predict the unknown value of
target feature with high accuracy [6]. Some examples of
regression modeling for predictive purposes include Handoyo
et al [7] have developed a model to predict the regional
minimum wage, while Handoyo and Chen [8] have developed
a model to predict daily soybean prices in Indonesia.

The application of the classification method gets more
serious attention because a decision-making will be more
measurable and easy to execute in the form of discrete choices,
each continuous scale will also be simpler when it is
transformed into a discrete scale [9]. Several researchers have
compared the performance of classification models, including
Widodo and Handoyo [10] compared logistic regression and
Support Vector Machine, Nugroho et al [11] compared logistic
regression and Learning Vector Quantization, and Handoyo et
al [12] varied the threshold values to obtain the best performing
logistic regression and linear discriminant models. A model
involving only predictor features that have a significant
contribution to the variability of the target feature is an ideal
model for researchers [13-14]. Thus, feature selection is an
important stage in model development. In general, the feature
selection method is divided into 2 approaches, namely the
wrapped and the filter approach. Wrapped approach features
selection is computationally expensive because it involves the
model with all of the possible feature combinations [15].
Feature selection with the filter approach method is more
heuristic in nature, namely by evaluating both the dependency
between predictor and target features, as well as independency
among predictor features [16-17]. Chi-square test can be used
for the above evaluation purposes if both features are
categorical features [18].

Parameter estimation has an important role in producing the
best model. In statistics, estimate parameters can be obtained
by minimizing the sum of squared errors (SSE) known as the
least square (LS) method [19] or by maximizing the log-
likelihood function known as maximum likelihood estimation
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[20-21]. The LS method is generally used for estimating
parameters in linear systems, while the maximum likelihood
estimation (MLE) method is used for estimating parameters in
nonlinear systems. The complexity of the nonlinear model has
also prompted researchers to lead using optimization methods
such as Particle Swarm Optimization [22-23]. Newton
Raphson algorithm works based on maximizing the likelihood
function which is considered as an equation that is solved to
find the equation root as the estimated parameters [24-25]. On
the other hand, the gradient descent algorithm finds the
estimated parameters by reducing the score function gradient
and leads to be 0 which means the optimal solution has been
reached [26-27].

In the field of public health, there are many problems that
must be handled and controlled properly, one of which is the
case of preeclampsia because it is the main cause of maternal
death [28]. The immune system plays an important role in
promoting the occurrence and development of preeclampsia.
Wang et al [29] identified significant immune of the related
genes for predicting the occurrence of preeclampsia. Women
with preeclampsia are more likely to develop acute kidney
injury, placental abruption, and postpartum hemorrhage
syndrome before they give birth [30]. Reddy et al [31]
evaluated the related application of a broader definition of
hypertension and the most appropriate definition of end-organ
dysfunction because there is still controversy over the
definition that has been used so far.

Based on the description above, this study aims to obtain
predictor features that are independent and have a significant
effect on preeclampsia by using the Chi-square test, also to
compare the performance of fitting the logistic regression
model obtained using Newton Raphson algorithm and gradient
descent by popular criteria used as classification model
performance measure.

The paper consists of five sections. The remaining sections
include Section 2 which described the proposed method in
detail, namely the feature selection method with a filter
approach using the Chi-square test, the cost function in
predictive modeling, and both learning algorithms i.e. Newton
Rapson and gradient descent. The presentation of empirical
data, both of response and predictor features are given in
Section 3, while in Section 4, the logistic regression model and
its performance are discussed, both the model generated by the
Newton Raphson and algorithm gradient descent. Conclusions
and recommendations for further research are given in
Section 5.

Il. PROPOSED METHOD

A good model is simple and has high performance. One of
the characteristics of the simple model is that it involves a
small number of predictor features. Model parameters estimate
are carried out in the training process using an optimization
technique such as Maximum likelihood. When the log-
likelihood function is non-linear in its parameters, a numerical
iteration algorithm can be used to obtain an estimator of the
model parameters. In this section, we will discuss the test of
dependencies for feature selection, the score function in
maximum likelihood, the Newton Raphson and gradient
descent algorithm.

Vol. 13, No. 3, 2022

A. Chi Square Test for Feature Selection

In machine learning, the predictor and the response features
are expected to have a relationship (dependency) while
between two predictor features do not have a relationship [32].
The chi-square test is useful for evaluating the correlation
between two categorical features. The chi-square (2) statistical
test has the null hypothesis i.e. two categorical features are
independent versus the alternative hypothesis i.e. two
categorical features are dependent [33]. The null hypothesis is
rejected when the P(xZ; > x? statistic) is less than 0.05 (the
p-value is less than 0.05) and otherwise the null hypothesis not
able be rejected.

The main idea of the chi-square test is to compare the
observed values in the data with the theoretically expected
values and test whether the values are related to each other.
The contingency table associated with both categorical features
is created to support the calculation of the chi-square value.
The formula of chi square statistic is the following [34]:

(O' —F: .)2

2 —yr ye WTEL) 1

X i=1 21_1 Ei; (1)
Where x?2 is Chi square statistic, 0, is the observed value

and E; ; is the expected value of two nominal variables. The

Chi square statistic has a degree of freedom (df) of (r —

1)(c — 1). The E; ; value can be calculated by formula:

E ;= - @
Where ¥z_, 0;  is the sum of the i.,column, Y} _; Oy ; is

the sum of the k., column, and N is the total instance.

When the evaluation of dependency between predictor and
response feature, the expected decision is to reject the null
hypothesis and the associated predictor feature is kept as the
member of predictor variable. In other side, when the
evaluation of dependency between 2 predictor features, the
expected decision is to accept the null hypothesis that means
both categorical features are kept as the member of predictor
features.

B. Score Function in Maximum Likelihood Estimation

The goal of a predictive model is to make the correct
prediction of the target value for a previously unseen data item.
A score function is a function of the difference between the
real answer y® and the predicted value f (x®;@) [35].
Consider the n instances hawing the response feature y® and
predictor feature x® = [X1, X2 Xp] for i =1,2,3,...,n.
Assume y® = gTx® + ¢@ js a regression model structure
having as many as p unknown parameters. The £® is a random
noise (error) which is the un-modeled effect. By assuming
eD~NIID(0,0?), the probability density function of ¢® can
be stated such as the equation (3) following [36].

) _(£)?
P(e®) = ﬁ,exp( — ) ®)
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The posterior probability with the unknown parameter 6 is

o 1 —(yD_gTx(?

202

The equation (4) means that y@|x®;0~N(6Tx@, 52)
and it also is called the likelihood function. The following is
the likelihood function of n instances:

L(0) = P(YIX;0)

n
= ﬂp(y(i)|x(i);9)
i=1

1 ~(y® - ng(i))Z
= ex
11’=—1[ \V2no P 202

T S i Cul A0}
'g(e) - nln VZro + Zi:l 202 (5)

The log likelihood is
£(0) =log L(6) = In L(O)

LT <_(y(i) _ ngm)Z)

202

n : A 2
= z In ! + Inexp 00~ 0)
; V2ro 20°

~(yD-gTx®)?
202

©)

Maximum Likelihood Estimation method is how to choose
6 to maximize £(6) in the equation (5) by the first derivative
with respect to 6 and set its to 0 [37]. All term in equation (5)
involving the 8 parameter is only the second part numerator i.e.
the sum square of error which must be minimized to get the
£(6) maximum. In the other word, to obtain the optimum
parameter 8 through MLE is equivalence to minimize the
equation (6) also called as the score function of regression
model which is the negative of log likelihood £(9).

—_ 1 n
£(0) =nln = +>,

Minimize

J(0) = % i=1(y(i) _ ng(i))z (6)
Where J(6) is called as a loss or cost function of a

regression model.

A binary classification model has the response feature
of ye{0,1}. In the logistic regression case, the classifier model
structure is a sigmoid function which has a primary task to
separate both classes or as a boundary curve between 2 classes.
Suppose the sigmoid formula of an instance is stated in the
following:

he(x) = g(6"x) = U]

It is expected that hg(X)e[0,1] with P(y = 1]X;0) =
he(X) , and P(y =0|X;60) =1— he(X) . The posterior

1
1+e~0Tx
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probability of a binary classification follows a binomial
distribution as the following:

P(yIX;0) = hg(X)? (1 — he(X))"”

The n instances likelihood function is expressed as the
following:

L(0) = P(YIX;0)

n
= H P(y®|x®,0)
i=1

= [ Tro00? (1 = Rx)™"

The log likelihood function for binary classification is
£(0) =log L(6)

n [y(i) loghg(X®) + (1 - y®)log (1 - hg(X(i)))] (8)

The score function of a binary classification model is the
negative of £(8) which has the popular name called as cross
entropy loss function as the following [38].

J®) =~ 31 [y© loghg (X©) + (1~ y©) log (1 -
ho(X©))] (©)

Machine learning model is trained by minimizing loss
function to yield the estimate parameter 6.

C. Newton Raphson and Gradient Descent Algorithm

A way to obtain the estimate parameter 6 is by maximizing
the log likelihood function £(8) through the first derivative
with respect to 6 and to be set 0. Because the £'(8) has non
linear form, the analytic (close form) solution can not be
obtained. A numerical approach through the iterative method
can be used to handle the problem. Newton's method was
originally intended to find the roots of an equation by
determining the value of the function to be 0 (to find the root of
f(8) = 0) [39]. Consider that the gradient (slope) of a line
equation is defined as the following:

©) = height _ 1(6) (o x _ 1(6%)
f’(@ )_ base A ' T 1(60@)

and the other hand A= 6©@ — 9™ (ie. base which is
difference between 2 of x-coordinate values). For a stage t, a
new X-coordinate can be expressed as the following.

©
g+ .— gv _ F(6™) , for £(8) = £'(6) then it is obtained

fr(e(o))
gt+1) .— g(®) _ £'(0)
f"(@)
0+ == 9 + H71V,4(6) (10)
. . . 2%¢(0)
Where Hessian H is defined as H;; = —-——=and Vo £(6) =
i9Yj

£'(8). The equation (10) is the iterative formula of Newton
Raphson algorithm [40]. The stopping criteria can be used
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either a iteration number or a threshold value desired by user.
So the solution of the Newton Raphson is a value that
maximize the log likelihood function £(8).

In the machine learning approach, a gradient descent (GD)
is an algorithm that minimizes the cost function j(€) such as
stated in equation (9). The parameters that minimize J(8) are
obtained using a search algorithm that starts with a “initial
guess" value by repeatedly changing it to make j(6) smaller
until it is expected to converge to a value. Here is the formula
of the GD algorithm which starts with an initial value, and is
repeatedly updated [41].

6,=6,—«a a‘%} 1(6) (11)

The GD algorithm can be implemented when the partial
derivative on the right-hand side of equation (9) has been
known. Suppose there is 1 instance (X, y), so the summation
term in the definition of (@) on the equation (8) can be
negligible.

0

0 0) = £(0
6_9]-]()_6_9]-(_ )

d
T g(ng))a—%g(eTx)
1 1
=~ (v 50~ A=V Ty 9™

d
_ (aT T
g6 x))agje x

=—(y(1- g6™)) - (1 =g (6™0)x

=—(y = g(6™0)x;

So, it is found that the first derivative of the loss function
classification is

a
The gradient descent iterative formula is
a

By substituting the equation (12) into the equation (13), It
leads to the updating parameter final formula of the GD
algorithm as the following:

6; = 0+ a X1, (y© — ho (X ©))x" (14)

Where « is a learning rate determined together with a
stopping criteria value such as a threshold or iteration number
before the training model is started.

I11. DESCRIBING DATA

The data used in this study are the secondary data as many
as 205 instances obtained from the Center of Child
Development Studies at the Wira Husada Nusantara Midwifery
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Academy Malang in 2021. The data set consist of a response
feature, namely preeclampsia status, and 7 predictor features,
namely the factors affecting preeclampsia include age, parity,
history of hypertension, pregnancy interval, household
harmony, consumption of salty foods, consumption of fruits,
and vegetables. The description of features in the data set is
stated in Table I.

TABLE I. CLASS LABEL DISTRIBUTION IN THE DATASET
Label
Feature name Class label distribution

Preeclampsia (Y) [No, Yes] [140, 65]
[No risk,

Age (X1) Risk] [133,72]
. [No risk,

Parity (X2) Risk] [133, 72]

History of Hypertension (X3) [No, Yes] [135, 70]
[No risk,

Pregnancy Interval (X4) Risk] [153, 52]

Household Harmony (X5) [Yes, No] [145, 60]

Salty Food Consumption (X6) [No, Yes] [116, 89]

(F)r(L17|)ts and Vegetables Consumption [Yes, No] [141, 64]

All features in the data set are categorical consisting of 2
class labels, namely [No or No risk, Yes or Risk] except for X5
and X7 features which have class labels [Yes, No]. The class
label in the first order is worth 0, while the class label in the
second-order is worth 1. In the target feature y, the proportion
of class 0 is 68% and the proportion of class 1 is 32%. The
distribution of class labels on the predictor features is very
similar to the distribution of class labels on the target features,
except that the X6 feature has a distribution of class labels of
58% and 42% for class 0 and class 1. Imbalance class on the
target feature should receive serious attention in building a
classification model. Fortunately, in this data set, both the
target and predictor features have a distribution of class labels
that are classified as balanced.

IV. RESULT AND DISCUSSION

This section initially discusses feature selection by
evaluating the dependencies between target and predictor
features. The predictor features that have significant
dependencies are preserved as the final candidate features that
are evaluated for their independence. The final predictor
features are selected from the final candidate features that are
independent of each other. The classification model parameters
associated with the final predictor feature are estimated using
the Newton Rapson and Gradient descent algorithms. The
performance of the two models is evaluated using several
measures that are popularly used in classification.

A. Heuristic Feature Selection

Dependencies between two categorical features can be
evaluated using Chi-square statistic which is calculated based
on the contingency table formed from these two features. The
contingency table between the target feature (Preeclampsia)
and the Parity feature is presented in Table II.

The values in the cells of the contingency table are the
observed values between the two categories (combination of 2
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labels) derived from the two features. The observation values
are compared with the expected values calculated using
formula (2). Then the Chi-square statistic was calculated using
formula (1). Table Il presents the Chi-square statistic and
associated p-value of the dependency measure between target
and predictor feature.

All p-values in Table Il are less than 0.05 (level of
significance) which means that all predictor features have a
significant dependence on the target feature. The evaluation
between predictor features was based on the Chi-square
statistic and the corresponding p-values which are presented in
Table IV and Table V, respectively.

Vol. 13, No. 3, 2022

The independent features are obtained by using the grid
search method. The first time the X1 feature is used as a search
base i.e. to look for a p-value greater than 0.05 (significant
level) in the X1 row, and the results show that the p-values of
the X2, X3, and X6 features are greater than 0.05 that means
features X1 are independent to features X2, X3, and X6. Next,
feature X2 as the basis for searching and do checking whether
the p-value of X3 and X6 in row X2 is greater than 0.05, lastly,
feature X3 as the basis for searching and do checking whether
the p-value of X6 in row X3 is greater than 0.05. The p-values
in Table V which are greater than the significant level are
marked with different colours. Thus the predictor features that
have a significant dependence on the target feature and are also
significantly independent of each other are features X1, X2,
X3, and X6. These four features are finally used as predictor
features of the logistic regression model to be built.

B. Model with the Newton Raphson Algorithm

The Newton Raphson algorithm is widely implemented in
various statistical data analysis software, including R and SAS,
which are statistical computing software that is popular among
the statistician community. By setting the number of iterations
= 1000 and the threshold value = 0.0001, the parameter
estimators of the logistic regression model are presented in
Table VI.

Based on the parameter estimator values in the second
column of Table VI, the logistic regression model, namely the
posterior probability of an instance as a member of class 0 is
expressed in equation (15) as follows:

~13.1080+4.3990X 1 (1)+5.2480X (1) +

EXP( +7.9540X3(1)+4.6360X (1) >

—13.1080+4.3990X1(1)+5.2480X2(1)+> (15)
+7.9540X3(1)+4.6360X4(1)

T[(X) B 1+exp(

If the coefficient is positive, it means that it contributes to
support for class 0, on the other hand, a coefficient that is
negative means that it contributes to support for class 1. All of
coefficients except the intercept support for class 0 where the
feature X3 has the highest contribution to support for class 0.

The ability of the model to predict the instances used to
build the logistic regression model is determined based on the
confusion matrix, which is a matrix whose elements state the
number of instances that were predicted correctly or the
number of instances that were predicted incorrectly by the
logistic regression model in equation (15). The Table VII
presents the confusion matrix of model in equation (15).

TABLE II. THE CONTINGENCY TABLE BETWEEN PARITY (X1) AND
PREECLAMPSIA (Y)
. Preeclampsia
Parity
No Yes Total
No Risk 108 25 133
Risk 32 40 72
Total 140 65 205
TABLE Ill.  THE CHI SQUARE STATISTIC AND P VALUE OF DEPENDENCY
BETWEEN PREDICTOR AND RESPONSE
Predictor Chi square P value
X1 136.59 0
X2 29.15 0
X3 166.76 0
X4 10.76 0.00104
X5 57.47 0
X6 98.53 0
X7 16.95 4.00E-05
TABLE IV.  THE CHI SQUARE STATISTIC OF DEPENDENCY AMONG 2
PREDICTORS
Feature | X1 X2 X3 X4 X5 X6 X7
X1 2050 1.842 2168 10.73 37.06 2316  13.23
X2 1.842 205.0 1977 21.35 12.35 2.742 13.23
X3 2.168 1977 2050 12.01 79.30 2.386 17.47
X4 10.73 21.35 12.01 205.0 17.27 13.68 4.000
X5 37.06 1235 79.30 17.27 205.0 34.44 13.94
X6 2316 2742 2386 13.68 3444 2050 13.79
X7 1323 1323 17.47 4.000 13.94 1379  205.0
TABLE V.  THEP VALUE OF DEPENDENCY AMONG 2 PREDICTORS
Feature | X1 X2 X3 X4 X5 X6 X7
X1 0 0.117  0.092 0.001 0 0.082  0.000
X2 0117 0 0.107 0 0.000 0.061 0.000
X3 0.092 0107 O 0.001 0 0078 0
X4 0001 O 0.001 0 0 0.000 0.046
X5 0 0.000 0 0 0 0 0.000
X6 0.082 0.061 0.078 0.000 0 0 0.000
X7 0.000 0.000 0 0.0456 0.000 0.000 O

TABLE VI.  THE ESTIMATE MODEL PARAMETERS RESULTED BY THE
NEWTON RAPHSON AND GRADIENT DESCENT

Feature B; of Newton Raphson | B; of Gradient descent
Intercept -13.11 -10.02

X1 4.399 3.760

X2 5.248 3.688

X3 7.954 6.046

X6 4.636 3.575
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TABLE VII. THE CONFUSION MATRIX WITH NEWTON RAPHSON
ALGORITHM
Predicted Class
Actual Class
Class 0 Class 1
Class 0 140 0
Class 1 28 37

Based on Table VII, it can be seen that there is no instance
of the class 0 which is predicted to be wrong. However, there
are the 28 instances of the 65 instances of the class 1 which are
predicted to be wrong. This logistic regression classification
model with Newton Raphson algorithm turned out to produce a
model that was only able to detect the sensitivity of the model
in that the risk of misclassifying people with preeclampsia was
very high, which was above 40%. The model performance is
presented in Table VIII.

TABLE VIIl. PERFORMANCE OF MODEL WITH NEWTON RAPHSON AND
GRADIENT DESCENT ALGORITHM

Performance Newton Raphson Gradient descent
Accuracy 0.8634 0.9854

Precision 0.5692 0.9538

Recall 1 1

F1 Score 0.7255 0.9764
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Fig. 1. The Learning Curve of the Logistic Regression Model.

In this logistic regression model, all of the coefficients
except the intercept support for the class 0 where the X3
feature has the highest contribution to support for the class 0.
Although the coefficients generated by the GD algorithm have
a similar pattern to the coefficients generated by the Newton
Rapson algorithm, the two models have different
performances. The confusion matrix and performance
measures of the logistic regression model with the GD
algorithm are presented in Table VIII and Table IX.

The model's accuracy performance is 86.34% meaning that
the model is able to predict instances according to their actual
class of 86.34%. While the performance of the F1 score of
72.55% means that the model is able to correctly predict the
occurrence of preeclampsia cases by 72.35%.

C. Model with Gradient Descent Algorithm

As described in section 2, the gradient descent algorithm
works based on the minimization of the cost function. In this
research, the stochastic gradient descent method is applied by
setting the learning rate hyper-parameter value = 0.015, and the
number of iterations = 1000. After the training process is
complete, the results of the cost function graph in Fig. 1, and
the parameter estimator in the last column of Table VI.

Fig. 1 is the learning curve of the logistic regression model
shows the curve of cross-entropy loss in which starting from
the 200th iteration there is only a fairly small change and the
curve tends to slope after the 800th iteration. This curve also
illustrates that the selection of a learning rate of 0.015 is the
right value, namely in the initial iterations. , the curve does not
experience a very sharp decrease (occurs when the learning
rate value is too large) or the curve decreases very slowly
(occurs when the learning rate is too small).

Based on the estimated parameter values which are in the
last column of Table VI, the logistic regression model obtained
with GD algorithm is as follows.

—10.0160+3.7602X1(1)+3.6878X2(1)+)

+6.0457X3(1)+3.5749X (1)

—10.0160+3.7602X1(1)+3.6878X2(1)+) (16)
+6.0457X3(1)+3.5749X4(1)

) = exp(

1+exp(

TABLE IX.  THE CONFUSION MATRIX WITH THE GRADIENT DESCENT
ALGORITHM
Predicted Class
Actual Class
Class 0 Class 1
Class 0 140 0
Class 1 3 62

Table IX shows that only 3 instances of the 65 instances
from the class 1 are predicted to be wrong and also all of
instances from the class 0 are predicted to be correct. The
Gradient descent method produces a logistic regression
classification model that is able to detect the sensitivity of the
model, namely the risk of misclassification of patients with
preeclampsia case is very low, which is less than 5%.

The last column of Table VIII shows very clearly that the
logistic regression classification model with gradient descent
algorithm has superior performance than the one with Newton
Raphson algorithm. It has the model's accuracy performance is
98.54% and the performance of the F1 score of 97.64%.

V. CONCLUSION

Feature selection using Chi-square test on factors that
influence the incidence of pregnant women experiencing
preeclampsia in Malang, Indonesia, obtained 4 significant
features, namely consisting of age (X1), parity (X2), history of
hypertension (X3), and consumption of salty foods (X6). The
logistic regression model with the gradient descent algorithm
has a lower risk of error in predicting cases of preeclampsia
than the logistic regression model generated with the Newton
Raphson algorithm. The model with the gradient descent
algorithm has an accuracy performance of 98.54% and an F1
score of 97.64%, while the model with the Newton Raphson
algorithm has an accuracy performance of 86.34% and an F1
score of 72.55%.
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The dataset used in this study is too simple, which only
consists of 7 predictor features, all of which are of binary
categorical type. The comparison of the two algorithms will be
more interesting if a dataset with a large number of predictor
features is used and also involves both categorical and numeric
features. Furthermore, the feature selection method used, not
only involves the Chi-square test but also involves analysis of
variance (F test) and also the Spearman correlation test.
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Abstract—Health insurance plays an integral part of society's
economic well-being; the existence of fraud creates innumerable
challenges in providing affordable health care support for the
people. In order to reduce the losses incurred due to fraud, there
is a need for a powerful model to predict fraud on the data
accurately. The purpose of the paper is to implement a more
sophisticated technique for fraud detection using machine
learning: HEMCIust (Heterogeneous Ensemble Model with
Clustering). The first phase of the model aims in improving the
quality of claims data by providing effective preprocessing. The
second stage addresses the overlapping instances in provider
specialties by grouping them using k-prototype clustering. The
final stage includes building the model using a heterogeneous
stacking ensemble that performs classification on multiple levels,
with four base learners in level 0 and a meta learner in level 1.
The results were assessed using evaluation metrics and statistical
tests such as Friedman and Nememyi to compare the
performance of base classifiers against the proposed HEMClust.
The empirical results show that the HEMClust produced 94%
and 96% overall precision-recall rates on the dataset, which was
an increase of 45% to 50% in the fraud detection rate for each
class in the data.

Keywords—Fraud detection; health insurance; ensemble
learners; meta-level learning; clustering; classification algorithms

I.  INTRODUCTION

Health insurance has become a rapidly growing industry
that plays a vital role in ensuring country's economic well-
being. It provides us with much-needed cover during a
financial crisis; it has benefitted many by reducing their
healthcare expenditure burden, which otherwise jeopardizes
their financial stability. The services provided by insurance
industry can broadly be divided into two parts: life insurance
and non-life insurance. This study considers life insurance,
particularly health insurance. Many researchers have primarily
administered claims data to be used extensively for healthcare
data analytics[1]-[3]. The claims data include information
related to medical examinations, diagnosis, drug-related
information, doctor prescriptions along with medical diagnosis,
it also contains financial data such as reimbursement amount,
billing information etc. [4]. Claims are usually submitted from
the patient's end or provider's end. A claim is processed when a
policyholder submits a demand covering a particular treatment.
Claims submitted to the facility will be validated further, and
the request will be approved and reimbursed either to the
practitioner (doctor / hospital) or the patient directly.

According to the study conducted by Il (Insurance
Information Institute); the overall net income (in billions) of
the insurance industry over the last three years (2017-2019)
was approximately 36.1, 59.6 and 61.4 billion [5]. This shows
the growth of demand and dependence of people on the
insurance sector. The rising demand for health cards has also
increased the risk of fraudulent transactions. Health insurance
fraud can be defined as intentional deception in which an
insurance or medical provider provides false, misleading
information to an insurer to obtain improper benefits from the
policyholder's policy[6][7]. The studies state that around 10 per
cent of healthcare expenditure is wasted on fraudulent
transactions [8]. The fraudsters use several techniques to
perpetrate fraud, such as altering the bills, forgery of
documents or using powerful technologies for illegitimately
collecting money from the consumers and the health providers.
The main offenders of the health insurance sector can be
broadly categorized into two providers and consumers [7].
Among the offenders, the study will concentrate on detecting
providers fraud. The fraudulent activities involved by the
providers include the following types of fraud:

e Phantom billing — This is a way of fabricating claims, it
basically includes applying charges for treatment that
has never been performed.

e Upcoding — This includes charging higher billed
services when the patient might have received basic or
recommending unnecessary procedures or test which is
not required.

e Unbundling - This includes dividing a single procedure
into many and providing multiple bills for each.

o Kickback fraud — This is a kind of bribery given to the
provider for an improper service, for example, an
inflated bill will be presented for reimbursement and the
party of the difference amount will be paid to the
provider as a reward.

There are two different ways to combat fraud, one way is
detecting fraud (Fraud Detection) and the other one is to
prevent fraud (Fraud Prevention) [9]. Fraud prevention
involves stopping the fraud before it occurs by setting new
rules or protocols. In health insurance, fraud prevention could
be achieved in various ways, like denying policies for people
by checking the risk possibilities or excluding providers from
the authorized list of providers having malicious records. On
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the other hand, fraud detection is applied when all the rules for
preventing fraud fail, and a fraud transaction has already been
committed. When any fraudulent transaction is detected, the
aim will be to reverse it. To identify fraud for every incoming
data, a fraud detection system will check every transaction to
find any possibility of fraud. This will help the organization
monitor or identify the fraudulent transactions quickly despite
any change in the strategies adopted by the fraudsters.

As explained, claims data is a major source to retrieve
information related to healthcare utilization and expenses,
making it an appropriate database for our study in detecting
fraud on health insurance. Though claims data have proved to
be an attractive source of data for research, few challenges are
associated while analyzing it like [10]-[12]:

1) Billers or coders with a lack of knowledge in medical
terminologies tend to misinterpret the terminologies and end up
entering incorrect information. Also, the way a particular data
is fed into the system will vary from place to place.

2) Overlapping of codes, providers of different specialties
will be referring to single code. This later causes code
variability and sparsity in the data.

The above challenges demand that claims database needs
efficient data preprocessing and a proper technique for dealing
with misrepresented procedures or specialties.

There was a noted evolution seen in applications of
analytical approaches in claims data, from simple record-based
calculation to the use of machine learning (ML) techniques.
Traditional fraud investigation on the data was time-consuming
and also costly. Manually investigating fraud is not advisable
in this era as fraudsters keep changing their way of committing
fraud. Machine learning algorithms apply artificial intelligence
techniques to help the fraud detection system learn from
experience and improve its ability to see any fraud patterns
[13]. Using ML techniques for fraud detection helps in
executing entire data in a shorter period of time. All kinds of
fraud could be detected more accurately, also with a slight
variation applied in the analysis, the system could be used to
anticipate new patterns of fraud. Since the insurance sector
accumulates a large amount of data in the form of claims, the
use of big data analytics will help in revealing complex claim
patterns since more data leads to improving the predictive
power of the model [14][15][16].

The study proposes a novel heterogenous ensemble model
with clustering to overcome the above challenges. The
fundamental idea was to incorporate k-prototype clustering and
an efficient preprocessing procedure to detect fraud from health
insurance claims data. Finally, preprocessed and clustered
subsets are obtained for training the base classifiers. The major
contributions of the study are listed as below:

e To improve the data quality by applying effective
preprocessing techniques.

e To group similar providers based on their specialties to
reduce the overlapping procedures while detecting
providers fraud.
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e To provide a novel combination of heterogeneous
ensembles through stacking framework for detecting
fraud in health insurance using preprocessed and
clustered data.

Paper uses distributed computing for handling the volume
of data. Using the distributed environment, complex big data
analysis can be performed in a second of time without any
computational overheads. Traditionally, when the size of the
data increase only solution lies was to upgrading or scaling up
the machine, which is expensive as it doubles the cost. Instead,
modern approaches have started focusing on scaling out.
Scaling out increases the computational power by adding more
machines to the network. Spark is one such distributed
opensource framework where, big data applications could be
easily distributed by its data structure called RDD (Resilient
distributed dataset)[17], [18],[19]. Since spark is built on top of
the Hadoop framework, it can perform the computations faster
using in-memory primitives[19]. Distributed computing and
scalability using spark is achieved using the following
information in RDD:

e Data are partitioned into several sets; each partition
contains an atomic piece of the database.

e The location of each partition will be included for
providing faster access.

o Total number of dependencies are on the parent RDD.

The entire proceedings of the work are distributed as
follows; Section 2 performs a detailed background review of
the works and explains the gaps found in the research; Section
3 explains the proposed HEMClust model. Section 4 details the
dataset and experimental setup used for implementation.
Section 5 discusses the results obtained from the model finally,
Section 6 concludes the work.

Il. LITERATURE REVIEW

Many researchers used several complex learning algorithms
in fraud detection, such as deep learning and ensemble
learning, mainly because of their capability to learn complex
relationships between the patterns. X. Zhou et al [20]
developed a fraud detection model for online banking based on
convolutional neural networks. The network consisted of six
layers, including a feature sequencing layer, four convolutional
layers, and a pooling layer. The model was used to verify and
detect fraud on the online transactions that are performed in the
bank. The model produced a good precision and recall rate.

Other than conventional classification algorithms, bagging
and voting ensembles have been used as a state of the art
techniques for fraud detection in several articles[9], [21], [22].
Most of the articles focused on bagging ensembles, which
takes bootstrap samples, and training was concentrated on each
chosen sample [23]. M. Zareapoor and P. Shamsolmoali [24]
applied bagging classifier for detecting fraudulent transactions
using credit card. The author combined three different learners
such as Naive Bayes (NB), kNearest Neighbours (knn), and a
Bagging ensemble with a 10-cross validation for building a
model.
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David W.Fan et al. [25] had compared Stacked
Generalization with other combiners to analyze using multiple
algorithms for prediction. The results proved that stacked
generalization had given impressive results than other base
classifiers. Kerwin et al. [26] used stacking to deal with
imbalanced class distribution for detecting fraud from the
dataset. The author used different classification techniques and
sampling techniques as a base learner and meta learner to
improve the performance. Meta learner with Gradient Boosting
Ensemble classifier produced a more excellent f1 score. It was
observed that multiple algorithms have always been proved
efficient in fraud detection from all these works.

The studies discussed above reveals that there is no
comprehensive work related to health insurance fraud
detection, mainly because of the lack of data availability. As
far as our knowledge, CMS Medicare data [27] is the only
available open-source data. CMS database consists of details
regarding procedures and drug descriptions. There were few
studies based on CMS Medicare data conducted by Mathew
Herald et al. [28]-[31] using multiple data sets from CMS
Medicare. Herald et al. [28] constructed a fraud detection
model for big data by combining four datasets from CMS,
resulting in 37,147,213 records. They applied neural networks
and tree based ensembles such as random forest and gradient
descent trees. The results were validated using cross-validation
during learning, and the results showed that MLP learners
outperformed GBT and RF with a ROC Score of 0.816. They
further expanded their work by applying the deep learning
model on big data sets with 4,692,370 instances, which
improved the model's performance further.

The author also addressed the problem of imbalanced data
learning in fraud detection. Data level sampling and
algorithmic level techniques were applied on a given range of
class ratios. The results showed that deep learning with
oversampling and an ensemble of over and under sampling
outperformed the baseline algorithmic models with an AUC
score of 0.8505 and 0.8509, respectively. A similar dataset was
used by L. K. Branting and F. Reeder [32] to calculate the
fraud risk for 2012-2014. The author proposed a graph-based
model for calculating the risk that appears on the dataset after
combining the Part B and LEIE data. The whole aggregation
was based on the NPI's, since the exclusions database
contained missing entities, the author used the NPPES registry,
which maintains the list of providers under Medicare. V.
Chandola et al. [33] used Medicare claims data and LEIE
exclusions database to find the hidden anomalies inside. The
techniques used were social network analysis, spatial-temporal
analysis and text mining. Later, weighted MLP was used to
classify bad actors and produced an accuracy score from 71%
to 81.4%.

In their paper, Mathew Herland et al. [29] concentrated on
detecting upcoding fraud by finding providers who had
procedural code other than one. It was also found that grouping
the providers practicing on similar area had produced an
improved prediction result.

A. Research Gap

Considering the above review, it was observed that
Cart[34], RF [35], MLP [36] had been widely used in detecting

Vol. 13, No. 3, 2022

fraud in health insurance. It was observed that RF and Cart
were good in classifying normal transactions, and MLP
performed well in classifying fraudulent transactions. Studies
conducted by M.Paz Sesmero et al. [37] Saurabh Tewari[38]
proved that the hypothesis generated from varied classifiers on
a space using stacking or voting would boost the overall
predictions reduce the bias or variance than using
homogeneous classifiers. Though several works reveal the
dominance of ensemble learners over single learners for fraud
detection on various domains[21], [24], [26], in health
insurance, its implementation is minuscule. Overlapping of
procedures between the specialties was also a major issue
discussed in the literature, and the authors have grouped the
classes manually considering the similarities [30], [39]. Since
claims data contains hundreds of provider specialties with
thousands of procedural codes, the current manual grouping to
reduce the overlapping could not be considered as a feasible
solution.

I1l. HETEROGENOUS ENSEMBLE CLASSIFIER WITH
CLUSTERING (HEMCLUST) : PROPOSED TECHNIQUE

As emphasized, HEMClust incorporate stacking ensemble
with an extension to the existing work of M. Herland et al. [30]
by applying clustering to similar group providers based on their
specialties. Data quality was also a significant concern during
processing as the database contained lot of missing values. To
overcome that, Feature-Wise Imputation (FWI) is applied.
Using FWI, missing values are imputed using mean/mode/knn
on each attribute by looking the severity and type of data. The
proposed HEMClust works in three phases:

A. Phase 1: Data Pre-processing

As emphasized in Section 1, claims data contains many
ambiguities caused by automated data entries, data
redundancies, missing values and incorrect entries [12].
Enhancing data quality is inevitable as only perfect data could
lead to a better model. The choice of methods was entirely
dependent on the nature of our data. Following are the steps
carried out to improve the data quality:

e To ldentify and remove single-valued predictors as
those attributes will not give any information for
modelling.

e Cleaning incorrect data entry errors through fuzzy
matching. Fuzzy matching finds the text that is very
similar to the search given. It also lists the matches
along with the matching ratio.

e Feature-wise imputation of missing values.
¢ Data normalization using a min-max scaler.

B. Phase 2 : Clustering Provider Specialties

The second phase of the model aims in reducing the
overlapping instances and model variance. Here, clustering
techniques are used to group provider specialties instead of
manual grouping. Clustering finds groups in the data that are
similar to each other. It divides the data into similar groups,
such that the distance between two instances is identical if they
belong to one cluster and far if they are from different clusters.
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Before applying the clustering algorithm, the clustering
tendency was measured using Hopkins’s test.

The hypothesis generated from the test was used to find
whether the data inherently contains any clusters. The statistic's
null hypothesis(hO) will state that the data has no meaningful
clusters and is distributed uniformly. If the value of the results
(H) is greater than 0.5 hy will be rejected, and an alternate
hypothesis (data is not uniformly distributed and it contains
meaningful clusters) is accepted. Later, K-prototype (kproto)
clustering will be applied for creating the groupings since it can
efficiently handle large and heterogeneous data types[47], [48].
kproto clustering defines prototypes as centroids which is built
from mean values of numerical and mode of categorical
variables[49]. The whole procedure works similar to K-means
clustering. It iteratively relocates the data based on partitioning
to minimize the distance between a cluster and its prototype
(similar to the centroid in K-means). Here, the distance
between two points A and B is defined as[48].

fu(A,B) = X¥7_1(aj — B)H + vl X541 6(as by) 1)

Where r is the Euclidean distance applicable to numerical
data, followed by hamming distance for dealing with
categorical variable s. The variables yl and § are user-defined
values, which will be used avoid the influence of numerical
and categorical variables when applied to the model.

C. Phase 3 : Heterogenous Ensemble Framework based on
Stacking

Heterogenous ensembles possess the capability to generate
varied results in a single space using different base classifiers.
Individual classifiers used here will solve both binary class and
multi-class classification problems. Following criteria was
considered for the construction of base classifiers,

e Algorithms should be scalable for both large and small
data sets.

e Algorithms should be able to provide quick predictions
after training.

Multi-Layer Perceptron (MLP), Logistic Regression (LR),
Cart and Random Forest (RF) were considered as the base pool
of classifiers as it satisfies the above said criteria. Optimal set
of parameters for all the base model was found by applying
grid search optimization. Table | lists the parameters adopted
throughout the study. A detailed explanation of these
algorithms is out of the scope of this paper. Its explanation and
implementation could be referred from the following articles
[41], [23], [42], [43]. There are basically two types of
ensembles Stacking ensemble and Voting ensemble. Though
our model will be using stacking as the base classifier, it was
evident to give a brief on voting ensemble. The voting
ensemble combines predictions from different learners
intending to attain the highest possible prediction accuracy. It
uses majority voting or average voting techniques to combine
the predictions generated from the base classifiers. During
majority voting, the result of the final prediction of a sample
will be based on the total number of times a class label
predicted. The classifiers which get more than half of the vote
against the test labels will be considered for final predictions.
Whereas in average voting, every base classifier will be
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assigned a weight. During the validation phase, prediction
probabilities will be generated for each sample from all the
classes. Finally, a product of weights assigned and their
likelihood will be averaged. The class that scores the highest
average will be considered [38], [44], [45].

TABLE I. PARAMETER LIST FOR THE BASE CLASSIFIERS

Acronym | Parameters

LR Penalty: L2 (Ridge Regression), Solver: Ibfgs, maxIter=150,
regParam=0.3, elasticNetParam=0.2

Cart criterion of split = gini, splitter = best, max_dept = 30
min_samples_leaf = 1, maxBins = 5000

RF numTrees=100, maxBins = 5000

MLP Learning_rate=0.1, No of epochs = 50.Momentum = 0.6,
Batch_size = 256, No of hidden nodes = 5, Optimizer = adam

The stacked generalized model uses a meta learner on top
of the base learners using stacking. Meta learners optimize the
output or boost the predictions generated from the base
learners. Stacking operates on multiple levels (Level 0 and 1).
Level O learns with multiple classifiers, and these learners'
weights  (wy,W,,....w,) will be fed into a meta learner.
Predictions made by each learning algorithm in the first phase
become training data for the level 1 meta learner. The equation
for stacking(stack) predictions from set of classifiers (xi,
X2,,...,Xn) With a linear combination of weights (wy,W,,....w,) is
expressed in equation 1[37] [46].

fstac V) = Liza wifi (%) )

Algorithm 1: Procedure for building a stacking ensemble

Input: Preprocessed data T = {a;, b;}7-;
Output: Ensemble model H

1. Learn level-0 classifier models
2. ford=1toDdo
learn h; basedon T
end for
3. Create new set of predictions from set T
for j=1tondo
Tp ={ aj,b; }, where aj={h;(a;), h;(a)), ..., hp(a)}

end for
4. Learn meta classifier
learn H according to Ty,
5. return H

So, for understanding the behaviour of the transaction, the
level O classifiers will first classify the new data. Then the
prediction results will be passed to the meta learner for making
the final decision on a transaction to be fraud or non-fraud.

The basic structure of the stacking process used in this
study is shown in Fig. 1. The model is applied to train and test
data. k-cross validation(cv) is applied on the training data on
level O to avoid chances of overfitting. Using cv a set of data is
generated from each fold and creates a new portion of dataset
for each of the four learners. In level 1, that particular dataset
generated from the first level prediction is trained by the
Random Forest, the meta classifier, and the final prediction
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results will be generated. One more significant reason was that The conceptual architecture of the framework is explained
the time for prediction in RF is significantly faster than training in Fig. 2.
the model as trees generated during the training are for future

reference.
l Level 0 Prediction J lMeta learner (Second level Prediction)J
=) =2
Learn Learn Learn Predict Random Forest
Trai Learn Learn Predict Learn ‘% Prediction
rain g
data Learn Predict Learn Learn | =) '; g‘s E
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d . - - . 1
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Fig. 1. Structure of Stacking Ensemble used in the Study.
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Fig. 2. Conceptual Framework of HEMClust Model.
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IV. EXPERIMENTAL DESIGN

A. Experimental Data

The study uses Medicare Part B Providers data published
on the CMS Medicare website for years 2014-2017[27]. CMS
is a wing in the United States that manages national health care
services. CMS collects all claims related data such as
prescription, drug-related data, etc.- and analyses it to find and
reduce fraud that occurs within the healthcare system. Study
uses two datasets from Medicare healthcare for implementation
of the model; the first is provider claims data. Providers claim
data set which will be mentioned to as Part B, which provides
information on all procedures performed by a physician in a
particular year. Each physician has been given a unique
identifier named NPI. NPI is used to represent a specific
physician and procedure he performs for a particular disease.
The procedures he performs against the details of the actual
procedure could be found by matching the HCPCS code
(Health care Common Procedure Code System). This database
also provides necessary information about the total number of
services performed by the physician, billed, submitted, and
allowed charges for a particular service, place of service etc.
The nature of the procedure also varies based on the location of
the service.

The Second database used for the study is LEIE (List of
Excluded Individuals and Entities), generally referred to as the
LEIE database[40]. This database contains the list of providers
who have been exempted from their service due to some
reason. The exemption criteria are based on the crime they
have performed, which matches the sections from the Social
Security Act. The LEIE database is updated and maintained by
the OIG (Office of Inspector General). OIG categorized
exclusions into two types Mandatory exclusions and
Permissive exclusions. So, example, Section 1128(a)(2)
explains "Conviction based on doctor's behaviour towards the
patient". Say, abuse or Neglect and the period of conviction is
5 years. Section 1128(b)(4) will be convicted if the provider
has not renewed his license or if he is under suspension or
surrender. the period of exclusions varies based on the kind of
prohibitions. There are many kinds of coded reasons for
exclusions, for Section 1128(b)(7), Providers will be convicted
for kickback fraud etc. After combining Part B for 4 years
(2013-2017), the total number of instances was 2740138.
Overall dataset descriptions are available in Table II.

Labels for CMS Part B database were generated by joining
with LEIE on NPI as a primary key, and the matching records
were marked as fraud. While analyzing the LEIE database,
around 93.7 percentage of NPI values were found missing, i.e.,
labelled "0". Out of 93.7 percentage of missing values, seven
percentage had UPIN (Unique Physician Identifier Number).
While matching this database, only 465 fraud classes could be
found initially. This was quite disappointing that the proportion
of fraud occurred and working data was contrastingly low. So,
it became inevitable to find the NPI for the missing records.
NPPES NPI Registry was used further in the study to refill the
missing NPI's. Matching 72k records manually was a tedious
task. To speed up the task, an "NPI Matching Algorithm" was
developed and used further for matching the NPI's from the
registry. Where NPl was not present, UPIN was used to
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compare and match the records. After applying the algorithm,
9862 fraudulent records were matched.

B. Runtime Environment

The whole experiment was conducted in UBUNTU Linux
Environment. The experiment setup was run on 2.8 GHz Intel
Core i7-7700HQ, Quad-core CPU with 8 logical cores.
NVIDIA beForce GTX 1050 with 4 GB dedicated GPU was
also used along with 32GB RAM. Both Python and Spark was
used for implementing the whole model. The spark ecosystem
contains 5 significant components: Spark Core, Spark SQL,
Spark Streaming, Spark MLib, and GraphX. The Spark Core
component serves as a basis for distributed processing of big
data sets. Resilient Distributed Datasets (RDD) from spark core
was applied, which helped save the execution time while
loading and reusing the data because it provides distributed and
in-memory computations. The machine learning model was
implemented using Python Sklearn and Spark ML Library[50].

C. Post Processing or Validation of Results

For evaluating the efficiency of the framework on the fraud
detection environment performance metrics such as Precision,
Recall, f1 Score will be used. The metrics will check for each
provider specialties in detecting upcoding fraud using multi-
class classification and overall fraud detection using binary
classification.

The model will also be evaluated using stratified repeated k
fold cross-validation to ensure that it does not overfit the
testing data. Table 11l explains the formulae for calculating the
metrics used for evaluation.

TABLE II. DESCRIPTION OF DATASET USED FOR THE STUDY
Name of _ Feat
Data Description of data ures
Information regarding claims a provider performs
for a given procedure
- Oriented by Fields 1) National Provider Indicator
Providers
Data (PartB) | NPV . 29
2) Provider Speciality
3) Drug Description Code (HCPCs)
4) Place of Service
Information regarding providers that are
Exclusion exempted for committing fraud
Oriented by Fields 1) National Provider Indicator | 17
Data (LEIE) (NPI)
2) Reason of Exclusion.
TABLE Ill.  EVALUATION METRICS USED FOR THE STUDY
EM Equation Description
TP+ TN Expl_ains t_he ratio of co_rrectly
ACC | ACC=————— predicted instances against the
TP+FP+TN+FN total number of instances
TP Percentage of positive samples that
Pr Pr = are actually predicted correctly
TP +FP from the positive samples.
TP Percentage of positive samples that
Re Re = are actually predicted from total
TP+TN number of samples
Pr* Re Evaluate the balanced performance
fl fl =2 .
Pr + Re of classes in a model.

*EM,Evaluation Metrics
*ACC,Accuracy; Pr,Precision;Re,Recall;f1,F1 score
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V. RESULTS AND DISCUSSION

A. Results

The section explains the outcomes from the experiments
performed by using the proposed model. For a better
understanding, the results are bifurcated into three parts.

1) Performance evaluation of heterogenous ensemble
learners over individual classifiers.

2) Validation of results on HEM model after applying the
improvement strategies.

3) Validating the performance of proposed framework
(HEMClust) over the baseline ensemble model (HEM model)
using Friedman and Nemenyi tests.

The individual learners and HEM models were evaluated
by comparing each model based on their performance criteria.
The data was evaluated on the model in two different ways,
binary classification (LEIE labelled data set which contains
two classes, fraud and Non-fraud) and Multi-class
classification (considering each provider specialties as class
labels). Considering provider specialties as class labels were
necessary to detect upcoding fraud because it could be detected
by finding misclassified provider labels against their given
specialties. Forty percent fragment of the data was kept aside
for validation to see the generalization of the model on the
unseen data. The result of the performance of each classifier on
the data is shown in Table IV for fraud and Non-fraud class. It
was evident that the heterogeneous stacking ensemble
outperformed the individual classifiers and voting ensemble.
Fig. 3(a) and 3(b) explains the learners' performance on each
provider type. Displaying the results of all the specialities on
one single plot was not feasible. To improve the readability, the
entire plot was divided into two sections. The first section
explains the lower performing specialities classes with an f1-
score less than 35%, and the second describes the fl-score
greater than 35% on the baseline model.

As emphasized earlier two improvement strategies were
adopted in the study preprocessing and clustering. To begin
with preprocessing, cleaning was performed on the data by
identifying the variables which returns the variance zero,
especially like single valued attributes as it can no way be
influential for the predictor. As a result, attribute
"CountryCode" was removed from the dataset. Columns
HCPCS code and HCPCS description could be called duplicate
columns because HCPCS code itself describes the drug code
and its purpose. drug description feature was not found
important as it just details the description provided in the
feature HCPCS code. Cleaning the values inside the data was
also mandatory. While observing "Provider Credentials"
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column, it was found that a single value is interpreted several
ways. For example, credentials "MD", on some places it is said
as "M.D." and in some other places it is referred as "M D" and
S0 on. So, necessary actions was taken to clean those values
and make them similar. Data normalization is also considered
an important part of designing a model. Normalization is used
to bring down the features with varying scales to a similar scale
[0-1 or "1-"1]. Paper used min-max normalization which takes
values of a feature and transforms it into a predefined interval
between 0 and 1. It also tries to preserve the outlier relationship
with scaling the data. In the second phase preprocessing was to
deal with missing values, it was handled feature-wise by
considering the rates of missing values on each attribute.
Different approaches were applied to each attribute based on
the severity of missing values on it. Following the work of
Esra'a Alshdaifat [51], features were categorized based on
certain categories. If 1-5% of data is missing in a column, it
comes to the category of 'Manageable' or if 5-15% is missing,
it will be categorized as 'Sophisticated' and anything above
15% will be categorized as 'Severe'. When the data sample falls
under the category of manageable or sophisticated, missing
values were handled by imputing it with the mean for
numerical data. The values were replaced by any global
constant or mode for categorical data. Normally imputing the
missing values with mean or mode leads to bias by changing
the correlations of the data. Since the amount of data that fall
under this category is very small, it wouldn't affect much on
the performance. If the category is above 15%, Knn was
applied as a method of imputation. Using knn, missing values
are filled with similar occurring instances or by finding its
distance measure.

The feature selection was performed using the Extra tree
classifier, a decision tree ensemble. Extra tree classifier is more
reliable as it randomly selects the split. It is also
computationally faster than any other classifier. Following are
the discussion and conclusion on each feature's behaviour and
importance after analyzing the results.

e From 26 features, 16 features have a value of
importance greater than 0.

e Out of the 16 essential features, six numerical features
hold 44.0% of the feature importance and 7 categorical
features hold 49.0% of the feature importance and 3
features holds value less than 0.

It was found that the aggregated service, Billing
information of the procedures, Provider Indicator and City are
the most relevant features. Provider's Year of Service and Drug
Indicator are less important features. After feature selection,
the final number of attributes selected for further study was 15.
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Fig. 3.

Provider Specialities (f1 > 50).

FRAUD-NONFRAUD CLASSIFICATION RESULTS ON HEM MODEL AND INDIVIDUAL LEARNERS

TABLE IV.

Heterogenous Stacking

NF

0.96
0.82
0.88

1.00
1.00
1.00
0.99

Heterogenous Voting

NF

1.0

0.68
0.77

0.99
1.00
0.99
0.99

RF

0.92
0.64
0.75

NF

1.0
1.0
1.0

0.99

Cart
NF

0.73
0.72
0.72

1.0
1.0
1.0
0.99

LR
NF

0.50
0.55
0.53

0.99
0.89
0.94
0.88

MLP
NF

0.50
0.73
0.68

1.0

0.93
0.96
0.92

Class

Pr

Re

fl

Acc
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The most important step to be followed prior to clustering
process is finding optimal number of clusters (i.e., the value of
k). Determining appropriate value for k is important as
different values lead to different conclusions and
characteristics in the clusters. Also, it is important to find that
the resultant value of k has the tendency to produce good
clusters. Here, Hopkins’s test is applied to measure cluster
tendency and optimal k value. Basically, Hopkins value greater
than 0.5 consisting of larger value of k shows the probability of
grouping data into larger clusters[52]. The results revealed a
higher degree of 0.99 value of clustering tendency in the data.
Since, value obtained is (~0.99) which is greater than 0.50, null
hypothesis is rejected and alternate hypothesis is concluded
that the dataset is significantly clusterable. While determining
the optimum value of k, there was a considerable decline in the
value of statistic with the increase of parameters. The optimal
value of k clusters against Hopkins’s statistic is shown in
Fig. 4. With 12 clusters good cluster tendency of 0.65 was
achieved. So, with k value as 12 kproto clustering was applied
on the PCA subspace. Partitioning clustering methods have
proved to produce better results when applied with pca[53],
[54]. Four principal components that explained a total variation
of 98% was selected further for clustering. Overall mean
accuracy of cluster wise provider specialties are cross-

Vol. 13, No. 3, 2022

validated, its characteristics and how each provider specialties
are distributed in each cluster are shown in Fig. 5.

From the results on the boxplot of each cluster for provider
specialties ranging from 0-76, Cluster 3 and 6 hold a maximum
number of specialties. It was observed that cluster 3 contained
specialties related to surgical procedures like, Vascular
Surgery, Anesthesiology, Internal medicine and so on. Those
procedures are formed in one group because of the common
procedural code shared by these specialties for a particular
treatment. The contents of clusters 1, 2 and 3 contained a
smaller number of providers, and that group was dedicated to
specialties with similar behaviour for example, cluster 4 had
only 5 members such as Cardiology, Cardiac Surgery,
Diagnostic Radiology, Anesthesiology and Internal Medicine.
It can be said that these groups are related to cardiac surgery. It
was also found that certain groups of providers like
Anesthesiology, Ambulance providers, Internal medicine,
Nurse Practitioner are included in more than 1 cluster. The
reason might be that these providers are commonly included in
many procedures. Further, the HEM model was applied on the
clustered data, by considering each cluster as classes. Fig. 6
plots the confusion matrix using a color-encoded heatmap
obtained from multi-class classification here, each class
represents a cluster with grouping specialties.

Optimal number of cluster with Elbow Method

0.8

Hopkins Statistic

0.6

25 5

15 10 125

Number of Clusters k

Fig. 4. Results of Hopkins Test Statistic for Measuring Clustering Tendency using k nearest Neighbour Distances.
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Fig. 5. Characteristics of each Cluster based on Provider Type.
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Cluster 12

0.012

Cluster 11

1.000

Cluster 10 0.001

Cluster 9 0.027

Cluster &

Cluster 7 0.007

Cluster &

TRUE CLASS

Cluster 5 0.167

Cluster 4 0.003

Cluster 3 1.000

Cluster 2 0.013

0.010 0.003 0.002

Cluster 1 0.013

0.040 0.040

Cluséer 1 CIusEer 2 Cluséer 3 CIusEer 4 Cluséer 5 Clus;:er & Cluséer 7 Cluséer B Cluséer £l Clustler 10 Clustnlar 11 Clustler 12

PREDICTED CLASS

Fig. 6. Heatmap for Confusion Matrix Depicting the Multi Class Classification Results for each Cluster. Each Rows represents the True Class and Columns
represents the Prediction done by the Classifier.

It was noticed that clusters 3 and 11 are detected with a
higher TPR of 100% and cluster 8 is the least detected class
compared to others with a TPR of 77.3%. There are also a few
places where misclassified clusters were found from their
original classes, although their percentage was tiny. A detailed
description of results is plotted in Fig. 7. Heatmap is used to
plot the overall key metrics such as precision-recall and f1-
score for each class. The model produced an overall accuracy
of 98%. Considering the weighted average precision, It could
be noticed that almost 98% of data has been correctly classified
only 2% was misclassified to wrong classes. All the above
results prove that grouping strategies significantly increased
the fraud detection ratio to at least 45-50%.

Further, for a more precise evaluation of the impact on the
HEM model and the proposed improvement strategies, a
comparison is made using two statistical tests Friedman and
Nememyi. Initial steps were to find whether there existed any
significant difference between the mean models. A Friedman
test is applied on all base classifiers, heterogeneous ensembles
and HEMClust to determine whether or not these groups are
statistically significant. The test statistic(X?) and corresponding

p_value(p) from Friedman test was 11.04 & 0.026 respectively.
Since obtained p_value is lesser than the default 0.05 here, null
hypothesis can be rejected and the post-hoc Nemenyi test could
be performed for finding an exact model that is different in
performance from others. Results from Fig. 8, shows that LR,
MLP, Cart, RF and Voting classifiers belong to one group.
Also, LR performed significantly worse than other models, and
Cart and RF seem to have similar performances. Though it is
difficult to conclude a comparison concerning the Stacking
ensemble because it belongs to two groups. Although it can be
affirmed that HEMClust is significantly different from other
groups, since HEMClust is built using a stacking ensemble, a
few similarities in their performances could be seen.

B. Discussion

Basic aim for building HEMClust model is to identify
provider fraud. So, the idea here was to detect misclassified
provider specialties based on their respective procedural codes.
Suppose a provider is classified into different group of class
which it does not belongs to, that particular transaction could
be alerted or further rechecked for fraud.

Cluster 1 0.96 0.92 0.94

Cluster 2 0.87 097 0.87
Cluster 3
Cluster 4

Cluster 5 0.83 0.63 0.83

Cluster 6 0.94 0.98 0.96

o Cluster 7 087 097 0.87

Ei Cluster 8 094 0.85

[ Cluster 9 0.98 0.97 0.87

Cluster 10 0.87 094 0.96
Cluster 11

Cluster 12 098

accuracy

macro avg 0.896 0.94 0.95
weighted avg

precision recall fl-score
Metrics

Fig. 7. Heatmap on Overall Performance Measures of HEMClustmodel on each Class.
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D

LR L— HEMclust
MLP Stacking
Cart Vioting

RF

Fig. 8. Comparison of base Classifier against HEMClust with Nemenyi Test.

Attaining high accuracy was evident here as the risk of
misclassification was very high. To build a better model all the
areas related to claims data was studied in detail. Since the
claims data is collected from various sources of healthcare
sector it was evident to perform an appropriate preprocessing
to improve the quality of data. Basically, detecting fraud is
considered as a complex task as the boundary of separation
between fraudulent and non-fraudulent classes is very noisy.
Proposed model uses more sophisticated techniques for
handling missing data to make it more convenient. feature
engineering techniques were also used, which helped us select
the essential feature that contributes in effective prediction. A
varied performance result was observed from the initial
experiment on each class when classified initially. It was found
that the reason because of this was mainly due to the
overlapping of procedures, which lead to the decrease in
accuracy [30]. To improve the predictive accuracy, similar
providers specialties were grouped using clustering. The results
from clustering shows that providers performing similar kind
of procedures were grouped in a single cluster. Further each
cluster was considered as class labels and classified.

Following are the observations made from while

implementing the classification model.

1) All the four learners, when individually applied, had an
unstable performance. Though Cart and RF has good accuracy
but there was high misclassification of classes.

2) Feature engineering and data cleaning had helped in
improving the performance of the model also, the use of Spark
Resilient distributed file system helped us in executing big data
without time and memory overheads.

3) For selecting the meta learner, both RF and MLP was
applied on base classifier separately. MLP as a Meta learner
gave 83.9% precision score and 85.9% recall rate which states
that the model could correctly classified only 83.9% of
fraudulent samples. Random forest as a Meta learner gave 96%
precision score and 94% recall rate and 98% of average fl1
score, where the model could classify around 96% of
fraudulent sample.

4) Statistical test like Friedman test and Nemenyi test was
applied to know the differences in the performance of
classifiers. Friend man test demonstrated a significant
difference between the classifiers with the proposed method
with a p_value of 0.02.

V1. CONCLUSION AND FUTURE WORK

The paper proposes a Heterogenous ensemble model with
clustering (HEMClust) to detect fraud from claims data
effectively. The model operates in three phases; first phase
intends to apply preprocessing techniques to improve the data
quality. The second phase aims to reduce the overlapping
instances found in provider specialities using k-prototype
clustering. The final step includes predicting fraudulent
providers using a heterogenous ensemble model through
stacking. The dataset used in the study was easily attributed to
big data due to its voluminous nature. Spark framework was
used on top of the Hadoop cluster to implement several model
parts to avoid any computational overheads. Application of
heterogeneous ensembles with meta learner helped in
minimizing the error generated by these learners during
prediction. It was found that the proposed HEMCIust model
showed the best overall fraud detection performance with an
Average Precision-Recall Rate of 98%. During the study it was
also observed that the fraud detection domain keeps evolving
with the changing patterns of fraud. The problem is mainly
referred as concept drift. The proposed model could also be
extended to address the particular problem as ensemble
learning has been used as state of the art to detect concept drift.
However, interpretation of concept drift detection in fraud
detection is out of this work's scope and could be considered
for future work.
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Abstract—In recent years, cloud-based medical record
sharing has greatly improved the process of researching the
disease and patient diagnosis. However, since cloud systems are
centralized, there is serious concern about data security and
privacy. Blockchain technology is viewed as a promising method
of dealing with privacy issues and data security because of its
exclusive features of distributed ledgers, secrecy, verifiability,
and enhanced security. The literature review has shown
significant works on integrating blockchain technology with
cloud system for managing and sharing healthcare data. It has
been analyzed that previous works are primarily dependent on
the centralized data storage approach, which raises privacy
concerns. The previous works also do not emphasize handling big
medical data and lack the reliability of the end-to-end security
features system. This paper has presented an authorization
framework for ensuring data security and privacy preservation
using blockchain technology with IPFS as decentralized file
storage and sharing system. The proposed study devises a proof
of replication algorithm using smart contracts to provide a better
access control mechanism. The implementation of the proposed
framework is based on the symmetric encryption and Ethereum
blockchain platform. The study outcome illustrates the efficiency
and availability of the proposed scheme compared to the typical
cloud-based blockchain method.

Keywords—Medical data; cloud; blockchain; data sharing;
access control; security; privacy preservation

I.  INTRODUCTION

Healthcare is a scientific field that refers to a
multidimensional system that includes a range of services
primarily concerned with preventing, diagnosing, and treating
disease and injuries related to human health. Healthcare
professionals need a variety of information to provide better
patient treatment, such as a patient's medical history, clinical
evidence (imaging and laboratory tests), and private and
personnel information [1]. The traditional method of storing
such medical records for patients was to handwrite notes or
printed papers that are easy to lose and difficult to hold for the
long run [2]. The advancement of information and
communication technology (ICT) has enabled the creation of
electronic medical records (EMR), which are easy to keep for a
long time compared to handwritten notes or paper-based
records. The boom in the digitization of medical records has
led to the formation of big medical data, which can be used for
a variety of purposes in the healthcare sector [3].
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Medical experts and healthcare institutions need to compare
and analyze big medical data containing similar or related
clinical features to examine the disease and seek better
treatments [4]. Furthermore, most often, the patients may not
be able to recall in detail their past medical conditions and
symptoms. EMR sharing can assist physicians in learning more
about their patients' health, therefore enhancing accuracy in
diagnosis and leading to an effective decision-making process
towards increasing the success rate of the treatment. Despite
these benefits, two major problems exist, i) the storage of big
medical data and ii) the security aspects related to EMR
sharing across a healthcare organization. The deep learning
market report [5] states that approximately 90% of EMR
generated in hospitals are images. Due to large EMRs being
generated, more storage space and computing power are
required to perform analytical tasks to benefit healthcare
services for patient well-being. On the other hand, sharing
EMRs raises a significant and noteworthy concern regarding
privacy protection, data security, and interoperability [6].
Firstly, electronic medical records contain personal and
sensitive information, so privacy protection is the shield of a
patient's reputation. Next, only authentic or trustworthy
medical data can be used to make accurate decisions on
diagnosis and treatment. Conversely, the forged EMR reduces
the importance of clinical aspects and mislead in effective
treatment planning. Moreover, interoperability can enable
patients to control access to their EMRs and enhance sharing of
EMRs across healthcare facilities.

Cloud computing has emerged as a promising solution that
offers flexible storage management and efficient sharing of big
medical data in response to these problems. The cloud
computing ecosystem adopts different cryptographic primitives
to secure medical data or EMRs and access control
mechanisms to ensure privacy-aware data sharing [7]. Despite
the high emphasis on data security and privacy protection, few
serious security concerns still remain. Firstly, cloud systems
are assumed to be trusted when it comes to storing, managing,
and distributing data. In this regard, the design of cloud
systems for data management and sharing heavily relies on the
involvement of third-party mechanisms, which are prone to
leak, theft, and tampering due to lack of surveillance [8].
Unfortunately, there is no standard verification mechanism for
existing schemes, and also there is no effective countermeasure
to penalize a misbehaving server or cloud entity.
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In recent years, blockchain technology has appeared as a
potential solution to address security loopholes and ensure
reliable sharing of EMRs using a distributed ledger [9]. Since
the blockchain is open and transparent, blockchain-based
medical data sharing can help patients to have better access
control and monitor the use of medical data [10]. However,
despite the many benefits of blockchain technology, most of
the current work suffers from the following three major issues:
i) How to design an effective mechanism for verifiable security
of EMR in the blockchain. Another problem is that the
blockchains are not meant for big EMR or medical data (like
high dimensional medical images) as they are not scalable
quickly. When data is stored on the blockchain, the information
is available to everyone. Therefore, the second problem can be
highlighted as follows: ii) How to ensure that only the
authenticated person can access the EMR data; and iii) How to
design a computationally-efficient mechanism, block structure,
and fault-tolerant mechanism that can ensure system reliability
and availability for a longer run. All these factors are not
adequately addressed in the existing literature.

As a motivation, the proposed research work emphasizes
developing a big medical data authorization framework that
can maintain an effective balance between security, privacy,
and scalability. Apart from this, it also ensures full-proof
security for the seemly management and sharing of big medical
data in the distributed environment. The major contribution of
the proposed research work is highlighted as follows:

e The proposed study employed an Ethereum blockchain
platform on an amazon cloud system to explore the
effectiveness of smart contracts in user validation and
access management.

e The study implements InterPlanetary File System
(IPFS) as a peer-to-peer network system for storing
medical, thereby eliminating issues associated with a
centralized system.

e The study considers high dimensional medical images
as big data further split into multiple and equal shards.
Thereby, the study handles scalability issues in the
blockchain system.

e A mechanism of key-pairing is employed using an
asymmetric encryption algorithm to each shard of
medical data. This mechanism ensures data security so
that data is not visible to the user or IPFS nodes that
store the data.

e A novel proof of algorithm is developed that handles
each transaction related to data storage access and
facilitates better management of data sharing.

The remaining sections of the proposed manuscript are
described as follows: Section Il presents the related work and
highlights some significant issues explored based on the review
analysis; Section Il presents the proposed system model and
methodology adopted; Section 1V presents the system design
implementation; Section V presents the result analysis and
discusses the performance of the proposed system, and finally
Section VI provides a conclusive remark on the entire
contribution and findings of the proposed study.

Vol. 13, No. 3, 2022

Il. REVIEW OF LITERATURE

This section briefly reviews the previous works on secure
storage and sharing of medical data or EMR in digital
healthcare systems using blockchain.

The first attempt towards medical data sharing using
Ethereum blockchain is made by Yue et al. [11] to enable
patients to control the access of their health-related information
without compromising any privacy risk. Although this
mechanism ascertains privacy preservation, it has some
significant limitations: it does not provide access to patient
family members, an essential concern in emergency situations.
Apart from this, the model lacks the scalability feature. In a
similar line of work, Jaiman and Urovi [12] suggested an
access control framework for EMR sharing concerning patient
consent. This work emphasizes joining data use ontology and
access matrix that holds information about the data requestor.
Considering these features, the data owner, i.e., patient or
doctors makes EMR sharing rules, monitors its usage, and
updates the access policy at any time. The existing approaches
have not considered the efficiency factors in sharing medical
data that continuously stream from bio-sensors and monitoring
devices. In this regard, Shen et al. [13] presented an efficient
scheme that combines peer-to-peer networking techniques with
blockchain and digest chain to bring efficiency and flexibility
in the sharing of medical data. The authors have introduced a
scheme of the authorized network of participants to enable
secure sharing of EMR between different healthcare
departments, pharmacies, and patients. However, this approach
has a security loophole because the storage of data in on-chain
is vulnerable to scalability and privacy issues. Similarly,
Dagher et al. [14] suggested a privacy-preserving scheme
concentrating on the interoperability and access of the EMR
using blockchain. This scheme adopted smart contracts stored
on the Ethereum model, which holds hashing key of the EMR
for ensuring interoperable. On the other hand, an advanced
cryptography mechanism is employed to ensure secure sharing
of EMR. Although this scheme is subjected to the high storage
cost, it can't be applied to process big medical data and is open
to vulnerability as it reveals information about the transactions.
The above approaches lack off-chain policy and scalability,
which is addressed in the proposed work using IPFS
technology.

Zhang et al. [15] also aimed to address the issue of
scalability by implementing the Ethereum model of blockchain
technology. In this work, the ciphered data is stored on the on-
chain system, which refers to the original medical records,
while original medical records are kept over the off-chain
system. The work of Madine et al. [16] has attempted to
address the risk of single-point failover for the EMR stored on
the cloud. The authors have applied the Ethereum model for
devising smart contracts to enable patients to have full control
over their data in various ways, such as transparency,
traceability, undisputable, and security. IPFS system is
employed as decentralized storage, and a re-encryption
mechanism is adopted to provide data security. A blockchain-
oriented digital healthcare system is presented in the work of
Huang et al. [17] to attain robust security and traceability of the
EMR sharing over the cloud system. An attribute re-encryption
technique is applied to achieve complete access control for data
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providers. An approach of a lightweight data sharing scheme is
provided by Su et al. [18] using blockchain technology to
achieve data privacy in the healthcare sector. The authors have
applied an interleaving encoder to encrypt the medical data. Xu
et al. [19] have given the mechanism of the health chain to
support the requirement of privacy preservation for big medical
data using blockchain and encryption to ensure a fine-grained
access mechanism. This work also focuses on the key-
management process to efficiently revoke or update keys for
the authorized data requester.

Another significant work given by Wang and Song [20]
adopted an attribute-based encryption technique combined with
a blockchain mechanism for the cloud-assisted EMR sharing
system. However, this approach failed to solve a problem
related to the storage of big medical data and its sharing in an
optimal way. Margheri et al. [21] introduced an information
management model for monitoring EMR using modular
blockchain system-based smart contracts. The work carried out
by Guo et al. [22] modeled a hybrid system to enable better
access control of EMR using blockchain. This scheme provides
tamper-proof features by managing customized access policy,
and off-chain nodes are employed to enforce attribute access
mechanism on EMR data. Rajput et al. [23] suggested an
approach of EMR access policy in an emergency based on
Hyperledger fabric and composer. The authors have derived
some customized policies under a smart contract for accessing
emergency conditions for a specific time duration. The work
carried out by Roehrs et al. [24] gave a prototype of the
distributed blockchain to enhance the replication of data across
nodes by combining medical records using blockchain and
open interoperability. Another work of Guo et al. [25] have
devised an attribute-oriented signature technique with
blockchain, where a patient approves an EMR while providing
no information other than evidence that he or she has
substantiated it. The work carried out by Chen et al. [26]
presented a conceptual design of a data storage system based
on blockchain and a cloud system to manage personnel
healthcare data. The study claimed that this storage system is
independent of a third party and also does not allow a single
party to have complete control over the access and processing
of the data. However, none of the existing studies have
provided standard management and sharing schemes for the
medical data for pharmaceutical scientists. The work of Fan et
al. [27] presented a clinical information management system
using distributed ledger and consensus mechanism without
much depending on the network resources. In a similar
direction, a recent work carried out by Bataineh et al. [28]
developed a security model for loT-based healthcare systems
using Ethereum Blockchain for surgical process management.
Different from previous works, an application of fuzzy logic
with blockchain is considered in another recent work by
Zulkifli et al. [29] to provide an adaptive security mechanism
for loT-oriented healthcare.

For the management and sharing of medical data, different
authors attempted to suggest solutions from different
perspectives. There has been a huge development towards
blockchain-based healthcare since 2016, which was the initial
year till 2022. The analysis shows that most previous works
adopted Ethereum or Hyperledger Fabric blockchain platform,

Vol. 13, No. 3, 2022

and most of them provided conceptual and experimental
approaches. Table | summarizes the above-discussed literature
concerning blockchain platforms and solution types.

It has been identified that many previous works failed to
ensure maximum requirements of the security such as privacy,
data security, access control, interoperability, storage,
scalability, and system cost analysis for secure sharing of
medical data or EMRs. Although, most of the existing works
have emphasized efficient access control and privacy
preservation mechanisms using attribute-based re-encryption
before introducing medical data to the blockchain system. Few
existing works suggested the implementation of smart
contracts, and some have employed a chain-coding scheme for
privacy-preserving of EMR. On the other hand, the hospital
continuously generates massive data as the number of people
coming to the healthcare center is countless. Among the
literature which is being reviewed, it has been found that most
of the works have not considered the issue associated with big
medical data storage. The authors in [9] have considered the
issue. However, it lacks details on the storage services.
Moreover, there are few relevant works [14],[16],[23] [22] that
have been considered IPFS as a medium of data storage. The
solutions given by these works can overcome the big data
issues; however, it needs more optimization to handle a
considerable amount of EMR data especially high dimensional
medical data. In particular, the previous scheme for sharing and
storing EMR using blockchain is still in its infancy stage,
involves high cost, lacks scalability, and needs more effort in
the design and development. Table Il highlights the finding of
the review analysis.

TABLE 1. SUMMARY OF THE PREVIOUS WORKS BEING REVIEWED
Citations Blockchain Platform Solution Type
[11] Not Defined Implementation
[12] Ethereum Experimental
[13] Not Defined Experimental
[14] Ethereum Experimental
[15] Ethereum Implementation
[16] Ethereum Experimental
[17] Not Defined Conceptual
[18] Bitcoin Conceptual
[19] Doc-chain Experimental
[20] Not defined Conceptual
[21] Hyperledger Fabric Implementation
[22] Hyperledger Composer Experimental
[23] Hyperledger Fabric Experimental
[24] Customized Experimental
[25] Not Defined Conceptual
[26] Not Defined Conceptual
[27] Not Defined Conceptual
[28] Ethereum Implementation
[29] Hyperledger Fabric Experimental
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TABLE II. HIGHLIGHTS OF THE RESEARCH ISSUES
Issues Addressed By Not Addressed By
Privacy and Security Eé;g} [14-23] [13], [24]
Accessibility and [12-15], [17-24], [26],
Interoperability [27] (1], [16].[25]

[14-16] [18-19] [21] [11-14], [17], [ 20], [22],

Scalability [23] [26-27] [24-25], [28-29]
Cost Analysis Elgi] [18-19]. [25], [28- 5&] [[5221;]] 120023

Big medical data [14], [16], [19], [22-23] | [11-13], [15-18], [24-26]

I1l. SYSTEM MODEL

The proposed study presents a novel model for medical
data authorization towards security and privacy preservation
using blockchain methodology. The study considers big data as
a medical image. The rationale behind considering the medical
image as input data to the system is that the medical images are
of high dimensional data associated with significant storage
and scalability, which is a big data problem. Fig. 1 depicts the
high-level architecture of the system model for big medical
data based on blockchain that includes data sharing and its
management over the distributed healthcare environment.

il

Patient

e
N N
-5 —
o] S
O Customized Access

Data Type:
EMR or EHR

Policy Blockchain

Medical Service
provider or hospital

Doctor ";,1,

o
Data Resource (L]

Encryption

Fig. 1. High-level Architecture of the System Model.

A. System Model Components

As shown in Fig. 1, there are five main entities in the
system model viz. i) data resource, ii) Data Type, iii) Access
policy, iv) Database (medical data storage), and Security
(encryption and blockchain), and v) medical service provider.

1) Data resource: The major medical data sources are the
patient and the doctors. When patients interact with the
physician, they share information consisting of previous
records of the patient's health, drug history, current health
issues, and other physiological symptoms.

2) Data type: The electronic health record (EHR) or
electronic medical record (EMR) is built based on initial
health information collected during the interaction between
the patient and the doctors, after which the patient often
undergoes other clinical examination such as laboratory tests,
pre-operative assessment, and medical imaging. All these data
are digital and stored in an electronic storage system. These
digital records termed EMR or EHR, provide a holistic and
long-term view of patient health.

3) Customized access policy: The patient he/she is the
owner of their sensitive or private information in the EMR.

Vol. 13, No. 3, 2022

However, in real-world scenarios, medical data is available
with both patients and healthcare organizations. Therefore,
both entities can act as a medium of storing medical data to a
cloud server. Therefore, a customized access policy is built for
accessing the data by the doctors or the healthcare
organization upon having the valid reason to share their data
to the other healthcare organizations (data requester).

4) Database and security: This component of the system
model involves the core part concerning data storage, security,
and privacy. The data is stored in a distributed manner, either
on a centralized or decentralized server. The integration of
encryption with blockchain technology offers higher security
privay preservation and ensures the authenticity of the
customized access policy. Blockchain is a system where there
is no central authority to share the data, but even then, anyone
can trust that the data is genuine.

5) Medical service providers: The medical service
providers refer to healthcare facilities such as ad-hoc clinics,
clinical laboratories, radiological centers, and hospitals
interesting in accessing the medical data are treated as data
requesters. According to the customized access policy, the
data is provided to the data requester to decide the best
strategy for surgery and treatment. Also, depending on the
context, the patient can act as a data requester who requests to
access the data stored on the cloud server. For example,
sharing medical data to other healthcare facilities or
organizations can faciliate better diagnosis, medical research,
policy defining and effective treatment no matter where the
patient is treated in the world if the healthcare records are
available independent of time and place.

B. Need of the System

The proposed system model can address the following
issues:

1) When the data is stored in a centralized server, there is
a risk of a security issue, privacy leakage, and identity theft
either by the creators of the system or by hackers.

2) The big medical data are not meant for blockchain as
they are not scalable quickly.

3) When data is being stored on the blockchain, the data is
available to everyone.

4) The solution on the blockchain is often subjected to
higher costs as it requires a large processing time for the
successful execution of the transactions.

C. Solution Strategy

1) The blockchain is a no-trust system where the code
takes care of the issues associated with centralization and
privacy.

2) The study considers the high dimensional medical
image as the big data, which is further split into shards as 3
data copies of equal size and which handles the issue of big
data into the blockchain. Therefore, the data become scalable.

3) The data is encrypted using an asymmetric algorithm
that ensures data security and prevents unauthorized access.
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4) The data is stored on a miner's device. The proof of
replication algorithm is proposed to ensure that the miners are
storing the data. While recovery, this algorithm ensures the
file recovery with the least bandwidth.

5) In this work, the Ethereum blockchain provides secure
and distributed sharing of medical records over the unsecured
channel.

IV. SYSTEM IMPLEMENTATION

The proposed study devices an authorization framework for
medical data, which provides access to data requester in a
distributed environment using blockchain. The study considers
a high-dimensional medical image of the patient-generated
from the radiological department. Here, the patient must create
a customized access policy and smart contract in the Ethereum
blockchain. On the other hand, the radiologist is accountable
for uploading data to the IPFS network. The uploading of this
data requires sending accept file storage requests by IPFS to
blockchain clients, and similarly, access to storage is also
required for retrieving the data on their mobile phone or
computer. The data can be retrieved by either patient or the
doctors in the other hospital to download previous medical
records and upload current or new medical reports. The IPFS
network is a peer-to-peer network system, where the user as
storage provider needs to create an account to become a
blockchain client and provide storage of their computing
nodes. Due to bandwidth and storage constraints, the user here
uses a cloud server as a storage point rather than storing on the
local computing nodes. Upon accepting request regarding
accept file storage, the data is encrypted using asymmetric
encryption (RSA) as primary level security for data protection
at the location of the data storage provider (IPFS). The
encrypted data is further introduced with the blockchain
module. In this module, the sharing of the secret key
information is carried out over blockchain, which
automatically changes the private and public key pair so that
the user has complete controller over either allowing or
revoking access to the other user. Fig. 2 presents the process
flow of the proposed authorization system for secure uploading
and sharing of big medical data.

e The data service provider interacts with the IPFS
network using the web3.0 interface and connects to the
backend.

e The data service provider requests to accept file
storage, blockchain client interacts with IPFS in the
backend.

e IPFS network at cloud server verifies the blockchain
client identity and reliability (bandwidth requirement,
storage capacity) with proposed proof of replication
algorithm (PoRA) and allows the file storage.

e On the blockchain client storage node, the medical data
is encrypted and sent towards IPFS.

Vol. 13, No. 3, 2022

e MD5 hashes of medical data (image) are given to
distributed hash tables (DHT) for protecting its
integrity.

e The file storage transaction is verified by the
transaction pool linked to Ethereum (Eth) blockchain.
Gas price is paid at this time (miners in Ethl1.0
validators in eth 2.0 in study 2.0 is used).

e Once the transaction gets updated, the response is
given to the blockchain client, and the storage is used
for the purpose of the application (storing patient data).

e Data requester, which can be patient or doctor either
stores a new data or requests for access of a data.

e The request is forwarded to PoRA.

e PORA checks the access policy (11) via smart contracts
(PoRA is part of smart contracts).

e Access to storage is given to the Data requester.

A. Blockchain

In the present study, the Ethereum blockchain is being
used, and the focus of this study is to build a medical image
authorization system in a distributed environment. All
transactions are logged in the blockchain. The transactions are
of four types.

Fig. 3 presents a basic architecture of the medical data
blocks over the blockchain (B.C.) with different components
and transaction (T) records. The miner id refers to the identity
of the transaction validators produced based on the proof of the
work on the validator's computing devices or nodes. The
second component, namely timestamp, refers to the first block
created and the last transaction. The third component is the
data hash value (H) SHA256 of the blocks for each transaction
numerically represented as follows:

H12 = f(H1 4+ H2) - f(T1-H) + (T2 - H) (1)

Where, f(+) denotes hashing function, and the validation
and integrity check of the blocks are done based on the
previous H of the block.

The next component, namely data_id is the unique
identifier of the medical data that belongs to the particular
patient id, whereas patient id denotes the unique identifier of
the patient or the data owner. The data stored under the cloud
server establishes trust between the requester or provider and
the IPFS network. A smart contract is basically a computer
program that runs on the blockchain. The smart contract
includes all operations of the access policy used to validate and
accept requests for data access. The operation involved in the
smart contract is available to all blockchain users. The
collection of smart contracts controls the entire storage and
access mechanism in the proposed system. Hence, there won't
be a centralized authority for limiting access and storing the
files. The transactions done over a blockchain are organized in
accept file storage, new file storage requests, give access to a
file, and revoke access to a file.
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B. Accept File Storage

The accept file storage transaction is subjected to the
interaction of data service provider and data storage provider in
the IPFS network. The data service provider needs a
registration to have an account of blockchain, so that they can
initiate a file storage request for uploading medical data to the
IPFS distributed system meant for storing, sharing and
accessing files. File storage request is typically accepted by the
storage nodes. The storage nodes mean a user which is a part of
blockchain client that facilitates their storage space either on

the local machine or cloud server. In the current study, the
storage nodes of the IPFS network are the cloud server. Upon
receiving the request, the blockchain client interacts with the
IPFS network and confirms the storage request, (i.e., the user is
ready to provide its storage space). The IPFS verifies the file
storage request by creating accept file storage transaction. In
this process, the IPFS validates the identity of storage provider
and checks are reliability in terms of storage and bandwidth
capacity with PORA using smart contracts and allow the file
storage. The mechanism of file storage consists of few core
operations as shown in Fig. 4.
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Fig. 4. Data Uploading and Storage Process.
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1) In Fig. 4, the process of data storage on the blockchain
client computing nodes in the IPFS network. The study
considers medical data of size 100 MB, which is further split
into the three shards with equal size. The ideology behind
shards is that sharing and storing big data or high-dimensional
data on the blockchain is challenging. Therefore, creating a set
of equal-sized sub-images of the original image can provide a
promising solution towards efficient file sharing operation in
the blockchain. The study used an IPFS network, a
decentralized file system based on the BitTorrent protocol,
and the Distributed Hash Table (DHT). The IPFS system does
not require a central server, and data can be stored in a
network of distributed storage nodes, resulting in no single
point of failure, higher storage throughput, and enhanced
storage access and information retrieval mechanism over
existing cloud storage systems. SHA256 hash values are
calculated and stored in DHT to verify the integrity of medical
images. At the same time, each shard is encrypted using the
RSA asymmetric encryption algorithm and stored in IPFS
storage nodes. As part of the study, smart contracts were
integrated with the IPFS network to manage data access
efficiently.

2) The patient metadata needs to be stored on the
blockchain for the transaction; even though the medical data is
stored on IPFS nodes, the metadata includes patient
identification (1.D.), account numbers, smart contract details,
hash values, and timestamps, among others. Mining pool
transactions are conducted periodically by validators or
blockchain miners. The fastest validators to verify a block of
data will send the signature to the other validators for
validation. After all, validators agree, valid blocks are added
to the blockchain in consecutive order. Finally, the blockchain
is synchronized by using the blockchain client to receive the
identical copy of the blockchain. Furthermore, by storing
hashes on the blockchain instead of raw data, the proposed
model eliminates the risk of data leakage, ensuring high levels
of data security.

C. New File Storage Request

This module of blockchain transactions is subjected to data
access and storage updating with new data. The data requesters
requested to access data or update the newly generated medical
records of a particular patient in existing storage units of the
IPFS network. A data requester is a patient or doctor in a
medical facility. If the data requester is a patient, the system
checks the blockchain record, verifies the patient's credentials,
and allows access to the data store. On the other hand, if the
data requester is a doctor or medical institution, the system
using smart contracts verifies the requester's credentials. It
authorizes access according to the access policy set by the
patient. Fig. 5 shows the process of a new file storage request.

The data provider's entire process of data access and
storage updating can be described in the following manner.
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1) Data storage access request (accomplished by data
provider): In order to access data on IPFS storage nodes in the
cloud server, the data requester requires to execute a data
access request transaction. If the data requester is a blockchain
client, a key-sharing mechanism consisting of a pair of private
and public keys is used for transaction authorization and its
verification to access the blockchain. In addition, data
requesters are required to provide a patient I.D. and account
number when requesting access to the data. The transaction
will then forward to PoRA for access request verification
(refer to points 8 and 9 in Fig. 2).

2) Approval to access storage (accomplished by PoRA) :
The data access request transaction is forwarded to the PORA
for the purpose of auditing and authorization. Then, the PORA
verify for this request based on the customized access policy
and key sharing in the smart contract. Upon confirmation and
authorization of the data requester's public key in the smart
contract and access policy, permission is granted to the data
requester to access the data storage on the IPFS network (refer
to point 10 in Fig. 2). In addition, PORA analyzes the
authorized request identity, which contains the access request
information related to the specific patient-ID and account
number. It then searches for the hash value of the quarried
medical data in the DHT to get the requested data on the IPFS
storage node in the cloud server. The IPFS network then
provides the requested data file in the ciphered form. PORA
uses a patient's private key to decrypt the ciphered medical
data (image) and return the original plain medical data to the
data requestor (refer to point 11 in Fig. 2). Here, transactions
will be clustered and introduced into the transaction pool for
mining. All validated transactions will be enumerated and
linked to the blockchain to be shared with data requesters.

3) Updating data storage (accomplished by validators):
As long as the requester has access to the data collection, such
as patients, doctors, or healthcare providers can access the
data of their interest. Also, they can request new file storage
access to upload newly generated medical data to existing data
storage nodes via a blockchain client (refer to point 12 in
Fig. 2).

Yes

Is
Data requester Blockchain | |  Data Access to
requester the record storage data
owner?
i
Check the
No I access
policy

Fig. 5. Data Access and Storage Updating.
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D. Give Access and Revoke Access to Data Storage

Upon verifying the data requester by the proposed PoRA,
the requestor starts to make a transaction to access medical data
by providing the unique identifier and account details of his
patient to provide effective care accordingly. Once accessing
data storage is completed, the transaction is updated and added
to the blockchain by validators and acknowledged to all
blockchain clients in the network. In this way, the patient can
monitor their data sharing, thereby ensuring its ownership.
However, to make the network reliable and ensure data
security and privacy in the longer run, it is required to revoke
the public and private key by updating to a new one after the
purpose of data storage access is finished. Apart from
managing the access control and sharing of medical data, the
proposed PoRA also manages the key sharing process by
securely revoking and updating the key that is known to the
data requesters at each instance of data storage is accessed.
Thus, eliminating the chances of key compromising and
ensuring the trustworthiness of the network. The core
procedure of the proposed PoRA algorithm is discussed in
Algorithm 1.

Algorithm-1: Proof of Replication Algorithm (PoRA)

Input: file(F), Hash(H), Owner details(D), Access List(L)
Output: revoke key

1. L'=0ld Copy of Access List

2. for each user (U) in access List(L)

3. ifUnotinL"

4. P, P' = newKeyPair () # P (public) & P’ (private)
key

5. [F1, F2, F3] = sharding (F)

6. Fe<ENC (FL, F2,F3,P)

7. Transfer (F1, F2, F3)

8. Share private key to U

9. Foreachuser U'in old access list(L")

10. IfU'notin L:

11. P, P’ = newKeyPair () #

12. RunF,=ENC (F, P)

13. ForUinL

14. Share private key with U

The algorithm takes input values as a medical data file (F),
hash value (H) of the file, owner details (D), access list (L).
After successful execution, it returns key revocation for each
instance of access completion. The smart contract goes through
the entire list when the access needs to be modified. L is the
new access-list, whereas L' is the old access-list (line:1-2). In
the new access list, if a user U is not present in the old access
list, then the user's access needs to be given (line:3). This is
done by generating a new keypair (P & P") (line:4). In the next
step, the medical data file is divided into shards and encrypted
using function ENC( ), an asymmetric algorithm that takes
shards and encryption key P(line:5-6). The encrypted file is
then transferred to the IPFS storage nodes along with the
private key to the user U (line:6-7). Further, the algorithm
considers the users U' subjected to the old access list (L") and
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do not belong to the new access-list L. The proposed algorithm
PoRA again generates a new key pair that encrypts the file and
shares the user's private key. In this way, at every instance of
access and its completion, the proposed algorithm revokes the
previous access list and re-encrypts the file in the new list with
a new keypair (), which is further updated to the authorized
user or doctor.

V. RESULTS

The design and development of the proposed system are
carried out using Nodejs programming language installed on
windows 10 Machine Intel(R)Core (T.M.)i7 16.0 GB RAM.
Image dataset is used to validate the proposed model, and
asymmetric encryption is used to protect the image. Ganache
Simulator is used to simulate blockchain on the Local
Machine. Kovan Testnet is used to simulate the entire program
over the testing network with Keth (Ethereum with no real-
world value) in order to test the gas price and processing time.
Table [l highlights configuration details of the system
implementation.

A. System Parameters

TABLE Ill.  SYSTEM MODEL CONFIGURATION DETAILS

Operating System Windows 10

cPU Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz
2.59 GHz

RAM 16.0GB

Programming Language Nodejs

Compiler Solodity 0.6.0(London)

Test Framework Mocha 6.2.0

Ethereum Platform Ganache

Performance Testing Kovan Testnet

Storage nodes AWS nano

Local network speed 100 mbps

Hard disk type Solid State Drive

GPU Nvidia GTX

B. Result and Analysis

Table IV presents the numerical outcome obtained for the
proposed algorithm PoRA. The performance of the proposed
scheme is compared with the cloud-based blockchain system. It
must be noted that 1 unit of gwei is equal to 1 nano Ethereum.
The parameter time for storage and recovery represents how
fast a file can be uploaded and recovered under the ideal
scenario. The ideal scenario is represented by the simulation
parameters, i.e., 100 MB of the data file. Since the storage is
decentralized, any one of the nodes is always available.

The performance analysis of Fig. 6 shows that the proposed
system PoRA outperforms the cloud-based blockchain system.
The graph trend exhibits that the time for storage is less, i.e.,
0.8 milliseconds in the proposed system PoRA, compared to
the cloud-based system, i.e., 1 millisecond. It is because the
smart contract used in the proposed authorization scheme has a
smaller number of steps.
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TABLE IV.  COMPARATIVE ANALYSIS
Parameters/Techniques gllgéjlgc-hain PoRA [proposed]
Time for data storage 100 MB 1ms 800us
Time for Accessing data 100MB | 5ms 2ms
Minimum gas price 10382 gwei 5202 gwei
Typical gas price 20481 gwei 8642 gwei
Uptime 99% 100%

Downtime 1% 0%(negligible)
Data loss No loss no loss

Data integrity with MD5 hash

97%

99%

Storage space

limited by cloud

limited by number of
nodes [Virtually

unlimited]
. Linux file distributed file
File system
system system
Unlimited
Maximum size of individual file 2G.B. (Maximum file size
2G.B)
Centralized
Main storage type (Only Storage, Decentralized
cloud

Time for storage for 100 MB

1.2

Time (mili second)

Cloud-Blockchain

Techniques

1
1
0.8
0.8
0.6
0.4
0.2
0]

PoRA

Fig. 6. Analysis of Storage Time.

Time for accessing 100mb data

(]

Time (mil1 second)
2] [¥5)

Cloud-Blockchain

Techmques

PoRA

Fig. 7. Analysis of Access Time.
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In Fig. 7, the performance analysis is shown for the time
required for accessing the storage and recovering the file. The
graph trend exhibits that the overall time is less for accessing
the 100 MB of the file compared to the cloud-based system.
The reason behind this is that, in the proposed system, the IPFS
network is used as data storage nodes. The file is not stored in a
central server but in a decentralized system where the system
recognizes the nearest unit for the storage. As a result, this also
reduces latency and the storage and recovery times of the data
file. Apart from this, since more than one cloud is involved
here, the storage space is virtually unlimited. The file size is
limited by the md5 hash algorithm in the existing system since
it is stored as a whole. However, in the proposed system, it is
split into shards. Hence the file size is unlimited.

Minimum gas price

12000
10382
. 10000
‘@ 8000
§ 6000 5202
=
o' 4000
&
2000
0
Cloud-Blockchain PoRA
Techniques
Fig. 8. Analysis of Minimum Gas Price.
Typical gas price
25000
20481
= 20000
o
=
20 15000
2
a, 10000 8642
g
O 5000
0
Cloud-Blockchain PoRA

Techniques
Fig. 9. Analysis of Typical Gas Price.

The blockchain client or any user pays the gas price in
order to get his request accepted quickly by the blockchain.
The gas price is decided by the number of times the smart
contract updates a value in the blockchain. Fig. 8 and 9 present
the performance analysis regarding the minimum gas price.
The graph trend of both Fig. 8 and 9 exhibits that the proposed
system has almost half of the gas price compared to the
existing system. This means that using the proposed system is
subjected to cost efficiency. In addition, the study has also
carried out performance analysis regarding uptime and
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downtime analysis. The analysis shows that the uptime is
100% in the proposed system, with a running time of 48 hours.
The uptime might be lesser if the software runs for more hours.
Also, data integrity is higher in the proposed system since the
proposed design ensures the integrity of every shard of data
rather than the entire file at once.

C. Discussion

The proposed system offers better flexibility compared to
the existing approaches. The introduction of smart contract in
the system design eliminates the trusted third entity's
involvement in carrying out actions related to data processing.
Therefore, cost-efficiency is introduced in the data-sharing
process between organizations. The data scalability issue is
narrowed down to a significant extent by introducing a
mechanism of shards, which also leads to quick execution and
fast processing with less delay. However, it may happen that
when the user increases, the model faces some scalability issue
over time. Future work will explore the scalability problem
with the dynamic environment like 10T, and more optimization
will be introduced to the model.

In the proposed system, the data owners, especially
patients, are allowed to see their data being shared. They can
change or customize the access policy for their data. They can
also make a request regarding deleting and removing medical
records if they want. In this way, the model ensures the
agreement with privacy protection laws. The security of data is
ensured with the encryption mechanism, and during the
transaction, it will not reveal the patient information. The
security and privacy features are the prime aspects in the
proposed system modeling. Also, in future work, the study
further explores the effectiveness of other variants of
cryptographic approaches for securing the data-sharing
platform.

VI. CONCLUSION

The core aim of the proposed work is to facilitate an
efficient authorization framework based on blockchain
technology for secure access of the patient medical data stored
on the on-cloud server. Initially, the study has conducted a
critical analysis of the existing literature and identified
significant challenges associated with the previous works. To
address the existing challenges, this work has suggested a
novel approach of proof of replication algorithm to ensure the
validation of each transaction on the blockchain and the key
revocation mechanism. The study has established a reliable
system using smart contracts to achieve an efficient access
control and privacy-aware data sharing mechanism. The
implementation of the proposed authorization framework study
employed the Ethereum blockchain platform and IPFS network
for the data storage on the AWS nano. Employing IPFS storage
nodes in a cloud server eliminates the issues associated with a
centralized system; the data is split into shards and stored in
encrypted form, which leads to compensating the issue of
scalability and data security. The outcome analysis shows the
effectiveness of the proposed system regarding storage and
access time, gas price, data integrity, and security compared to
the typical cloud-blockchain-based systems. The proposed
system can be applied in real-time scenarios to provide data
security, privacy, and better medical data sharing process
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management. In the future, the proposed work can be extended
with more optimization approaches in system computational
requirements, customized smart contracts and scalability
enhancement for the loT-assisted big data applications.
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Abstract—Vehicular Ad hoc Networks (VANETS) are one of
the significant areas of research and this is also a subfield in Ad
Hoc Networks. This is mainly focused on improving the safety of
roads and reducing the total number of accidents. There is no
central coordination to this network, nodes are mobile, dynamic
topology, the routing process is a big challenge, and this is most
responsible for the delivery message to the small overhead and
delay. Routing is a tedious task that occurs huge changes in
network topology and delivers the data packets in a limited
period. In VANETs many existing routing protocols are
introduced to overcome various issues but these are not efficient
to overcome all the issues in routing. Routing shows a huge
impact on other parameters such as data transmission rate
(DTR), packet delivery ratio (PDR), Packet Drop Ratio
(PDRatio), Average Propagation Delay (APD) and throughput.
In this paper, the dynamic and optimized routing approach
(DORA) is introduced in VANETS to overcome the various issues
and improve the performance of IP by measuring the DTR, PDR
and PDRatio. Comparisons among the Ant Colony Optimization
(ACO), improved distance-based ant colony optimization routing
(IDBACOR), and DORA is shown.

Keywords—Data transmission rate (DTR); packet delivery ratio
(PDR); packet drop ratio (PDRatio); throughput

I.  INTRODUCTION

A vehicular ad hoc network (VANET) plays a major role
in communication between the vehicles become smarter [1].
This network consists of two architectures as Vehicle-to-
vehicle communication (V2V) ensures the communication
between vehicles and Vehicle-to-infrastructure (V2I) which
swaps the data between vehicles. VANET is one of the
dynamic topologies that give the regular disconnected
network. This contains limitless storage of battery, and the
nodes in this network have the limitation of power. The
transportation region should be improved with safety, this
network ensures the development of many safety applications
to prevent accidents, to improve the road capacity the
applications are maximized and avoid traffic congestion, and
real-time applications are used to access the internet.

From the past many years, huge data is created and
transmitted through the network every time, which is called
the explosion of data. Several approaches are developed and
designed to fulfill the requirements of the users from all over
the world. Due to the heavy traffic in the network and its high

usage in wireless networks, all systems are facing technical
issues such as delay in the messages, huge packet drop ratio,
throughput is very low, and communication cost is very high,
and effect of these huge issues gives the overhead in the
network.

VANETs are specifically the branch of MANETS.
Compared with MANET, VANETS present with fast motion
in vehicles which is fastly and dynamically changing the
topology is extra advantage to the VANETS.

All these nodes are managed by the default roads layout.
In VANETS, several levels control the node velocities such as
limited speed, level of congestion, and traffic management
systems such as traffic lights and top symbols, etc. In future,
these nodes are used for high transmission ranges, storage of
data, and all the energy sources are restored. These networks
are more powerful to store and process the energy capacities
that make workable and more reconcilable by measuring huge
tasks [2, 3, 4, 5, 6].

Routing plays a significant role in this network based on
the available properties of vehicles. Many existing approaches
are incapable of deciding the optimal routes based on the
inefficient communications among the VANETSs. This will
show an impact on packet delivery among the vehicular nodes.
At this time, the local optimum situation may occur. The
mobility nodes are facing traffic density on the streets and
they are unable to find the nearest nodes. In this situation, the
packets are kept in buffer by the nodes for long time.

If the data packets are in buffer for more time then the live
path is terminated. This may show impact on network and
leads to the end-to-end delay and packet delivery ratio (PDR).
If the data packets are in buffer for more time then the live
path is terminated. This may show impact on network and
leads to the end-to-end delay and packet delivery ratio (PDR).
Thus the proposed approach dynamic and optimized routing
approach (DORA) in this paper is focused on solving these
issues more effectively. DORA provides the optimal routing
path based on multiple streets, and also proposed the
intelligent packet delivery system based on other parameters
such as data transmission rate (DTR), packet delivery ratio
(PDR), Packet Drop Ratio (PDRatio), Throughput.

Fig. 1 shows the VANET network based on the vehicles
movements at the junctions.
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Fig. 1. VANET Networks.

Il. LITERATURE SURVEY

Lo et al, [7] introduced a routing protocol called
Enhanced Hybrid Traffic-Aware Routing (EHTAR) which is
integrated with VANET in the urban platform. In this
network, the functional nodes are placed at every junction
which is used to observe the real-time vehicular and collect
the traffic information for every road segment. This is called a
Junction-Tracker. This is used to improve the communication
and transmission among the nodes. Gazori et al., [8] proposed
a unique model which utilizes the traffic lights as bridges for
the help of routing in place of utilizing the mobile vehicles. In
the route selection process this will prevent network failures.
This protocol is mainly focused on swapping the data packets
between bridge nodes. Among these, the path with the
smallest hop count and the huge connection is selected. Wang
et al., [9] introduced the Named Data Network (NDN) which
is a new routing protocol. This is an improved routing
protocol which is adopted the distance parameter to prevent
defects in hop-count.

Nahar et al., [10] proposed the protocol integrated with
cosine similarity-based selective broadcast routing protocol
(CSBRY). In this protocol, clustering plays a significant role in
finding the suitable path to transfer the data to a destination.
The proposed approach increases the packet delivery fraction
(PDF) 5-10% and minimizes the average delay by 25%.

Brendha et al., [11] proposed the advanced VANET to
improve road safety and minimize overall accidents. Because
of the high mobility nodes, the routing is a difficult task,
which causes a high impact on the topology to transfer the
packets in very little time. Several existing approaches are
discussed in this paper which is not reliable to solve the issues
in routing.

Nazib et al., [12] study about various routing protocols in
VANETSs. These are divided into seven groups based on the
implementation and developed concepts. Several advantages
and disadvantages are also discussed by the author.
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Qin et al., [13] study several VANETS routing protocols
and introduced the new routing protocol is introduced to
influence both densities of the vehicles and traffic lights based
on network connectivity. The proposed approach follows the
unicast packets to improve the traffic flow. Cardenas et al.,
[14] introduced the new protocol called probabilistic
multimetric routing protocol (ProMRP) which is more suitable
in VANETSs. ProMRP is mainly focused on estimating the
probability of every neighbor carrying the packet and
successfully sending the packets to the destination. This is
mainly calculating the four metrics such as distance to
destination, the position of the nodes, node bandwidth and
density, etc. Thus the author proposed the improved system
called EProMRP. This shows the improved results based on
the packet delivery.

Nazib et al., [15] introduced the reinforcement learning
(RL)-based routing approaches that improve the quality-of-
service (QoS) parameters in the VANETs routing. QoS
parameters such as bandwidth, end-to-end delay, throughput,
control overhead, and PDR. The proposed approach
performed better compared with the existing approaches.
Khan [16] proposed the new WSN which integrates the
MANETS, VANETS, and other wireless networks that
develop the intelligent transportation system which is focused
on road safety and accurate vehicle movements according to
the route change. Thus the performance improved. Zhenchang
Xia et al., [17] discussed about various VANET approaches
that are performed better. Several challenges such as low
security, less reliability are to be overcome. R. Hussain et al.,
[18] discussed about the trust implementation in the VANET
platform. The author mainly focused on providing the privacy
and security for the data that is transmitted among the source
and destination. H. Fatemidokht et al., [19] discussed about
issues and overcome the issues by using Unmanned Aerial
Vehicles (UAVs). This approach mainly worked on multiple
tasks to increase the performance of proposed approach. N. B.
Gayathri et al., [20] introduced the efficient scheme in the
VANETS. This scheme mainly focused on implementing the
pair-free platform that improves the transmission and
computational efficiency. This approach also supports the
batch checking that reduces the calculation overhead in
VANETS.

I11. DYNAMIC AND OPTIMIZED ROUTING APPROACH
(DORA)

DORA is the dynamic and geographic routing approach
that selects the nodes dynamically. The selection of paths can
be done by analyzing the traffic and density of the vehicles in
the junctions to select reliable routes in the network. The maps
are used to find the actual positions of the nearest junctions.
Based on the score given by the density of vehicles in traffic
and distance among the metric curves are used to selects the
next destination, then the junction is selected. This works
better on dense traffic platforms. The efficient selection of
path is selected based on the packet travels. Every node in the
network gives the information to the server (gateway) if it
goes to its communication range. The gateway develops a
various set of paths among itself and each node.
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The algorithm is focused on various factors such as route
discovery, route recovery, dynamic routing and maintaining
the constant power at all the vehicles. The DORA develops
the route by using the request of the route from the base
stations (BS). The BS gives the route reply by using the
messages. To find the efficient route, the distances between
two vehicles are to be calculated. Distance factor plays the
main role to measure the distance among the nearest vehicles
are measure by using Euclidean distance is represented in (1).

Dist = /(al —a2) + (b1l —b2) €))

Equation-1 (al, b1) represents the neighbor nodes, and (a2,
b2) represents the spatial region of the destination node. The
data is sent to the destination node from source to find the
accurate route. Various factors shows the huge impact on
finding the route such as constant, lifespan and availability of
buffer are measured. These factors are merged with reply
packets to other general information. DORA is adopted with
fitness function improves the more constant route, this results
in increasing data PDR. This will also reduce the packet loss
and more routes are added.

route(l) = packets(transfer until the availability t +
Predict (P).|available t) 2

Predict (P), predicted time for the
link availability among two vehicles Va, Vb.
The reliability (R) is expressed as:

The link is available at the time. Hence L, the distance
between two vehicles are represented in

Lap =+/ (a1 —a5)? + (by —by)? (3)

Hence, this will maintain the constant link among the
vehicles and discover the accurate route and improves the
performance of communication.

Vol. 13, No. 3, 2022

Step 6:
Ly, Ly, L, ... Ly, defines the duration of links of
1,2,3, .....Ey nodes
Ey — Represents the average number of
nodes required to reach the Ny.

Step 7: Path is
Tpath = Min(L,, Ly, L, ... LEH)

expressed as:

Step 8: Apply Bayes’ theorem for pdf of T, is f(Tpath.) =

Eyg-1

Ey* Ezx C;
Step 9: Based on the average duration the path is changed.

Step 10: Now data reached.

IVV. SIMULATION

The following simulation parameters (Table I) are given
below:

TABLE I. SIMULATION PARAMETERS
Simulation/Scenario
Simulation Time (Sec) 120-140
MAC protocol IEEE 802.11p
Range of Transmission 260 m
Total vehicles 95
Date packet sending rate PDR 4.5-14.5 packets/s
Data packet size 512 Bytes

Algorithm Steps:

# Input: Nodes (Vehicles) 95 with the initialize values at Nodes (N):
5 Joules

Functions  (Route_Creation R;,  Route_Recovery  Rrecovery:
Route_Diversion Rgiversionn Mobility, Speed of Vehicles, vehicles
position change)

N = {N;,N;, N .........Ny}

Step 1: Select Source Node N and Destination Node Ng.

Step 2: Calculate the distance between two nodes using equation-1.

Step 3: If the N>1 //total nodes

Message (“Node Mobility and Communication started”)
Else

Message (“Node Mobility and Communication not started”)

Step 4: If Ny >1
Message (“Source Node transmits the data to destination node Ny)
Else
Message (“No transmission from source to destination node Ny and
data loss occur)
Step 5: Now calculate the routing path duration from Nsto Ny

» Path duration is based on

probability density function (pdf)

V. EVALUATION RESULTS

To implement this protocol, the NS3 simulator is used to
show better simulation and comparative results are shown by
using ACO and IDBACOR routing protocol. The proposed
approach DORA shows the high performance than other
VANET protocols. This simulation consists of 95 vehicles. In
general, the VANETS have a dynamic nature, with several
fluctuations obtain in terms of data rates, speed of vehicles,
etc. The initial value of each vehicle is ‘Zero’ and the mobility
of the network is 120 km/h. Due to the boundless size of the
network, huge mobility, and active topology. The proposed
approach is more flexible to accept the variations in the
vehicles. The experiments are conducted by using 95 vehicles
and algorithms such as ACO, IDBACOR, and DORA. The
simulation NS3 proves that the proposed model improves the
performance in terms of DTR, PDR, PDRatio, APD, and
throughput. Fig. 2 shows the vehicular network created by the
NS3 simulator. Fig. 3 shows the communication among the
nodes by sending request messages.

Fig. 2. Network with 95 Nodes. The Red Color nodes are considered as
Vehicles.
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Fig. 3. Communication between 95 Nodes (Vehicles).

V1. PERFORMANCE METRICS

The efficiency and performance of DORA is shown with
the comparison among the ACO and IDBACOR. The
evaluation is calculated by using data transmission rate
(DTR), packet delivery ratio (PDR), Packet Drop Ratio
(PDRatio). Table 1l shows the performance of proposed
approaches and existing approaches by showing the
parameters:

A. Data Transmission Rate (DTR)

This parameter plays the major role in routing in VANETS.
This defines the transmission time of the message to forward
the vehicle to destination. This parameter shows the impact on
various metrics such as traffic, collisions and mobility.

B. Packet Delivery Ratio (PDR)

PDR mainly focused on delivering the packets
successfully to the destination. The PDR is calculated by using

Eq. (4).

_ Zl§=1 Packets Received (4)

PDR

- 2};:1 Packets originated

C. Packet Drop Ratio (PDRatio)

Packet Drop Ratio (PDRatio) is the fraction of the total
transmitted packets that were not received at the destination.
The PDRatio is calculated in Eq. (5) as follows:

PDRatio =

(Z]a‘zl No of packets Sent — YX_; No of packets received ) *

100 (5)

TABLE Il PERFORMANCE OF ALGORITHMS BASED ON PARAMETERS
Packet | Average
. PDR DTR Drop Propagation | Throughput

Algorithm (Bytes) | (Bytes) | Ratio Delay (Packet/Sec)
(Bytes) | (APD) (Sec)

ACO 87.59 425.79 12.41 5.92 83.08

IDBACOR | 90.25 45525 | 9.75 5.43 87.14

DORA 91.96 49319 | 8.04 5.02 88.47
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Fig. 4. Performance of Algorithms ACO, IDBACOR and DORA by
showing PDR.

In Fig. 4 and Fig. 5 shows the performance of PDR by
showing bar and line graphs. Compare with the existing
approaches DORA performed better by transmitting data
between nodes. DORA improves the CTP also for maintain
the cumulative power according to the requirement at the
nodes.
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Fig. 5. Performance of Algorithms based on ACO, IDBACOR, and DORA
by showing PDR.

In Fig. 6 and Fig. 7 shows DTR performance by
calculating the transmission time for every message. This
measures the transmitting time from source to destination.
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Fig. 6. Performance of Algorithms ACO, IDBACOR and DORA by
showing DTR (Bytes).
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Fig. 8. Performance of Algorithms ACO, IDBACOR and DORA by
showing Packet Drop Ratio represented by Line Graphs.

In Fig. 8, 9 show the packet drop ratio is measured.
Compare with existing approaches DORA shows the very less
drop rate. This is also based on the PDR.
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Fig. 9. Performance of Algorithms ACO, IDBACOR and DORA by
showing Packet Drop Ratio.

In Fig. 10, Fig. 11, Fig. 12 and Fig. 13 shows the
performance of APD and throughput represented in the form
of bar graphs and line graphs. The APD is reduced in DORA
compare with existing approaches. The throughput is
increased compare with ACO and IDBACOR.

The APD is used to measure the delay for the data
transmission from source to destination. Compare with other
approaches DORA shows the low APD.
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10.

Performance Representation of APD by using Bar Graphs.
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11. Performance Representation of APD by using Line Graphs.
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VI1.CONCLUSION

In this paper, dynamic and optimized routing approach
(DORA) is developed to overcome the several issues such as
dynamic routing in VANET's network. The proposed
approach shows the optimal path from source to destination.
This approach also overcomes very less packet loss which
didn’t show any impact on output. The DORA focused on data
transmission and communication between the nodes (vehicles)
in VANETs. DORA improves the performance by measuring
the parameters such as DTR, PDR, PDRatio, APD and
throughput. The experiments are conducted on 95 nodes
(vehicles). The performance of the proposed approach
achieved the better results compare with existing approaches
such as ACO, IDBACOR. The performance of DORA is
achieved the results such as PDR-91.96, DTR-493.19,
PDRation-8.04, APD-5.02, throughput-88.47. In future, an
improved simulation approach is to be developed to overcome
the several obstacles present in dynamic routing.
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Abstract—The emergence of cloud computing platforms
makes it easier to connect and collaborate globally without
setting up additional infrastructures such as servers and data
centers. This causes the emergence of threats to data security
against digital information. This security threat can be overcome
by cryptography. Examples of cryptographic algorithms are RSA
and NTRU. The main concern that arises in this research is how
to perform a comparative analysis between asymmetric
cryptographic algorithms, RSA (Rivest-Shamir-Adleman) and
NTRU (Nth-Degree Truncated Polynomial Ring) algorithms and
their implementation in cloud storage. Comparison of
performance between the RSA and NTRU algorithms at security
levels 80, 112, 128, 160, 192, and 256 bits by running 5 — 1000
data, the results obtained that the running time of the key
generation process and encryption of the NTRU algorithm is
more efficient than the RSA algorithm. Wiener's Attack test on
the RSA algorithm and LLL Lattice Basis Reduction on the
NTRU algorithm. NTRU algorithm has a more secure level of
resilience, so that it can be said that the NTRU algorithm is more
recommended for cloud storage security.

Keywords—Attacks; privacy; cryptography; RSA; NTRU; cloud
storage

I.  INTRODUCTION

Analysis of more than 135,000 organizations in 2020
shows that globally, cloud adoption has reached 81% as
measured by the use of productivity platforms based on
research from an information technology company and US
research firm Gartner. Cloud services have become a
significant industry. Cloud expects to grow from USD 50.1
billion in 2020 to USD 137.3 bhillion by 2025, with a
Compound Annual Growth Rate (CAGR) of 22.3% research
conducted Markets and Markets analysis. The increasing
popularity of the cloud is also accompanied by several security
problems in the cloud that are vulnerable to the possibility of
being exposed to unwanted parties, especially security
breaches in cloud storage [1]. Cryptography is one of the most
effective and efficient components of network security in
securing information. Cryptography ensures that only the party
who has exchanged the keys can read the encrypted message
(authentic party) [2]. The RSA (Rivest-Shamir-Adleman) and
NTRU (Nth-Degree Truncated Polynomial Ring) algorithms
are asymmetric cryptographic systems, however the NTRU
algorithm is a lattice-based algorithm where the key selection
is not only strong but also difficult to solve. Grid-based
cryptography in general, is an improvement over classical
number theory algorithms such as the RSA algorithm [3], [4].
This system is also known for its high level of security based

on worst-case hardness. Worst-case hardness is based on the
complexity of the problem grids and the shortest vector
problem (SVP). NTRU cryptosystem is a lattice-based
cryptography known to withstand quantum computing attacks,
and classical computing attacks [5], [6]. The RSA algorithm is
more optimal for the encode process than the DES algorithm
[7] besides that the RSA algorithm is superior to the EIGamal
algorithm [8].

Each algorithm bases on a different problem, such as the
security of the RSA algorithm, which is difficult to factor large
numbers into prime factors [9]. The operation of the NTRU
algorithm is based on objects in a truncated polynomial ring
R= Z[X]/(X"N-1) with convolution multiplication [10], [11].
The RSA algorithm, which is based on integer factoring, can
be attacked using the Wiener’s Attack algorithm, while the
NTRU algorithm can be attacked with the well-known
algorithm to find short vector, LLL (Lenstra-Lenstra-Lovasz)
Lattice Basis Reduction algorithm, which is a lattice-based
reduction algorithm [12]. In this research, a comparative
analysis will be carried out between the RSA (Rivest-Shamir-
Adleman) and NTRU (Nth-Degree Truncated Polynomial
Ring) cryptographic algorithms and obtain the running time of
key generation, encryption, decryption, and security level and
see which algorithm is better and implementation on cloud
storage using Flask.

Il. RELATED WORK

The RSA algorithm is an algorithm that can be used to
maintain the security and confidentiality of fingerprint data.
Besides that, the RSA algorithm can be also applied to cloud
computing security by using digital signatures combined with
the AES algorithm [13], [14]. The NTRU algorithm is a lattice-
based algorithm which refers to the lattice-based algorithm that
makes the NTRU algorithm more resistant to quantum
computing attacks [5], [6], [15], [16]. Cloud refers to a set of
services and infrastructure accessed through the internet. Cloud
service providers must use encryption algorithms to protect
user data, such as the use of Advanced Encryption Standard
(AES) algorithms, Rivest-Shamir—Adleman (RSA), Elliptic
Curve Cryptography(ECC), and NTRU Encryption [17]-[19],
in addition to the cloud, the application of the RSA and NTRU
algorithms can implement in the loT environment, the use of
an accelerated 10T environment, the security of data collected
and stored by devices becomes important [20]. NTRU's lattice-
based cryptosystem has lattice problems in the form of grid
problems and Shortest Vector Problem (SVP) and can be
attacked using the LLL (Lenstra-Lenstra-Lovasz) algorithm, a
well-known lattice-based reduction algorithm for grid-based
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cryptographic grid problems [21]-[24]. The RSA cryptosystem
is the most used in the SSL/TLS protocol that allows sensitive
information to be sent via the internet. Wiener's Attack shows
that the RSA algorithm can be attacked when the value of d is
relatively small compared to the modulus of N [25].

In this section, we provide an overview of our solution
comparative analysis of RSA and NTRU Algorithm and
Implementation in the Cloud. The comparative analysis model
is depicted in Fig. 1. According to the model, the model consist
of five steps : (A) the key generation, encryption decryption
process of RSA, (B) the key generation, encryption, decryption
process of NTRU (C) Winners attacks on the RSA (D) LLL
attack on and NTRU, (E) Implemented in cloud storage. The
process begins with the user who will upload the file to cloud
storage, this file can be called plaintext. The encryption process
will use the RSA and NTRU algorithm public keys. After the
encryption process is finished, an encrypted message or
ciphertext will be obtained, which will then be uploaded to
cloud storage, then calculated and compared for the running
time of the public key generation, the private key, and the
running time of the encryption process, and the attack process
on the public key. After the ciphertext file is uploaded to cloud

PROPOSED WORK

| LLL Lattice Basis Reduction Attack

éj

PDF File

Vol. 13, No. 3, 2022

storage, a download process will be carried out, where this
process will decrypt the encrypted message using a private key
and will obtain a decrypted file or plaintext file, then compare
the running time of the decryption process on the RSA and
NTRU algorithms.

A. RSA (Rivest-Shamir-Adleman)

In this section, the key generation, encryption decryption
process of RSA is the first step. It can be explained as follows:

1) Key generation: The key generation process in the RSA
algorithm begins with selecting the prime numbers p and g,
then looking for the value of n = p * q. Then select the e,
e < ¢, where p(n) = (p—1) *x(q —1), must be a prime
number. Select the encryptionkey ‘¢’, 1 < e < ¢ (n),
ged (e,¢(m)) = ()

e and ¢(n) are coprime. By using the Expanded-Euclidean
algorithm to calculate d, then:

ed = 1(mod ¢(n))
Or
ed =kp(n) +1

@)
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Generation

| Compare Running Time Encryption
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Fig. 1. Comparative Analysis of RSA and NTRU Algorithm and Implementation in the Cloud.
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Testing a number with the Rabin-Miller algorithm. If b,
=1orb, =n—1,then nisaprime number.
by = a™(mod n) 4
Ifb, # 1or b, #n— 1, do with Equation (9).
b, = by’mod n (5)
If b, = n— 1, then b, validated probability as a prime.

2) RSA encryption: Plaintext is made into blocks of
my, m,,ms,...,m, SO that each block represents a value
between [0, n—1] or (0 < m; <n—1). Where input

message m < n. Then calculate the c; ciphertext block for the
plaintext block through the Equation (6).

¢, = m®modn (6)

3) RSA decryption: Ciphertext ¢; is processed using
Equation (7) to get the original message, the plaintext
message.

m; = ¢;“modn 7

B. NTRU (Nth-Degree Truncated Polynomial Ring)

The key generation, encryption decryption process of
NTRU is the second steps. Before explaining further from the
stage one to the next. We give the principle of NTRU.

The principle of the object used by the NTRU public-key

cryptosystem is to use a polynomial of degree N - 1. If a and
b are two polynomials in the ring R, they can be defined in
Equation (8) and (11).

a= ag+ a;x+ azx?+az;x3+-+ ay_,x" %+
ay-1xV 7t 8)

= i alx! ©

Coefficient vectora will be represented as in the Equation
(20).

a = (ay,ay,ay, ., y_2,0y_1) (10)
b= by+ bix + byx? + byx3 4+ -+ by_x" 7?2 +

by_xN 11)
= Nk bix! (12)

Coefficient vector b will be represented as the Equation
(13).

b= (bo, bl' bz, ey bn_z, bN—l) (13)

The basic operations used in convoluted ring polynomials
are addition, subtraction, and convolution multiplication. The
polynomial coefficient (ap, a1, ..., an-1) iS an integer. Some
coefficient values are 0. This set of polynomials is called R.

1) Key generation: NTRU Key Generation begins with
selecting two polynomials f € L and g € L, provided that
f has an inverse modulo p and g, so f,, and f; can writing in
Equation (14), (15).

f* f, =1 (modp) (14)
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f* fg =1 (mod q) (15)

The private key consists of the polynomials f and f,,. After
determining the polynomials f and g, the public key can be
calculated by the Equation (16).

h =pfy * g (mod q) (16)

2) NTRU encryption: To perform the encryption process,
one chooses a polynomial m representing a message so that m
€ Lm and a random polynomial » € Lr. The message must
be converted to a polynomial m. Then select a small random
polynomial, r € R used to shuffle the messages. Calculating
the ciphertext e, with the Equation (17).

e=rx*h+m (mod q) @an

3) NTRU decryption: The decryption process begins by
calculating the polynomial a = f * e (modulo q), then define
the coefficient a between—q/2 and q/2 , then calculating the
polynomial b = a (modulo p) so that the private key f, is
obtained to calculate the value of d.

d = fp*b (mod p) (18)
Or
d = f x[f xelq(mod p) (19)

C. Wiener’s Attack

In this section, Wiener's attack is a type of cryptographic
attack against the RSA algorithm. This attack is the third steps.
The attack uses an advanced fraction method (continued

fraction). Continued Fraction of rational number % is an
expression of the form x = a,, and we get Equation (20).

X =ay+——r— (20)

ai+

@2taz

Where the coefficient a, is an integer and all other
coefficients for a; for i > 1 are positive integers. The
coefficient a; is called the partial quotients of the continued
fraction. Generate unique continued fraction, with Euclidean
algorithm, can efficiently determine all coefficients
ao, al, ey aN.

D. LLL Lattice basis Reduction

LLL attack on and NTRU is the four steps. It can be
depicted in Fig. 2.

u, Ul

=

Fig. 2. Basis Lattice.
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Fig. 2 shows an image of the vector lattice and lattice,
which is the basis of the LLL algorithm. The LLL algorithm is
a lattice basis reduction algorithm. The basis of a latticeB =

{by,b,,...,b,} will be defined as Gram-Schmidt basis B =
{b1,b;,..., by} by fulfilling the two conditions below:
(Size reduction) :
bi.b} .
Iﬂij|=| ﬁS%,wherelS}<lSn. (21)
b*
J

(Lovasz Condition) :

16717 = (c = uti-)Ibig |1 for 1< c<ldani<i<n
(22)
E. Cloud Storage

In this section, implemented in cloud storage is the five
steps. Cloud storage is a cloud computing model that stores
data on the internet through a cloud computing provider. Cloud
, storage is a cloud computing system that allows users to store
and share data on the internet [26]. Cloud storage operates
online, making it easier to retrieve and manage data. A cloud
storage architecture, where a web browser will connect to a
server that automatically accesses the database server. It can be
depicted in Fig. 3.

v} >

QLET\

SERVER DATABASE

Web browser

|
fm

v ]
Web browser

Fig. 3. Cloud Storage Architecture.

IV. PERFORMANCE ANALYSIS

In this section, we perform a comparative analysis of RSA
and NTRU Algorithm and an Implementation in the Cloud.

A. Parameter

Security level algorithms RSA and NTRU are used in the
Key Generation process. Table | shows the corresponding
NTRU and RSA key sizes with equivalent security levels.
Security level (k) 80, 112, 128, 160, 192, and 256 bits [27],
[28].

The parameter used in the RSA algorithm is to take
advantage of the number of bits selected, where the value of
these bits will affect the length of the key. The parameter
selection of the NTRU algorithm used in this study is the value
of N, p, and g. This value will be used as a determinant of the
length of the public key and private key which will later be
used for the encryption and decryption process. The magnitude
of this parameter is obtained from research [27], [28]. The
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explanation of the parameter values for each security level is
presented in Table 1. As well as the results of the running time
obtained based on the parameters used. It can be shows in
Table IlI.

Table | and Fig. 4 show that NTRU's bandwidth usage is
more efficient than RSA's when the level of security increases,
from the same standard used in both RSA and NTRU
algorithms, this security level will be used to compare the two
algorithms so that we get a better result.

B. RSA (Rivest-Shamir-Adleman)

1) Key generation: From the process of key generation,
encryption, and decryption of the RSA algorithm, the results
are shown in Table Il, showing the generation of public and
private keys. The running time results are almost the same for
low and moderate security, but public key generation is faster
at the highest security. Private key generation on the RSA
algorithm is faster at standard and high security.

2) RSA encryption and decryption: The RSA algorithm
encryption process uses the solution ¢; = m;* modn, to
obtain an encrypted message in the form of a ciphertext
message. The process of decrypting the ciphertext message is
done using the solution m; = ¢; mod n to make the original
message a plaintext message. The running time for the
encryption and decryption of the RSA algorithm at each
security level can be seen in Table I, showing that the results
of the decryption process's running time are faster for each
security level.

TABLE I. SECURITY LEVEL RSA, NTRU

Security Level (bits) NTRU (bits) RSA (bits)
80 2008 1024

112 3003 2048

128 3501 3072

160 4383 4096

192 5193 7680

256 7690 15360

Key Sizes (NTRU vs RSA)

16000 Variable
—e— NTRU
—= RSA

14000

12000

10000

8000

Key Size (bits)

80 T2 128 160 192 256
Security Level (bits)

Fig. 4. Comparison of Security Level RSA, NTRU.
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TABLE Il RUNNING TIME RSA

Security level Security level RSA Public Key Generation Private Key Generation Encryption Decryption

Y (bits) (bits) (second) (second) (second) (second)
Low security 80 1024 0.62634 0.62634 0.0469 0.0153
Moderate security 112 2048 6.59910 6.59910 0.2594 0.0780
Standard security 128 3072 25.77820 25.77820 0.4458 0.1370
Standard security 160 4096 58.39774 58.39774 0.9420 0.2884
High security 192 7680 682.09213 682.09213 5.6284 1.7493
Highest security 256 15360 6920.16406 6920.16406 41.5171 12.5220

C. NTRU (Nth-Degree Truncated Polynomial Ring)

1) Key generation: The main parameters of the NTRU
algorithm are integers N, p, q. This parameter value is used to
determine polynomial rings. The results of the running time of
the public key generation and the private key of the NTRU
algorithm can be seen in Table Ill. Table Il shows that the
speed of the public key running time is faster than the private
key at each security level.

2) NTRU encryption and decryption: The NTRU
algorithm encryption process is carried out using thee = r
h + m; (mod q) solution to obtain the ciphertext message.
Ciphertext message can be processed with decryption using
the NTRU algorithm to get plaintext message, with the
solution d = f, * [f xe],(mod p) . The encryption and
decryption process in the NTRU algorithm obtained results, as
shown in Table IIl. It can be seen that the encryption and
decryption process in the NTRU algorithm does not show a
significant difference. However, it can be seen that the
encryption process is faster for the low-security level and the
highest security. Moderate, standard, and highest security

indicate that the decryption process is faster than the
encryption process. The security level and the value of the
NTRU parameter increase affect the running time speed.

D. Comparison of RSA and NTRU Algorithms

1) Key generation: Longer keys will provide higher
security but will consume more computing time, so the value
of security and speed will be inversely related. Generating a
key with a long bit size can take from a few minutes to several
hours, as shown in Tables Il and IIl. From the two tables,
Table Il and Table 1lI, the results are that private and public
key generation in the NTRU algorithm is much faster than key
generation in the algorithm RSA for security levels 80, 112,
128, 160, 192, 256 bits, as depicted in Fig. 5.

2) Encryption: The time required to encrypt files using
both algorithms is compared to evaluate system performance.
From the data obtained, the time for encryption using RSA is
faster than NTRU with an average speed of RSA encryption of
2.3285 seconds and described in detail at different security
levels as shown in Table Il and Table I1I.

TABLE Ill.  RUNNING TIME NTRU
Security Key Private Key Encryption Decryption
Security level level (bits) (Skl)ffs ‘; N P q Public Key (second) (second) (second) (second)
Low security 80 2008 251 3 2048 0.5719 0.6281 0.5478 0.74925
Moderate security 112 3033 401 3 2048 1.9941 2.1696 1.5158 1.4010
Standard security 128 3501 439 3 2048 2.4076 2.6754 1.7236 1.6765
Standard security 160 4383 487 3 2048 2.9953 3.4613 3.6976 3.4571
High security 192 5193 593 3 2048 4.4289 5.1424 6.3630 5.4323
Highest security 256 7690 743 3 2048 7.9426 9.0723 79774 9.1061
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Key Generation (RSA vs NTRU)

7000 Variable
—8— pubrsa
—®= privrsa
i -#- pubntru
6000 pu
—k- privntru

5000

&
8

Time (second)
&
g

2000

1000

80 12 128 160 192 256

Security Level

Fig. 5. Comparison of RSA, NTRU Key Generation.

Enkripsi RSA, NTRU

Variable
—®— encRSA
—B enc NTRU

Time (second)

80 12 128 160 192 256
Security Level (bits)

Fig. 6. Comparison of RSA, NTRU Encryption.

From Table Il and Table 11l shows graphs of running time
for the encryption process for the RSA and NTRU algorithms,
as shown in Fig. 6. It can be seen that the encryption process
for low-level RSA security is faster than NTRU, but when it
reaches the security level of 256 bits, the NTRU algorithm is
much faster than RSA.

3) Decryption: The average speed of the RSA algorithm
decryption process is faster than the NTRU algorithm. RSA
algorithm is more efficient in decrypting data than the NTRU
algorithm. Table 1l and Table I11 show that when the security
level is 80, 112, 128, 160, 192 bits, the RSA decryption
process is faster, but when the security level is 256 bits, the
NTRU process is faster than RSA decryption.

A comparison for the decryption process in Table Il and
Table 111, a comparison chart is obtained for each security level
as shown in Fig. 7. It can be seen that the RSA decryption
process for low-security levels is faster than NTRU decryption,
but when the security level is at the highest security level,
which is 256 bits NTRU algorithm has a faster speed.

Vol. 13, No. 3, 2022

Dekripsi RSA, NTRU

Time (second)

80 112 128 160 192 256
Security Level (bits)

Fig. 7. Comparison of RSA, NTRU Decryption.

4) Wiener’s attack on RSA: The security of the RSA
algorithm depends on the difficulty of factoring large integers
to obtain prime numbers, which is one of the mathematical
computational problems that are difficult to solve. [29].
Wiener's Attack algorithm uses a continued fraction solution.
Table IV is the result of the running time of the Wiener's
attack process at different security levels, which shows that
when the security level is increased, the time to carry out
attacks will increase.

5) LLL lattice basis reduction on NTRU: The NTRU
algorithm with parameters N, p, g can show each parameter's
security level. The public key on the NTRU algorithm will be
tested using an attack in the form of LLL (Lenstra-Lenstra-
Lovasz) lattice basis reduction with the output obtained in the
form of running time. This attack can show the strength of the
NTRU algorithm. The strength of the NTRU algorithm is in
the difficulty of finding a short vector of a lattice.

In Table V, it can be seen how the LLL lattice base
reduction algorithm runs on different parameters. When the
value of parameter N increases, the time to carry out an attack
also increases, and when the value of N = 31, the time required
to carry out an attack takes more than 9 hours. From Table V, it
can be said that LLL can perform attacks on the NTRU
algorithm but in small parameters and cannot find short vector
problems (SVP) for a larger basis. When N's value is higher,
the running time of the attack process using LLL tends to
increase.

TABLE IV.  RUNNING TIME WIENER’S ATTACK

Security level Se_curity level R$A Wieners Attack
(bits) (bits) (second)

Low security 80 1024 0.09733

Moderate security 112 2048 0.35923

Standard security 128 3072 1.19537

Standard security 160 4096 1.46252

High security 192 7680 5.87838
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TABLE V. RUNNING TIME LLL ATTACK
No N p q LLL Attack (second)
1 24 3 128 6780
2 25 3 128 7260
3 26 3 128 18600
4 27 3 128 15420
5 28 3 128 24060
6 29 3 128 28980
7 31 3 128 > 9 hours (32400 second)

E. Implementation on Cloud Storage

1) Upload process: Fig. 8 is a flow block diagram of the
file upload process and when it is implemented to cloud
storage, as shown in Fig. 9. Fig. 9 shows the results of file
uploads using the RSA and NTRU algorithms applied to file
storage. When the uploaded file has been selected, the
uploaded file will be converted into a ciphertext message then
sent to the database server.

2) Download process: Fig. 10 is a block diagram of the
file download process that can be implemented in cloud
storage. Fig. 9 shows the uploaded file can be downloaded and
the file decryption process by pressing the download button.

Public Key

save private
key

Private Key

Store Encrypted
Files on Cloud
Storage

Y

Encryption Process ———» Cloud Storage
Fig. 8. Block Diagram Upload File.
No Nama File Activity
2 Lorem.pdf Download || De
henny.pdf
5 Lorem.pdf Download || De
6 Lorem.pdf
Lorem.pdf
No Nama File Activity

3 henny.pdf Jownload
4 henny.pdf
henny.pdf

file pdf

Fig. 9. File Storage.
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User Storage

Cloud Storage Private Key

Get Files from
Cloud Storage

Y

Decryption Process Plaintext

Fig. 10. Block Diagram Download File.

After pressing the download button, the program will
download the file and do the decryption process. Then will get
the result of a plaintext message.

V. CONCLUSION

The RSA algorithm (Rivest-Shamir-Adleman) and the
NTRU algorithm (Nth-Dimensional Truncated Polynomial
Ring) are algorithms to secure plaintext or original messages
by encrypting messages. In this study, the two algorithms
compared their performance in key generation, encryption,
decryption, attack, and their implementation in cloud storage.
Performance comparisons are made with two things, measuring
running time and testing the security of attack attempts on both
algorithms. From the results of this study, the results are as in
Table Il and Table I11. The use of the selected parameter for the
RSA bit, the higher the bit selected, the greater the time
required. The greater the value of the N parameter in the
NTRU algorithm, the greater the time required for the key
generation, encryption, and decryption processes.

In terms of running time in the key generation and
encryption process, the NTRU algorithm is more efficient than
the RSA algorithm. In terms of security, by testing the
Wiener's attack on the RSA algorithm and LLL Lattice Basis
Reduction on the NTRU algorithm, it shows that the NTRU
algorithm has a more secure level of resilience so that it can be
said that the NTRU algorithm is more recommended for cloud
storage security. In this paper, we have not discussed the
comparison of the LLL algorithm attacks applied to the RSA
algorithm and the NTRU algorithm. The comparison analysis
of the RSA algorithm and the NTRU algorithm has proven
successful, but it is hoped that in future research a different and
updated implementation can be carried out using other
algorithms, such as the comparison of the ECC and Elgamal
algorithms.
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Abstract—Agriculture is a typical contributor to the Egyptian
economy, which could benefit from the comprehensive
capabilities of Big Data (BD). In this work, we review the BD role
in the agriculture sector in responding to two main questions:
1) Which technique, frameworks and data types were adopted. 2)
Identification of the existing gap associated with the data sources,
modeling, and analysis techniques. Therefore, the contribution in
this paper can be outlined in three main aspects. 1) Popular BD
frameworks were briefed, and a thorough comparison was
conducted between them. 2) The potential data sources were
described and characterized. 3) A Conceptual framework for
Egyptian agriculture practice based on BD analytics was
introduced. 4) Challenges and extensive recommendations have
been provided, which could guide future development.

Keywords—Agriculture; big data (BD); big data paradigm; BD
processing framework; conceptual BD framework; geographical
information systems (GIS); Hadoop; spark

I.  INTRODUCTION

Climate change, water storage, and crop fluctuation are
major issues in Egyptian agriculture. Variations in market
prices and socio-cultural growth contribute to the volatility of
food availability. Several challenges need to be tackled to
improve agricultural productivity, such as low soil fertility,
insect diseases, limited technical adaptation, and varied
weather conditions. In the digital era, data become not only
valuable but also intelligent. BD term has been introduced in
mid-2011 to describe a broad set of heterogeneous large
volumes of data that can hardly be managed and processed
using conventional approaches [1, 2]. Massive amounts of data,
rapid data generation and delivery, organized and unstructured
data sources, validity, and value [3] are the five primary
elements that define BD, as shown in Fig. 1.

The BD paradigm encompasses the tools, storage,
processing, and security measures used [4]. An enormous
quantity of data may be analyzed using BD paradigm. It has
four parts: techniques, storage, processing, and representation
(see Fig. 2). They seek to find hidden trends and patterns in
vast amounts of data from several sources. The storage
provides management methods and tools for storing organized
and unstructured data.

A variety of cloud-based platforms are optimized for
maximum processing power. Data value and accessibility for
decision-makers are major BD challenges. Data quality,
integrity, and legal concerns have recently been addressed by
Egypt's government. Several private and public sector

endeavours to develop BD cyber-infrastructures. Recent
academic research has focused on combining data and
predictive analytics to assist governments better develop
agricultural action plans. BD analytics and Remote Sensing
(RS) can assist farmers manage their fields by extracting
insights from acquired data.

Several attempts have been made to employ BD in
agriculture [5]. BD is used by the business sector to increase
large-scale  commercial agriculture efficiency [5, 6].
Meanwhile, agribusiness makes better use of new
communication and data sources. BD tools and approaches are
utilized to successfully address and organize farm development
difficulties [7, 8]. Governments must plan for the transition to
digital agriculture. Several recent studies have explored BD in
agriculture. Herein, we also introduce the conceptual design of
BD in the Egyptian agriculture sector.

In this paper, we introduce a brief review of the potential
BD role in agriculture to answer two main questions. The first
question indicates the trending non-spatial and spatial BD
Framework. The second question manifests the growing
number data sources integrated within BD in agriculture.
Therefore, A conceptual framework to adopt BD in Egyptian
agriculture sector was presented and the main challenges and
further directions were highlighted.
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Fig. 2. The Big Data (BD) Paradigm.

The rest of this paper is organized as follows: Sections 2,
and 3 briefly sum up the similarities of popular non-spatial and
spatial BD framework. The potential BD data sources is
discussed in Section 4. Section 5 presents the proposed
conceptual framework for adopting BD in Egyptian agriculture
sector. In Section 6, the BD challenges and future directions in
the agriculture sector were discussed. Finally, Section 7
concludes the paper and provides future work.

1. NON-SPATIAL BD FRAMEWORKS

A. Batch BD Frameworks

The data had to pile up for hours or a few days to be
processed in a batch setting. The data had to be loaded in
memory processing time; otherwise, the data stored in
database, or file system [9]. Examples of batch BD frameworks
for large datasets include Hadoop Map Reduce and Spark. For
smaller size, Informatica and Alteryx are widely used. For
relational databases, Google BigQuery and Amazon Redshift
are utilized.

Google introduced Hadoop framework [10], which
comprised three elements, namely: Hadoop Distributed File
System (HDFS), Yet Another Resource Negotiator (YARN),
and MapReduce [11]. Typically, HDFS represents Hadoop's
core component, which introduces reliable storage [11, 12].
HDFS has two architectures NameNode and DataNode [20].
YARN is considered the cluster management component in
Hadoop framework [13]. Finally, MapReduce component
performs two main functions, map and reduce. The users only
define the map and reduce functions, and the framework is
responsible  for  other administrative  functions like
parallelization and failover. Overall, Hadoop MapReduce
employs HDFS for data storage, while YARN is employed for
resources control and job scheduling [10, 13].

B. Stream BD Frameworks

Stream Frameworks process data as soon as it arrives at
both micro-batches and real-time [9]. Examples of BD stream
frameworks include Apache Storm and Apache Samza [11].

1) Apache storm: Twitter developed Apache Storm to
process large-scale structured and non-structured data in real-
time fashion [14-16]. A typical Apache storm topology [17]
depends on a directed acyclic graph where the edge indicates
the data exchange, and the node represents computation
resources. A node is either a master node “Nimbus" or a
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worker node "Supervisor." All nodes could accept streams
(sequence of Tuples). In contrast, first nodes only
accept Spouts, which can read messages from external sources
and convert them to tuples and resend them to other bolts
nodes without any computation. Bolts receive, filter, compute,
join, and create Tuples. The exchange protocol between bolts
and spouts is defined by Stream grouping.

The Storm architecture [18] has three main components:
Nimbus, Supervisor, and ZooKeeper. Nimbus oversees worker
and slave nodes progress and assigns tasks in standard and
failure cases. The supervisor is a stateless daemon responsible
for initiating monitoring and restoring topologies execution
[18]. ZooKeeper [19] maintains configuration information,
distributed synchronization, and group membership.

Trident Application Programming Interfaces (APIs) were
utilized in topology, which provides a wide range of high-level
operators [14]. Trident APIs split the workload into micro-
batches. The batch size is set as a parameter to control
throughput and latency. However, their topologies are
unfortunately inadequate to execute iterative algorithms due to
their Directed Acyclic Graphs (DAGS) nature [20].

2) Apache samza: LinkedIn developed Apache Samza to
tackle stream processing issues like scalability, resources
allocation, etc. [21]. Apache Samza is built upon two other
BD processing frameworks: Apache Kafka and Hadoop
YARN [11, 21]. Apache Kafka is based on five main
components: Producer, Topics, Consumer, Partitions, and
Brokers. The Producer component is responsible for writing a
topic for Kafka system. Every data stream entering Kafka
system is called Topic. A consumer is an element with both
reading ability to a Kafka topic and responsibility to maintain
information with respect to its offset to be used in the case of
failures. Brokers are the ingle nodes that form the Kafka
cluster.

C. Hybrid BD Frameworks

Some applications require batch and stream processing
frameworks. Therefore, it is mandatory to use hybrid
processing frameworks in such cases. Apache Spark, as well as
Apache Flink, are regarded as the most notable examples.

1) Apache spark: Apache Spark represents a hybrid
framework constructed on top of Hadoop engine but optimizes
processing through accelerating batch processing workloads
using complete in-memory processing [11].

Apache Spark limited the creation of storage layer links to
two cases: loading the data into memory to be processed and
storing the final results. Unlike Apache MapReduce, Spark
piles the intermediate results in memory. Resilient Distributed
Datasets (RDDs) are the core data structure of Apache Spark,
allowing developers to accumulate intermediate for reusability
purposes. RDDs are fault-tolerant that could optimize
partitions, maintaining the stored data [22].

Apache Spark framework [22] includes several main
components combined with upper-level libraries such as
Spark's MLIlib for machine learning [23], GraphX [24] for
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stream processing, and Spark SQL [25] for stream processing,
and structured data processing.

Spark core is implemented in Scala and supports multi
clusters. Spark supports upper-level APIs like Scala, Java,
Python, and R and operates various data visualization and
analysis algorithms. A cluster manager is utilized for
requesting cluster resources for jobs' execution. Spark built-in
cluster manager has many cluster managers used by Spark
core, such as Hadoop YARN, Apache Mesos, and
AmazonEC2. Besides, Spark enables data access in different
data sources, such as HDFS, Cassandra, HBase, Hive, Alluxio,
and many other data sources.
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2) Apache flink: Apache Flink [26] is regarded as an
open-source hybrid framework for applications such as real-
time analytics, continuous data pipelines, batch processing, in
addition to iterative algorithms. The main advantage is
processing huge data volumes at an economic level of latency
and high fault tolerance in a distributed environment. The
DataSet API is used to process finite data sets and is often
known as batch processing [26].

Finally, Table I compares the mentioned BD processing
frameworks based on the following factors, including cluster
architecture, data flow, data processing model, fault-tolerance,
latency, scalability, back-pressure mechanism, programming
languages, as well as different machine learning libraries.

TABLE 1. A COMPARISON BETWEEN POPLAR NON-SPATIAL BD FRAMEWORKS
Framework Hadoop Storm Trident Storm Samza Spark Flink
Processing type Batch Stream Stream Stream Hybrid Hybrid
Computing cluster |y gy Nimbus Nimbus YARN and Kafka YARN and Mesos YARN and Kafka
architecture
A queue of RDDs called
MapReduce data . Kafka - Kafka job — DStream processed one- | stream -> system
Data Flow flow cyclic graph DAGs Kafka at-a-time using micro- (operators) -> sinks
batching cluster
'\D/Ieggjrocessmg MapReduce at-least-once exactly-once at-least-once exactly-once exactly-once
g R Yes (generating
Fault-Tolerance Yes Yes Yes Yes Yes (using lineage) snapshots)
several several
Latency low o milliseconds for Several milliseconds High Low
milliseconds
small batches
User-defined Yes (only tasks that
Scalability Yes Yes parallel Yes Yes (user demand) can be done in
processing parallel)
Back-pressure -
Mechanism No Yes Yes No (buffering instead) Yes Yes
Java API with ig‘;%gg' with
Programming adapters for API for Scala, Java,
Languages Java mostly Python, ;(r)]rdPython, Ruby, Java mostly Python, and R Java and Scala
Ruby, and Perl Perl
Support for compatible with — compatible with . .
Machine Learning Yes SAMOA AP Trident-ML SAMOA API Yes (Spark MLlIib) Yes (FlinkML)

I11. SPATIAL BD FRAMEWORKS

A. Hadoop-based

1) Hadoop-GIS: Hadoop-GIS is regarded as a
MapReduce-based framework to process large-scale vector
data, partitioning, as well as geographic queries [27].
Geographic (Spatial) queries can take many forms, such as
descriptive, spatial relationship-based, distance-based queries,
along with spatial mining and statistics techniques. In order to
boost query performance, Hadoop-GIS utilize a spatial
partitioning and local spatial indexing called SATO [41].
However, complex geometry forms, such as convex/concave
polygons, line string, multi-point, as well as multi-polygon,
are not supported. In fact, Hadoop-GIS supports only two-
dimensional data and two query types over geometric objects,
including box range as well as spatial joins.

2) Spatial-Hadoop: Spatial-Hadoop is a complete
MapReduce framework that was introduced to overcome
Hadoop-GIS limitations. It contains two new components for
efficient and  scalable  spatial data  processing:
SpatialRecordReader and SpatialFileSplitter to support spatial
data, spatial indexes, and operations [28].

Spatial-Hadoop supports different geometry types, such as
points, multi-points, line strings, and polygons. In spatial
indexes, spatial partitioning approaches were implemented,
such as uniform grids, R-Tree, Quad-Tree, K-Dimensional
Tree (KD-Tree), as well as Hilbert curves. Also, it supports
many predefined spatial operations, such as box range queries,
KNN queries, and spatial joins. Besides, it supports various
geometric objects, including segments and polygons, and
operations over them, producing convex hulls in addition to
skylines. The mentioned capabilities are implemented in
Spatial-Hadoop as distributed geometric data analytics
framework.
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B. Spark-based

1) Spatial-Spark: Spatial spark is a framework to process
GIS data based on cluster computing. It was constructed on
top of Spark RDD for providing a broad range of spatial
operations, including range query, spatial join, spatial
filtering, R-Tree index, and R-Tree partitioning to boost
queries [29]. Spatial-Spark can be considered an in-memory
BD framework intended for supporting two spatial join
operators, including broadcast spatial join and partitioned
spatial join [29].

2) Geo-Spark: Geo-Spark is regarded as an in-memory
cluster computing framework constructed on Spark top to
process large-scale GIS data faster than Spatial-Hadoop [30].
Geo-Spark expands the concept of RDDs as well as SparkSQL
for supporting spatial data types, indexes, in addition to
geometric operations at scale. It also helps spatial data
partitioning systems, including a uniform grid, R-tree, Quad-
Tree, KD B-Tree, as well as KNN queries. Geo-Spark is
optimized to select a suitable join algorithm for achieving a
balance in a cluster between run time as well as memory/CPU
use [31]. Geo-Spark enables the Apache Spark developers for
developing efficient spatial analysis applications utilizing
operational quickly (for instance, Java and Scala) in addition
to declarative (i.e., SQL) languages and spatial RDD APIs.

Toward more solid knowledge, principal differences and
similarities among Hadoop-GIS, Spatial-Hadoop, Spatial-
Spark, and Geo-Spark [30, 31] dependent on prevalent
characteristics such as spatial partitioning, spatial indexing,
DataFrame API, in-memory processing, etc., are summarized
in Table II.

TABLE II. COMPARISON AMONG POPULAR BIG GIS DATA PROCESSING
FRAMEWORKS
Hadoop- Spatial- Spatial- Geo-
Feature GIS Hadoop Spark Spark
DataFrame API X X X ~
In-memory
processing X X v v
Spatial Partitioning | SATO Multiple Multiple Multiple
. . R-/Quad- R/Quad-

Spatial Indexing R-Tree Tree R-Tree Tree
KNN query v \ x J
Query optimizer X x x ~
Distance query \/ N N N
Distance join v \/ N \/
Filter (Contains) v \/ N N
Filter
(ContainedBy) v v v X
Filter (Intersects) v S V V
Filter
(WithinDistance) v v v X
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1V. BD MAJOR DATA SOURCES

A. Satellite Imagery

Satellite imagery is captured by active or passive sensors to
study the Earth's surface [9]. The collected images using
passive sensors estimate reflected sunlight emitted from the
sun. In contrast, the images are usually acquired using active
sensors. In heavy cloud cover, rain conditions, and at
nighttime, active sensors, including the Synthetic Aperture
Radar, are efficiently utilized to tackle limitations of passive
sensors and increase the observational capability for agriculture
applications.

B. Wireless Sensor Web and loT

Wireless Sensor Network represents a collection of
heterogeneous and sophisticated sensors responsible for
collecting various data types, including temperature, humidity,
wind, etc. WSW depends on Internet of Things technology
(loT), which integrates and deploys several heterogeneous
spatially distributed sensors to enrich the identification and
visualization capabilities of different agriculture areas [32].
The collected data [33] could facilitate the communication
between the farmers, experts, and investors to maintain a closer
day-to-day management when classical communication
methods fail. Despite their wide usability in smart farming,
WSW lacks the comprehensive coordination to different data
sources as well as protocols from “Socio-techno-economic
perspectives” [34].

C. Crowd-sourcing and Social-media

In the last few years, several platforms were developed to
collect data from the public. These platforms either actively
contributed where contributors are aware of the data collection
[35], such as crowdsourcing, or passively contributed where
contributors are not aware such as social media [36]. Unlike
crowdsourcing platforms, social media are used to track pest
and sharing weather information.

Social media is utilized in agriculture development for data
gathering, information extraction, analytic workflow, geo-
location pattern/image/text analytics, and information
transferring over social media services [37]. Real-time
analytics dependent on social media platforms [37] offer
considerable chances for automatic detection and monitoring of
plant disease, yield productivity, and forecasting [38]. For
social media data, visual analytics can simplify Spatio-
temporal analysis and generate a spatial-based decision for
supporting environment, helping small farmers match end-user
demand. Social media not only depends on text messages but
also depends on posted videos and images by users. Analysis
dependent on image/video, along with visual analytics, utilize
social media posts to extract critical information.

D. Mobile CDRs and GPS Traces

GPS traces and mobile CDRs data are valuable resources,
especially in natural disasters management such as landslide
monitoring, Tsunami monitoring, earthquake management,
forest fire, and flood management. GPS traces data had been a
value-added in different agriculture applications [39], like
identifying mobility patterns for agriculture machines and fuel
consumption tracking.
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E. Simulation

Numerical simulation, or referred to as forecasting, is
regarded as one of the essential agricultural contributions to
meteorological phenomena, land surface phenomena, and
diverse pollutions kinds [40, 41]. Also, mechanistic modeling
has helped estimate water spray [42] and parameter estimation
of subsurface pipe [43].

The modeling and simulation tools for agriculture
management focus on different aspects. Several mechanistic
models were developed to enrich the scientific understanding
of agriculture aspects to gain insights into physical, chemical,
and biological control parameters in crop and animal
production systems. Another group of simulation models was
developed to plan and support decision-makers.

F. UAVS, Drones and LiDAR

UAVsS, as well as drones, deliver images and videos with
very high-resolution amenable to be utilized in various
agriculture applications [44] such as live-stock monitoring,
crop production, yield prediction, fertilizer, pesticide spraying,
and soil mapping [45]. Many sensors can be embedded in a
UAV or drone, such as weather sensors, cameras, and LIiDAR
sensors. The obtained sensors data can be integrated into real-
time decision making in many fields such as spraying of
pesticides through drone, plant phenotyping, and vyield
production estimation [46].

LiDAR technology [47] can create detailed topography
maps and Digital Elevation Models (DEMS) necessary in crop
architectural parameters, forests, and crop parameter analysis.
LiDAR can also help in yield forecasting and monitoring, soil
types, estimate and prevent soil erosion, land segmentation,
and crop analysis field management [48]. LiDAR technology is
highly valuable in geospatial community, with the massive data
amounts amenable to utilization in a diversity of applications.

G. Vector-Based GIS Data

Vector-based GIS data provides powerful add-ons in
agriculture management applications [49] like farmland
suitability analysis, estimation fertilizer costs, and pesticide.
Additional geospatial analysis for critical facilities (healthcare
providers, schools, fire station, etc.) [52], estimation of the
actual effect on human (age, gender, social and economic
status, etc.), resources inventory (vehicles, supplies, equipment,
etc.), and infrastructure (utility grids and transport networks)
help and empower farmers community. Common GIS data
sources enrich precision agriculture in developing countries
[49].

In [49], the authors implemented a framework that
integrated GIS with Multi-Criteria Decision Analysis (GIS-
MCDA) to assess land suitability for irrigation with reclaimed
water. In [53,54], the authors developed a G1S-based approach
that studies the appropriate soil-site citrus features for
enhancing productivity.
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From the above discussion of various BD sources, it can be
noted that satellite imagery, aerial imagery, crowdsourcing,
social media records, simulation and GIS data could offer
economic solution to enrich the Egyptian farming sector with
valuable information. On the other hand, WSW, loT, video and
images from UAVs, GPS traces and CDRs, and LiDAR could
be valuable and cost-effective data sources for private sector
that could open new business opportunities.

V. A CONCEPTUAL FRAMEWORK FOR USING BD IN
EGYPTIAN AGRICULTURE

In Egypt, agriculture's contribution of real GDP growth fell
from 16.5% in 2002 to 11.4% in 2018 [1]. It employs 14.5
percent of the active population [1, 50] and supplies 91.5
percent of the population's requirements. It also only exports
8.7% of total commodities. BD analytics, the "new oil," can
help the agriculture industry [51, 53]. According to a recent
study, the internet's ubiquity and suitable communication
technologies might assist evaluate enormous volumes of
gathered data to address critical concerns like desertification
and global food costs. Two significant reasons [51] often
influence BD analytics adoption in Egypt:

e Push factor determines the motivation opportunities
such as the new governmental investments in
technology and infrastructure.

e Pull factor analyses business factors such data quality,
security, and availability.

Egyptian agriculture issues fall into three categories:
monitoring, management, and forecasting. As illustrated in Fig.
3, we developed a conceptual framework to address Egyptian
agriculture difficulties using BD analytics. The next parts
describe data collecting, data analysis, and issue solutions.

A. Data Collection

Data collection, the first and primary step of BD
applications, aims to collect a variety of structured and
unstructured data, including soil, yield, climate data, satellite
images, and other information sources. The basic modules
implemented in this stage include filtering and harmonizing the
captured data and nullifying unnecessary data. Also, metadata
is generated for each dataset to identify how the data is
rendered and analyzed.

B. Data Analysis

The collected data had to be prepared by extracting the vital
information for further analysis. The valuable information is
extracted by cleaning, interpreting, integrating, mining,
analyzing, and warehousing data in this stage. Different
analysis approaches could be performed to improve data
understanding, such as visual analysis, prescriptive, diagnostic,
and predictive analysis.
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Fig. 3. The Proposed Conceptual Framework for BD in Egyptian Agriculture.

Generally, visual analysis can be utilized to gain insights
about the uncovered relationships within massive datasets and
empower investigators for obtaining more intuitive visual
cognition as well as efficient decision-making assist. Now,
government, as well as related policymakers, may utilize the
aforementioned BD sources for conducting visual analysis of
water resources monitoring, weather condition, soil condition,
and close contact of scientific researchers for making
decisions. Moreover, visualization is principally accomplished
through GIS. By linking BD and GIS can help farmers,
enterprises, and institutions better understand their spatial
patterns as well as relationships. In this regard, GIS technology
should first be provided with properly attained BD. The data
collection is no longer restricted to conventional facilities and
approaches, including stations, satellite RS, and field
measurement. Besides, it still extends with IoT and UAV
capabilities. For processing and analysis, this appears to
happen primarily via batch processing technology like
MapReduce and distributed system infrastructure like Hadoop.

The collected data is amenable to be transformed into an
acceptable format for GIS systems. Decision-makers utilized
tools such as GoogleEngine, which provide interactive digital
maps with almost real-time visualization of much free satellite
imagery and a continuous development platform for the
intelligent integration of multi-sources information.

1) Descriptive analytics: Descriptive analytics enable
visualization and interpreting of the collected data in order to
answer the “what happened?” question [2, 7]. Several
visualization tools and Ad-hoc were implemented for various
data-related agriculture sources to tackle the complex nature
of both structured and unstructured data. A basic
summarization of these large volumes of data can be
performed in diverse formats, including summaries, i.e.,
tables, charts, spreadsheets, etc.

2) Diagnostic analytics: Diagnostic analytics motivate
analysts to perform a root cause analysis to discover key
reasons for the events. A smart, well-designed dashboard
combined with time-series data offers analysts mandatory

tools to quickly summarize an overview that matches the
business objectives. The question answered using diagnostic
analytics is, “why did it happen?”. Data mining, as well as
correlation, can offer profound perception into defining the
targeted problems and issues. DL is a full orientation shift in
supervised machine learning, such as pattern recognition and
natural language processing.

3) Predictive analytics: Predictive analytics aims to
predict future by answering the “what is going to happen?”
questions. Generally, ample statistical and machine learning
approaches aim to correlate past and today data to assume the
future.

4) Prescriptive analysis: Prescriptive analytics assess
analysts for determining optimal actions and decisions on the
basis of answers to a diversity of questions concerning “what
might happen?”. For instance, analysts might possess
numerous choices for dispatching maintenance actions
towards a specific asset. For maintenance actions, the time-
varying expense required items to be repaired or substituted,
while the risk linked to each of such decisions is capable of
determining the optimal dispatch. Prescriptive analytics
synthesize the BD, diverse sciences’ principles, business rules,
in addition to loT disciplines for receiving the predictions
merits, followed by taking the most optimal decisions.
Prescriptive analytics goes beyond the prediction. Indeed, the
“what will happen” and “when will happen” questions should
be able to justify the “why it would happen” questions.

C. Problem Solving

Finally, the collected data is converted into actionable
perceptions. Herein, the data captured from different sensors
could be utilized to improve the monitoring, management, and
prediction of agriculture sector activities in Egypt.
Furthermore, BD is utilized to boost predictive insights in real-
time for future outcomes in farming. Recently, the private
Egyptian agricultural sector started implementing innovative
technologies, particularly those requiring large scale of
operations and costly initial investment. To implement new
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technologies, this possesses a substantial influence on farmers’
prospects. The modern visualization and analysis tools enable
farmers, experts, and research institutions to easily connect and
simplify data management in a cost-effective way. Such a shift
to new technologies comes true by research as well as
development in hardware and software services. Recently,
agricultural innovation has caused auspicious new methods for
boosting productivity. However, for Egyptian farmers, access
to high quality and precise information at a reasonable expense
is challenging.

Various efforts had been conducted to incorporate BD
technologies in the agriculture sector. BD analytical help
governments to establish policies and define mitigation plans
toward climate change adaptation to secure food. BD
integrated with 10T technology effectively supports a wide
range of daily agriculture activities such as livestock
monitoring, pest monitoring and fertilization control.

Several studies had investigated the power of BD in digital
farming worldwide to effectively estimate the biophysical
factors of different crops and yield prediction which adopted in
crop monitoring, and the investigation of irrigation water
needs.

VI. CHALLENGES AND FUTURE DIRECTION

This section discusses the open issues and challenges that
face big data in agriculture sector. Some of the challenges were
identified from the literature have been discussed previously.

A. Big Data Acquisition

Agriculture sector in Egypt requires different set of data
from different sources in order to fill the gaps between current
and required state by BD analytics. The integration of multiple
data sources will improve data quality and data integrity,
provided that individual data validation is conducted before
data integration. In the context of agriculture management, data
integration can benefit from the data semantics or properties
related to the data itself. It is impossible to avoid noises and
misinformation from big data as a lot of these are
unintentional, especially from social media and crowdsourcing.
Also, data privacy and accuracy issues associated with big data
acquisition still represent significant challenges, despite the
available protocols and analytical method which are crucially
required during the acquisition process. One of the proposed
solutions that can help to eliminate such noise and
misinformation is to develop a framework that enables the
integration of multiple sources of data, such as crowd-sourcing
data sensor outputs. The framework could facilitate the
detection to the anomaly or improper values caused by system
failure or misleading data acquisition methods. Machine
learning techniques can contribute to the integration filtration
process to increase the data quality

B. Big Data Analytics

Due to the integration of multi-platform, multi-scale, and
multi-discipline data, there is a must to enhance the predictive
modeling capability for the farm management to become more
efficient. Activities and research associated with using the
integrated information and the results of predictive analysis are
expected to better enhance our capability to efficiently handle
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livestock, farm clinic, and supply and chain process. It has
been noted that crowd-sourced data provided by affected
farmers have significant value during the management and
decision making. However, analytical methods are still
strongly required to integrate these crowd-sourced data reliably
and precisely into the physical sensing data (e.g., satellite,
UAV) and official data (e.g., terrain data, census data). Only in
this case, the smart farming can be effectively depicted in
terms of pests control, livestock managements, and vyield
production. Hence, the decision-making processes can benefit
from the analytical results and build food security system that
benefits populations and communities

C. Cyber-infrastructures

There is a critical necessity for the design and development
of cyber-infrastructures so that big data can be effectively
integrated into agriculture sector management agencies for
real-time decision making. These cyber-infrastructure
capabilities provide shared knowledge and communicating
platforms to the decision-makers and responders from different
organizations to conduct the process required in agriculture in
an effective way. Research efforts and related activities are still
needed to overcome the challenges emerging from big, sensed
data, including efficient data management, fast data transfer,
and intuitive data visualization.

VII. CONCLUSION

This paper conducted a systematic literature review to
inspect the recent cutting-edge research of BD in the
agricultural and farming field. BD analytics can help the
Egyptian agriculture sector overcome several challenges;
however, it required a hefty investment to be integrated.
Egyptian Farmers had to adopt modern and new technology to
balance the food gap and supply concerns. This paper reviews
242 peer-reviewed articles on BD in agriculture, indicating
BD's prominent role in tackling the agriculture sector's
challenges. Therefore, ample conclusions were drawn:

e The up-raising trend in adopting BD in different
agriculture applications, the availability of free satellite
imagery, and the massive computational capabilities
and efficient machine learning algorithms help
researchers gain insights and recommend solutions to
agriculture challenges.

e BD tackled a more comprehensive
applications, even in the agriculture sector.

range of

o Satellite imageries were specifically employed to
produce different popular vegetation indices and land
cover maps, especially Landsat and Sentinel-2 imagery.

e Extensive studies adopted different machine learning
methods for RS data processing. In the last five years,
deep learning had been adopted in several studies,
especially in crop mapping and pests and disease
identification.
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Abstract—In recent years, the drastic increase in the number
of vehicle thefts brings about at an alarming rate around the
world. However, existing vehicle tracking devices have certain
limitations including the lack of ability to determine if the vehicle
is on the right route. To address this problem, this study focused
on the design and development of a vehicle tracking prototype
with route detection, emergency button, and STATUS command
to monitor the current location of the vehicle. Arduino Mega
2560, SIM900 Global System for Mobile communication (GSM)
module, and NEO-6M Global Positioning System (GPS) module
were used to develop the prototype. The GPS module, push
buttons, and SMS command served as an input. The Arduino
Mega 2560 was programmed using an algorithm to determine if
the device deviated from its route, detect if the emergency button
was pressed, and if STATUS command was received. The system
sends a SMS if the vehicle deviated from its path, emergency
button is pressed, and a STATUS command from the operator is
received. Results showed that after several trials the prototype
was successful in performing its functional objectives. The
prototype was only limited to the use of a prototyping grade GPS
module. The GPS used a built-in antenna and took time to
connect to satellites. It is recommended to use an industrial grade
GPS module and connect an external antenna to improve signal
strength.

Keywords—Arduino; global positioning system; GPS; global
system for mobile communications; GSM; vehicle tracking; route
deviation detection

I.  INTRODUCTION

As the number of automobiles in the road increases, the
crime involving larceny or vehicle stealing also increases [1].
In recent years, the drastic increase in the number of vehicle
thefts brings about at an alarming rate around the world [2].
The Interpol Statistics revealed that 4.2 million vehicles were
reported to be stolen in 2008 from 149 countries [3]. In 2020,
the National Insurance Crime Bureau (NICB) further revealed
that the vehicle theft increased considerably which totaled up
to 873,080 compared in 2019 [4].

Evidently, the scenario is also common in the Philippines
with a highest record of 13.2 cases of vehicle theft per
100,000 population in 2014 [5]. The volume of vehicle theft
has brought to a national concern which ranks third next to
theft and robbery among all property crimes in the country [6].
Recently, the vehicle theft in the country was at 4.6 cases per
100,000 population in 2018 [5].

The application of this study could be significant to
corporations such as the banking sector, logistics company,
and food industry in improving vehicle security during

transportation of confidential materials, and accomplishing
projects to avoid unwanted intrusions, delay, and theft. This
study can also benefit the vehicle operators in terms of theft
recovery and improvement of performance in vehicle security,
tracking, and monitoring. This study can serve as a basis or
foundation to future researchers in relation to vehicle
monitoring and tracking system.

To address the growing concern in vehicle tracking, the
proponent intended to design and develop an easy-to-use
vehicle tracking and monitoring system with route deviation
detection and SOS capability. The study also aimed to use the
nature of Global System Monitoring — Short Message Service
(GSM-SMS) Technology to effectively send notifications and
location details of the vehicle when the vehicle deviated from
its path, if the button was pressed during an emergency
situation, and “<STATUS>” command was requested to
determine the current status of the vehicle.

Il. LITERATURE REVIEW

Khin and Oo [7] created a vehicle tracking system that
utilizes GPS technology to determine a vehicle’s location. The
study used GPS and GSM technology, in which the embedded
GPS module retrieves the vehicle's location. After which, the
GPS continuously monitor the movement of the vehicle and
plot the location using Google Map and displayed on a
webpage. The vehicle’s position was also saved through
MySQL databased using XAMPP platform.

Besides, Sharp, Cable, and Burns [8] used GPS technology
for tracking the movements of the visitors in heritage sites.
The research utilized GPS to understand the temporal and
spatial distribution of the visitors’ movements. The findings
were used to develop strategic opportunities to attract the
visitors to the less visited areas of the heritage site and
properly engage with the site.

The study of Shukla [9] incorporated GPS technology for
landmine detection wherein GPS was attached to a rover and
the rover was controlled using Dual Tone Multiple Frequency
(DTMF). A landmine detection circuit was installed to the
rover. When a landmine is detected, the rover returned the
location from the GPS and directly sent to the operator and
locate the landmine.

The recent studies mentioned above used GPS technology
for tracking the movements of a robot, tourist, and vehicles.
However, none of the studies utilized GPS to track the
movement of a vehicle that identifies whether object of
interest to be tracked deviated from its route or not. The
studies also were not able to determine if the object being
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tracked arrived to the specific location based on the
coordinates from the GPS module.

The study of Reddy, Krishna, Chaitanya, and M.
Neeharika [10] used GSM technology in developing a security
alarm based on door knock patterns. Piezoelectric element was
used to detect the door knocking pattern to detect possible
intruder. When a correct knocking pattern is detected, the door
unlocks, otherwise, the prototype sends a text message to the
home owner indicating that possible intruder is present.

Sakthivel et al. [11] established the same concept, where
they used a Vehicle Security System using embedded and
GSM Technology. They designed a security system for
automobiles by installing the device in the vehicle. Sakthivel
et al. [11] created a password system before starting the host
vehicle, alerting the owner of unauthorized persons attempt to
drive the vehicle.

The concept about the use of GSM technology as a
medium for sending a notification to the concerned personnel
was used in the study. The GSM technology had provided
various application in security and emergency purposes.
Unlike the studies mentioned above, the study utilized the
GSM technology to send an emergency alert notification
whenever the SOS button is pressed. GSM was also used to
monitor the current status of the vehicle when the operator
sends a “<STATUS>” command, which were absent to those
studies.

I1l. RESEARCH METHODOLOGY

A. Research Design

The research design used in the study was developmental
research approach, which aimed to the design and
development of both hardware and software components to
produce a desired system that tracks the vehicle, check if the
vehicle deviated from its path, and retrieve data from the GPS
including the speed and the coordinates, button-trigger for
emergency purposes. The system utilized the Global System
for Mobile Communication (GSM) to transmit the data to a
mobile phone. This study was non-experimental, since there
were no manipulations of the variables.

Waterfall Method was used in this project; waterfall
method is a sequential design process in which progress is
seen as flowing straight downwards through a series of phases.
Waterfall model was utilized since the proponents should
complete each phase in order to proceed to the succeeding
phase. Overlapping of the phases is not possible.

Fig. 1 showed the process started from the procurement of
the materials. When the materials were already procured, the
hardware, which includes the circuitry and the 3D printing
were done. The programming phase under the software
development commenced to test the functionality of the
system based on the objectives of the study. When the
prototype was already built, the proponents tested the
prototype to various locations with the vehicle having the
prototype attached to it. Data analysis was then carried out to
discover the findings of the data obtained from the prototype
sampling.

Vol. 13, No. 3, 2022

Procurement of
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Node Circutry 7}
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Data Analysis

Fig. 1. Flow Diagram of the Study (Waterfall Method).

1) Data sampling: The proponent selected fourteen (14)
distinct locations in Davao City. Four (4) locations were
selected as the deviation route. While ten (10) locations were
selected as the route. The prototype was put inside the vehicle
and the vehicle travelled along the pre-determined route. The
proponents then recorded if the prototype was able to record
each location where the device traversed. Also, it was
recorded if the prototype was able to detect the deviation route
and if it successfully notified the user about the deviation. The
SOS feature was also tested by pressing the SOS button
repeatedly. Lastly, the “<STATUS>” command was also
tested if the prototype was able to reply to the user the current
location (coordinates), the current speed (kph), and the link to
Google Maps.

The data for the deviation detection functionality was
collected by recording whenever the coordinates from the GPS
module were inside a specific area. If the coordinates were
recorded in a specific area, the program then checked if that
area was a deviation area. A success remark was recorded,
which denotes that the prototype was able to identify the area
correctly, and if successfully sent a SMS notification
whenever the coordinates were inside the deviation area.
Otherwise, no message was received.

The status command functionality was tested by giving ten
alternating requests. Five requests for no status, and another
five status requests. When the user sent a “<STATUS>”
command, the prototype sent a SMS notification to the user.
When no status request was sent, the prototype did not send
any message. These two criteria were used to give a success
remark. However, when the user sent a “<STATUS>”
command to the prototype and no reply was received, or if the
user did not request any status from the prototype but received
an SMS, a failing remark was given.

Lastly, the same logic was applied to evaluate the SOS
command. Whenever the driver pressed the emergency button
on the device, the prototype sent an emergency notification on
the dispatcher and a success remark was given. However,
when the driver did not press the emergency button, and the
prototype sent an emergency notification to the dispatcher,
then, a failing remark was recorded.
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B. Research Procedure

The research procedure focuses on the five major areas in
the study, which included the materials used in the study, node
circuitry development, software development, prototype
testing, and data analysis. Procurement of materials discussed
what materials were used in developing the study including
material description and supplier. The node circuitry
development discussed how the hardware counterpart of the
prototype was built including the circuitry and the enclosure
of the device, while the software development tackled the
method on how the device was programmed. The prototype
testing explained the method on which the data were collected.
Lastly, the data analysis showed the tools to analyze the data
and arrive with a comprehensive conclusion.

1) Materials: Prior to the development of the project, the
following materials were procured, which included the
Arduino Mega 2560 Rev 3, which served as the motherboard
of the prototype. The SIM900 GSM module, was used to
manage the SMS notification between the device and the
receiver (driver and dispatcher). Ublox Neo 6M GPS module
was used as GPS module that communicated to the satellites
and acquired the coordinates. Stranded wires were used to
manage the connection between the motherboard and other
components, 5V 2A DC power supply to power the entire
prototype and breadboard for testing the cricuitry. The
Arduino Mega 2560 Rev 3, SIM900 GSM module, and Ublox
Neo 6M were procured from Makerlabs Electronics in Santa
Cruz, Manila through Lazada Philippines, while the remaining
components were procured in Davao Times Trading
Incorporated in Palma Gil Street, Davao City.

2) Node circuitry development: The node of the data-
gathering transceiver was developed. The following materials
were integrated to the Arduino Mega 2560 board, which
processed the input from the sensors and transmitted the data
gathered to a smartphone via GSM. For the casing, 3D printed
enclosure was designed using SketchUp: 3D Design Software
2018. The enclosure was made of Acrylonitrile butadiene
styrene (ABS) polymer.

Fig. 2 showed the top view of the 3D design of the
enclosure, the object on the left was the cover while, the
object on the right was the body of the enclosure where the
electronic components were attached.

Fig. 3 showed the right view of the body wherein the name
of the prototype was engraved. Fig. 4 is the left view of the
enclosure, Fig. 4 showed the thickness of the cover.

On the other hand, Fig. 5 showed the schematic diagram of
the prototype. The prototype used Arduino mega 2560 as its
main processor where the SOS button is connected to the
digital pin 2 and ground pin, the GSM module RX pin was
connected to the TX 16 pin while the TX pin was connected to
the RX 17 pin of the Arduino mega. The GPS module RX pin
is connected to TX 18 while the TX pin was connected to RX
19. The GSM and the GPS used a 5V logic levels from the
Arduino.

Vol. 13, No. 3, 2022
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Fig. 2. Top View 3-dimensional Model.

) B - VRGNS DIEWIGE =«

Fig. 3. Right View 3-dimensional Model.

Fig. 4. Left View 3-dimensional Model.

Arduino Mega

Fig. 5. Tracking Device Schematic Diagram.

Fig. 6 showed the list of all the components used in
building the prototype and showed the placement of each
component inside the 3D-printed ABS polymer enclosure.
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Labels:

1. Arduino Mega 2560

2. NEO 6M GPS Module
3. Pushbutton

4. SIM900A GSM Module
5. Body Casing (ABS )

6. Slide Cover ABS (ABS )

Fig. 6. Project Layout (Isometric Diagram).

3) Software development: The Arduino Mega board was
programmed in Arduino Development Environment (Version
1.8.13) using C programming language. The Arduino Mega
2560 board was programmed to read the coordinates of a
certain location and the speed (kph) on a real-time basis. The
obtained coordinates were used to determine whether the
coordinates were within the pre-determined route. These
coordinates were used as a guide to determine if the current
vehicle position deviated from its path. The coordinates of the
pre-selected point were determined using Google Maps. If a
deviation was recorded, the device automatically sent an alert
message to the user. Moreover, the button served as an
emergency button, in which it was programmed to send an
emergency message to the user/owner when the button is
pressed. On the other hand, the user can also send a message
to determine the current status of the device by sending the
keyword "<STATUS>." The device will then reply the
following outputs: Current GPS coordinates, speed (kph), and
a link directing to Google Maps to plot the location based on
the coordinates received.

Fig. 7 showed the data flow diagram of how the prototype
was programmed. It showed that when a signal was
established for the GSM and GPS, the prototype started to
read the coordinates and constantly checked whether the
button is pressed, a status command was received, and if the
coordinates is inside a specific preprogrammed location.

4) Prototype testing: Prior to the conduct of the data
sampling, the prototype was tested initially. The prototype was
tested within the residence of the proponent to check if the
prototype was able to function accordingly. The code was
revised several times to ensure the functionality of the whole
system.

5) Data analysis: Prototype was analyzed and evaluated
to the extent of the functionality of the whole system in terms
of hardware and software development. The whole system

Vol. 13, No. 3, 2022

was analyzed according to three parameters: (1) Able to detect
if the vehicle deviated from its route, (2) able to send SOS
notification when the SOS button was pressed, and (3) able to
send the current status of the vehicle in terms of speed (kph)
and the current location (coordinates). Observation was done
for each major functionality and tabulated. Percent error was
computed for each major function of the prototype. Percent
error was used to quantify how close the number of successes
to an estimated total value in which in this case, the number of
trials, it also denotes the accuracy of the test based on the data
collected. It approximated the error percentage of the data
(experimental) relative to the expected standard value

(theoretical).
START

Wait for signal
connection

Read coordinates,
speed, and “STATUS"

Send emergency Send current
messave location and speed

END
Fig. 7. Software Programming Flow Diagram.

IV. PRESENTATION, ANALYSIS AND INTERPRETATION OF
RESULTS

A. Obijective 1

The prototype was composed of both the hardware and
software. For the hardware counterpart, the node of the data
gathering transceiver was successfully developed using the
four major components, which included the Arduino Mega
2560 board which managed the data processing, GSM
SIM900A module for data transmission from the device to the
mobile phone of the user, and the NEO 6M GPS module
which facilitated the tracking of the location and the speed of
the vehicle. For the software counterpart, the program for the
route deviation detection, emergency command, command,
tracking, and sending of SMS notifications was coded using
the Arduino Integrated Development Environment (IDE)
using the simplified C programming for Arduino boards. Fig.
8 presented the integration of the hardware and software of the
prototype.
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and schools were present. For the Eastern part, sea ports,
beaches, and some commercial establishments were present.
Lastly, for the Southern part, schools, commercial spaces, and
residential areas were present.

ow

e © O

° @ Text message

®
>
ua

©
Fig. 8. Hardware and Software Integration of the Prototype (a) Node
Circuitry Transceiver, (b) Received SMS from the Transceiver, (c) Arduino
Mega 2560 Programming using Arduino IDE.

B. Objective 2

The prototype was tested to track the vehicles’ location
and speed through the use of the GPS module. The GPS
module communicated to the satellites and to retrieve the
vehicles’ location using the coordinates. When the coordinates
recorded by the GPS were inside a certain area, the prototype
then sent an SMS notification to the driver and the dispatcher
to locate the vehicles’ current location.

Table 1 showed the results for tracking and speed
monitoring. The prototype was tested in 14 distinct locations
in Davao City, each location, the prototype successfully sent
the specified area, its coordinates, and the speed of the
vehicle. The mobile phone also successfully received an SMS,
which contained the following mentioned details and the
Google maps link. Table I also affirmed that the prototype
sent a notification to the user when it traversed the correct
path. Among the fourteen test locations, ten (10) locations
were programmed as a correct path, while four (4) locations
were programmed as the deviated path. It is shown that the
prototype was successful in detecting the deviated path.

Fig. 9 showed the map for the entire testing. The red
dotted line showed the restriction area, in the program, when
the coordinates recorded by the GPS were inside the red area,
the prototype sent a SMS to the user indicating that the vehicle
deviated from its path. Within the Northern area, industrial
companies were present and some portions of the area were
used as a commercial space. In the Western part, residential
spaces occupied most of the area. Commercial establishments

TABLE I. RESULTS FOR LOCATION AND SPEED MONITORING
835 = - ~| 57
s | £8 £ |82 252|525
s 5 - Pt S5 TS3| =S8~
< | 5% 8 | 8> | §9%| 88
8 \_.L (% n< [n4 < 8 5
1 7.124496,125.653671 38 No Yes Success
2 7.119050,125.654754 43 No Yes Success
3 7.111478,125.650077 24 No Yes Success
4 7.105888,125.645469 48 No Yes Success
5 7.099695,125.640449 34 No Yes Success
6 7.092534,125.634613 36 No Yes Success
7 7.085145,125.626663 42 No Yes Success
8 7.086773,125.621627 19 No Yes Success
9 7.087036,125.619079 21 No Yes Success
10 7.087199,125.616294 24 No Yes Success
11 7.082574,125.620010 36 Yes Yes Success
12 7.097366,125.614967 43 Yes Yes Success
13 7.132690,125.661613 31 Yes Yes Success
14 7.109219,125.649734 31 Yes Yes Success
Legend:
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Fig. 9. Testing Route (Davao City).

C. Obijective 3

The program showed the syntax on how the areas in the
map were coded in the Arduino IDE. The numbers in the
program were the coordinates of each corner of the area.
There were four coordinates used to identify an area, since the
area was identified by enclosing a specific location using a
quadrilateral polygon. The highlighted line indicated the
format of inputting the coordinates.
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/[------ > this format to know GPS if inside Polysides! --->

polysides_ai_thinker(lat a,longa ,latb,longb ,atc,longc ,latd,long

d lat location,long location)

/IStart Area Mindanao Development Authority (MinDa) ORIGIN****

start_dist_A = polysides_ai_thinker( 7.130701, 125.651305 , 7.131318,
125.654030 |, 7.127597, 125.654617 , 7.127246, 125.651023 ,
latitude, longitude);

/IUSeP Main Entrance Gate  DESTINATION****

start_dist_B = polysides_ai_thinker( 7.088289, 125.615335 , 7.086224,
125.617288 , 7.083541, 125.614638 , 7.085873, 125.613168
latitude, longitude);

/I Sample Area points

area_a = polysides_ai_thinker(7.124490, 125.652515 , 7.124745,
125.655465 |, 7.122456, 125.655680 , 7.121572, 125.652247 , latitude,
longhitude); //location 1 Palovince Restaurant - The Pakfry King

area_b = polysides_ai_thinker( 7.119198, 125.654586 , 7.117708,
125.656560 |, 7.115015, 125.655015 , 7.116623, 125.652140 , latitude,
longitude); //location 2 F. Bangoy Elementary School

area_c = polysides_ai_thinker( 7.112428, 125.648911 , 7.110991,
125.650810 , 7.107158, 125.648460 , 7.108883, 125.645113 |, latitude,
longitude); //location 3 Nova Tierra Square

area_d = polysides_ai_thinker( 7.107084, 125.643794 , 7.105274,
125.646347 ,7.099698, 125.643910 , 7.102839, 125.639050 | latitude,
longitude); //location 4 Caltex Lanang

area_e = polysides_ai_thinker( 7.100859, 125.638728 , 7.098911,
125.641829 , 7.095366, 125.638857 , 7.097048, 125.635092 , latitude,
longitude); //location 5 Diamond Hardware Republic

area_f = polysides_ai_thinker( 7.093535, 125.632753 , 7.091746,
125.636186 |, 7.089095, 125.633579 , 7.091906, 125.628644 , latitude,
longitude); //location 6 Techno-Trade Resources Davao

//Deviation Area 1 West

deviation_a = polysides_ai_thinker( 7.133700, 125.646624 ,7.117997,
125.653815 , 7.086788, 125.623766 , 7.097740, 125.614636 ,
latitude, longitude);

/[Deviation Area 2 East

deviation_b = polysides_ai_thinker( 7.116814, 125.655066 , 7.115324,
125.657931 , 7.088845, 125.638443 , 7.089182, 125.632779 ,
latitude, longitude);

//Deviation Area 3 South

deviation_c = polysides_ai_thinker( 7.080761, 125.625554 , 7.068373,
125.621763 , 7.078352, 125.601834 , 7.087326, 125.605597 ,
latitude, longitude);

/[Deviation Area 4 North

deviation_d = polysides_ai_thinker( 7.132171, 125.654658 , 7.133283,
125.662873 ,7.117274,125.658312 ,7.120433, 125.656203
latitude, longitude);
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used to easily code the Arduino program. Each location, the
proponent should choose and enclose a specific area using the
four points. The longitude and latitude of each point from the
four points should be defined in the program with the use of
Google Maps. If the longitude and latitude from the GPS was
inside the enclosed area, the program returned a value of 1,
otherwise, 0. An if-else statement have constructed whether
the program returned 1 or 0, if the program returned a value of
1 (point is inside the area), an SMS notification will be sent,
otherwise, the program will continue the loop.

¢ Route Deviation

It notified that the prototype was able to create distinction
between the correct path and the deviated path. The 14 areas
were identified strategically in which the proponent can easily
traverse all the areas in a minimal time period and achieve the
objectives. Also, the chosen areas were used, since these areas
have known landmark for easier validation and
documentation. For areas 1 to 10, the prototype did not receive
an alert message that indicated that the vehicle deviated, since
area 1-10 were programmed as a correct path. However, when
the vehicle was in area 11 to 14, the driver and the dispatcher
received an alert indicating that the vehicle deviated from its
correct path. It was evident that for every area, the functional
objective was satisfied; thus, a success remark was recorded
and prototype was able to traverse all fourteen (14) locations.
The prototype sent four (4) deviation notifications to the user
as it traversed four (4) deviation routes.

Table 1l denoted that in fourteen (14) areas where the
prototype was tested, the prototype was able to distinguish the
four deviation areas that was programmed in the
microcontroller and successfully notified the operator. Thus,
all the testing from area 1 to area 14 yielded a successful
remark.

The program and syntax for determining whether the point
(longitude, latitude) from GPS module is inside a certain area
enclosed by four points. A library has been made and was

TABLE Il.  RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 1)
|2z 32|28 83|58
3= sl& |[°T|% | %8
1 7.124496,125.653671 | 38 40 No Yes Success
2 7.119050,125.654754 | 43 | 40 No Yes Success
3 7.111478,125.650077 | 24 | 40 No Yes Success
4 7.105888,125.645469 | 48 30 No Yes Success
5 7.099695,125.640449 | 34 30 No Yes Success
6 7.092534,125.634613 | 36 | 30 No Yes Success
7 7.085145,125.626663 | 42 30 No Yes Success
8 7.086773,125.621627 | 19 30 No Yes Success
9 7.087036,125.619079 | 21 30 No Yes Success
10 | 7.087199,125.616294 | 24 | 30 No Yes Success
11 | 7.082574,125.620010 | 36 40 Yes Yes Success
12 | 7.097366,125.614967 | 43 | 40 Yes Yes Success
13 | 7.132690,125.661613 | 31 40 Yes Yes Success
14 | 7.109219,125.649734 | 31 | 40 Yes Yes Success
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deviation routes. The selection of the locations was
strategically chosen for it to be near and along the downtown
area that have familiar landmarks for convenient validation of
the results. Four locations were chosen for the deviation to
enclose the preselected route used for the entire duration of the
testing. The deviation areas were strategically positioned to
the Eastern, Western, Southern, and Northern part relative to
the proper route.

TABLE V. CONTENT COMPARISON
Test Driver’s Phone Dispatcher’s Phone | Remarks
Coordinates Matched Success
Received Matched Success
Message

TABLE IIl.  RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 2 —
DRIVER)
2 o L
5 | £52 32 |3g2 8 |8fs |23
1 7.124536,125.653678 51 40 No Yes Success
2 7.117696,125.654991 16 40 No Yes Success
3 7.111468,125.650077 38 40 No Yes Success
4 7.105462,125.645187 44 30 No Yes Success
5 7.098969,125.639831 32 30 No Yes Success
6 7.092573,125.634574 33 30 No Yes Success
7 7.085191,125.626670 31 30 No Yes Success
8 7.086732,125.621635 33 30 No Yes Success
9 7.087046,125.619064 28 30 No Yes Success
10 | 7.087119,125.616203 | 21 30 No | Yes Success
11 | 7.109208,125.649772 | 18 40 Yes | Yes Success
12 | 7.120164,125.657218 | 48 40 Yes | Yes Success
13 | 7.084045,125.615516 | 25 40 Yes | Yes Success
14 | 7.095824,125.616249 | 32 40 Yes | Yes Success
TABLE IV.  RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 2 —
DISPATCHER)
foo E 1% | Eg,| el
s | SR BS|3z | & |28 58~
£ Eds 52188 | % | 2B3| 5EF
3 & |6 |a® | &3
1 7.124536,125.653678 | 51 40 No | Yes Success
2 7.117696,125.654991 | 16 40 No | Yes Success
3 7.111468,125.650077 | 38 40 No | Yes Success
4 7.105462,125.645187 | 44 30 No | Yes Success
5 7.098969,125.639831 | 32 30 No | Yes Success
6 7.092573,125.634574 | 33 30 No | Yes Success
7 7.085191,125.626670 | 31 30 No | Yes Success
8 7.086732,125.621635 | 33 30 No | Yes Success
9 7.087046,125.619064 | 28 30 No | Yes Success
10 | 7.087119,125.616203 | 21 30 No | Yes Success
11 | 7.109208,125.649772 | 18 40 Yes | Yes Success
12 | 7.120164,125.657218 | 48 40 Yes | Yes Success
13 | 7.084045,125.615516 | 25 40 Yes | Yes Success
14 | 7.095824,125.616249 | 32 40 Yes | Yes Success

Tables 11l and 1V still showed the results for the route
deviation detection for trial 2. In trial 2, there were two
receivers that were involved in the trial, the driver and the
dispatcher. It revealed that the prototype was still able to
create distinction between the correct path and the deviated
path. The prototype was able to traverse all fourteen (14)
locations. The prototype sent four (4) deviation notifications
to the driver and the dispatcher as it traversed four (4)

Table V showed the comparison between the driver’s
phone and the dispatcher’s phone. The coordinates received
by both the driver’s phone and dispatcher’s phone were the
same, which indicated that the coordinates received by the
GPS from the satellites were successfully fetched to both
devices. Fig. 10 shows both the smartphones received
identical messages indicating the coordinates, and the speed of
the vehicle, which denoted that the message being received
were not altered and manipulated.

Driver’s Phone Dispatchers’ Phone
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Fig. 10. (a) Route Tracking for Area 7 for both Driver and Dispatcher; (b)
Deviation Detection (North) for both Driver and Dispatcher.

e Status Command

In Table VI, it revealed that the prototype was tested ten
(10) times to evaluate the functionality of the status command.
STATUS command was evaluated by sending a STATUS
request to the prototype. The proponent sent five (5) requests
to the prototype and the prototype sent its current location
(coordinates), speed (kph), and a link to the Google Maps to
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plot the location of the vehicle based on its coordinates. It
affirmed that prototype was able to respond to the request five
(5) times successfully.

TABLE VI.  RESULTS FOR STATUS COMMAND
Entry STATUS Requested? Received SMS Description_
(Yes/No) (Yes/No) (Success/Fail)
1 Yes Yes Success
2 No No Success
3 Yes Yes Success
4 No No Success
5 Yes Yes Success
6 No No Success
7 Yes Yes Success
8 No No Success
9 Yes Yes Success
10 No No Success

On the other hand, the proponent also did not send a
message to the prototype five (5) times. Then, the prototype
also did not respond, which indicated that the STATUS
command was successful.

e Emergency Request (SOS Command)

Table VII showed the results for the SOS command. The
SOS command was evaluated by pressing the SOS button five
(5) times. It was expected as the user pressed the SOS button,
the prototype should send SMS notification to the receiver
(operator or main office) with the current location and an
“Emergency Alert” phrase to indicate a distress signal. The
proponent sent five (5) SOS command and the prototype was
successful in sending five (5) emergency messages to the
receiver. However, the proponent also did not press the SOS
button, which indicated no emergency. Thus, the prototype
also did not send an emergency message to the receiver;
thereby, it suggested that the prototype worked.

Vol. 13, No. 3, 2022

Furthermore, the algorithm of the program was to check if
the coordinates from the GPS module were inside a certain
area enclosed in a quadrilateral polygon. If the coordinates
retrieved by the GPS module were inside a certain area, the
device sent an SMS notification indicating the specific area
where the coordinates were situated.

D. Objective 4

Table VIII showed the percent error of the three major
functions of the prototype. For route deviation detection, out
of 14 total number of trials, the prototype performed its
functionality 14 times consecutively, which yielded to a
percent error of 0%. For the status command, the functionality
was assessed by sending five status requests and five no status
requested (total of 10), in which the prototype was able to
perform each function. The percent error yielded to 0%.
Moreover, the route deviation was also tested for sending
SMS notification for both driver and the dispatcher, in which
the percent error still yielded to 0%. Lastly, for the emergency
command, the SOS button was pressed five times and the
prototype sent an SMS five times also. Moreover, the SOS
button was not pressed five times. The button also did not
send an SMS notification. Table VIII showed 0% of percent
errors for all the major functions, which denoted that the
prototype was able to perform its desired functions.

TABLE VIII. PERCENT ERROR OF MAJOR FUNCTIONS

Functionality Number of Total Number | Percent
Success of Test Error

Route Deviation 0

Detection (Driver) 14 14 0%

Route Deviation

Detection (Driver & 14 14 0%

Dispatcher)

Status Command 10 10 0%

Emergency Command o

(SOS) 10 10 0%

TABLE VII. RESULTS FOR SOS (EMERGENCY ALERT BUTTON)

. 9 =

z @ %g &é g & é_%

¢ |8 T ¥
1 Yes 7.117279,125.654731 Yes Success
2 No No Success
3 Yes 7.115866,125.653663 Yes Success
4 No - No Success
5 Yes 7.113910,125.652076 Yes Success
6 No - No Success
7 Yes 7.109687,125.648620 Yes Success
8 No - No Success
9 Yes 7.098881,125.639793 Yes Success
10 No - No Success

E. Interpretation of Results

The proposed vehicle tracking system using Arduino Mega
2560, NEO 6M GPS module, SIM900A GSM module, and
push button was successful. Trials were conducted to assess
the functionality of each major function, which included
deviation detection, current status monitoring, and SOS SMS
notification. Table | showed that out of the 14 distinct
locations tested, all got a successful remark. The prototype
was able to distinguish whether the area was proper route or
deviation route. All ten proper routes and four deviation routes
were successfully identified. Table VI showed that out of ten
trials, the remarks were all successful. Five trials were
performed to simulate a status request from the prototype and
five trials were also conducted to request no status. Each trial
that requested status report was successful as well as to the no
status requested. Table VI also suggested that the STATUS
command’s functionality was a success since no failure
remark was recorded. In Table VII, the data showed that all
ten trials for SOS command were successful. Five trials were
conducted to simulate an emergency alert in which the
prototype successfully sent five emergency notifications.
Moreover, five trials were also done to test the no emergency
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(button not triggered), the data indicated that the prototype did
not send emergency notification five times consecutively.
Overall, all the tests recorded a successful remark and no
failure.

Apparently, based on the reviews of previous literary
works, there were no present prototypes, as of the date during
the conduct of the study, were published that could detect if
the vehicle deviated from its route, which is the primary
feature developed in this study.

Lastly, during the conduct of the study, it was encountered
that the device had taken time connecting to the satellite
before acquiring the GPS coordinates that were needed to
track the vehicle, which could identify if the vehicle deviated
from its path and calculate the vehicles’ speed.

V. CONCLUSION

Based on repeated testing and evaluation, the proponent
can conclude that the study met its objective. The study
proved that developing a vehicle tracking prototype with route
deviation detection, emergency command, and current status
command is possible using Arduino Mega 2560, uBlox NEO
6M GPS module, SIM900A GSM module and a pushbutton.
The results showed that the prototype was able to distinguish
the deviated path from the correct path. Moreover, the
prototype also was able to distinguish whether the user
pressed the SOS button or not, and if the user sent a
“<STATUS>” command or not. The results also suggested
that based on the actual testing, the prototype successfully
performed its functional objective as a whole. There were
issues encountered, such as the delay in receiving the text
messages due to signal connectivity constraints, and the GPS
module also had taken time connecting to the satellites due to
buildings and walls that may block the signal and weather
factor. Compared to the use of camera and any visual
guidance system, the proposed prototype can detect deviation
and deal with non-conventional factors, such as uneven road,
too bright and/or too dim pathways.

Vol. 13, No. 3, 2022
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Abstract—EmoGame is a cognitive and emotional game useful
for helping older adults who experience Mild Cognitive
Impairment (MCI). EmoGame was developed with a memory
therapy approach. This therapy can help cognitive and positive
emotions and introduce objects through pictures, such as
pictures of old objects and old music in old age. This study aims
to build a game application for MCI older adults on the Android
platform to support improved cognitive abilities and positive
emotions for older adults. This app has two games which are
memory puzzle and memory exploration. This study uses a
mixture of quantitative and qualitative methods through data
collection questionnaires, diary entries 3E (Expressing,
Experiences and Emotions), and interviews. Respondents were
selected aged 50 years and above through the Mini-Mental State
Examination (MMSE). The findings found that memory therapy
can help older adults increase positive emotions through digital
games. Through diary entries and Diary 3E, respondents’
feelings and experiences described positive emotions (happy,
smile and like). The PANAS questionnaire (Positive and Negative
Affect Schedule) was conducted for pre and post-testing to find
positive emotions in EmoGame. Analysis of mean scores showed
positive emotional factors at pre-interaction (M = 3.39, SD =
0.89) with post-interaction levels of positive emotions (M = 4.02,
SD = 0.97), meaning there were significant differences in positive
emotions of the older adults. The memory therapy applied in the
EmoGame app is effective in helping to reduce the problem of
memory decline and positive emotions for MCI older adults.

Keywords—Digital games; therapy; older adults; mild cognitive
impairment

I.  INTRODUCTION

A game is an electronic entertainment consisting of two
elements, namely visual and audio. Games have many types,
one of which is games for older adults. Games for older adults
are made with a specific purpose to help the older adults train
their minds. In the era of globalization, technological progress
is developing so rapidly—one of these technological advances
in information technology has given much goodness to human
life. The health sector does not lag in integrating information
technology and is developing so rapidly that many discoveries
are being made. Information technology is also influencing
changes in health services in the world to meet the needs of its
practitioners, including older adults. Among the changes and
advances that have taken place is information technology to
solve various health problems, especially among older adults
who suffer from mild cognitive impairment [28]. Mild
Cognitive Impairment (MCI) will affect the way older adults
think, behave, and do their regular daily work. Brain function
will be disrupted, causing the older adult who suffers from it to
face the problem of disorders in socialization and work. The

initial symptom of mild cognitive decline is that the older adult
will experience an inability to perform daily activities due to
the reduction in cognitive abilities experienced by the older
adults [3].

Alzheimer's (AD) has become a severe health problem in
society and has resulted in tremendous economic loss and
social burden. By 2030 there will be 66 million people with
Alzheimer's worldwide, and the number is likely to reach as
many as 115 million people by 2050 [27] Before a person
develops Alzheimer's, they will experience a cognitive decline
called mild cognitive impairment (MCI). Something scary is
that this cognitive decline can happen unnoticed. Alzheimer's
in its early stages can act like most normal people. Seniors with
mild cognitive impairment have a high risk of developing
dementia at a percentage level of 10% to 15% per year.
Cognitive impairment in older adults can be associated with the
normal ageing process, or they may begin to experience
symptoms of memory decline in the early stages. Memory
changes affect the daily lives of older adults, such as difficulty
receiving information, remembering, difficulty speaking, not
understanding information, inability to comprehend movement
space, inability to assess, and difficulty in paying attention [1].
Individuals with mild cognitive impairment are also more
likely to have difficulty coping with questions and controlling
their emotions. It is possible that they also experience
personality changes. In addition, older adults who experience
memory changes will also experience changes in social roles,
family, feelings of shame, emotions, feelings of burden,
frustration with memory problems resulting in loss of self-
confidence and constant anxiety [2]. At an advanced age,
emotions play a significant role in determining an individual's
attitudes. Therefore, it is necessary to do mental preparation in
managing emotions because a person at an advanced age is
highly likely to experience changes and emotional decline, thus
interfering with memory problems. Based on studies that have
been done [5], seniors tend to show less stable and
uncontrolled emotions. Feelings of anger occur due to negative
thoughts that exist about something. To cope with the burden
or stress experienced, positive emotional changes, especially
among older adults, are essential [9].

Currently, therapy has been found to help older adults with
mild cognitive impairment. According to Mosby's medical
dictionary [7], therapy is defined as a rehabilitative treatment
on a patient who has ever had any disease or experienced
something. Therapeutic methods can help the problems and
disabilities of older adults achieve cognitive, emotional and
social development. In addition, the role of the game is one of
the media that provides an atmosphere of thinking where the
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player follows the set rules and strives to complete the game by
following the rules. Games are an excellent technique for
motivating players to understand concepts that are considered
boring and use their minds [6]. One of the technological
developments includes gerontechnology, which aims to apply
technology that addresses the problems and difficulties arising
from the symptoms of ageing so that seniors can use
technology for a healthier and more independent life and can
engage in social relationships [11]. Therefore, the solution
from therapeutic technology is seen to help reduce the problem
and improve emotional stability among older adults. This
situation is in line with the increasing development of
technology in the future, especially in health. Technology is
seen to be able to enhance the impact of positive change. Game
technology combined with therapy is proposed to increase
positive emotions, especially among older adults [24]. This
study aims to represent EmoGame as a therapy for older adults
with Mild Cognitive Impairment.

Il. BACKGROUND STUDY

A. Digital Games

Digital games mean interactive games for computers or
computerized game machines requiring acting skills and play
strategies. Players typically play using a selector device such as
a projector, trackball, or buttons to control graphic display
objects [10]. According to [30], digital gaming is entertainment
that requires players to interact directly with a user interface on
a screen or monitor using an electronic device. Most digital
games provide in-game challenges that occur narratively with
several pre-defined rules. Players are placed in competition to
face obstacles on their own or with other players to succeed in
the game [26]. Many media reports in digital gaming studies
discuss the positive or negative effects of digital gaming
activities on society.

Several studies attempt to generally examine whether
digital gaming is a healthy activity or vice versa. Nevertheless,
it is unfair to conclude whether digital games have a good or
bad effect. Studies show that the effects of digital games are
complex, unclear, and vary, depending on the context of the
game and the player itself [16]. If one looks at the history of
studies on the effects of other media, such as watching
television, it has also produced similarly complex and vague
results [22]. The following section will discuss research
showing positive and negative effects on digital games to offset
the complexity in considering the possible effects of digital
games. Several studies show that digital games have had a
positive impact on gamers in a familiar context or when used to
achieve a specific purpose. These include the benefits of using
games in specific contexts, such as education and healthcare,
positively affecting cognitive skills, improving hand-eye
coordination, and encouraging physical activity [20].

B. Aging and the Aging Process

Older adults refer to individuals over the age of 50 based on
the aged standard set by the UN on ageing [17]. However, the
World Health Organization (WHO), in its Aging Policy
Framework published in [19], argues that age chronologically
cannot be considered an accurate marker for physiological
changes in the ageing process. There are many variations in
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older adults' health status and quality of life. However, no
matter how old an individual is, one thing is for sure is that the
older adults’ population is increasing over time, given the
increased chances of survival and decreasing fertility rates.
This group is categorized as older adults through the ageing
process [25].

The ageing process can lower cognitive ability, chronic
health problems and memory loss. Cognitive is a process of
thought patterns that continually causes us to be alert or
perceive something, covering all aspects of observation,
thought, and memory. The phenomenon has led to a decline in
cognitive function among older individuals, especially older
adults. The process of healthy, fruitful, sensible and positive
ageing are general terms that refer to the process of optimizing
opportunities for health, participation and security in order to
improve quality of life with age and enable them to realize the
potential to earn physical, social and mental well-being in life
[23]. However, the factors leading to the re-emergence of
mental and emotional health resulting from memory changes in
individuals, especially relatively older adults, remain little
changed [14].

C. Reminiscence Therapy for the Older Adults

Reminiscence therapy is the desired process of recalling
memories. Reminiscence therapy can be an event that may not
be memorable or an event that has been forgotten directly
experienced by the individual. Memory therapy
(Reminiscence) can be a collection of personal experiences or
"sharing"” with others. [21] defines memory therapy
(Reminiscence) as the process of cognitive recall of past events
and experiences. [28] explains that memory therapy
(Reminiscence) is a therapy in older adults who are encouraged
(motivated) to discuss past events, identify the problem-solving
skills and get positive emotions. According to [18], memory
therapy (Reminiscence) aims to enhance positive, cognitive
emotions and help individuals achieve self-awareness and
understanding, adapt to stress and see their part in historical
and cultural contexts. Reminiscence therapy also aims to create
group togetherness and increase social intimacy. [15] stated
that memory therapy (Reminiscence) aims to provide a
pleasant experience to improve quality of life and improve
socialization and relationships with others, provide cognitive
stimulation, improve communication, and be an effective
therapy for emotional symptoms get positive emotions.
According to [29], memory therapy (Reminiscence) aims to
increase self-esteem and increase self-esteem. Feeling
worthless helps achieve self -awareness improves stress-coping
skills by practising past problem-solving skills and improving
social relationships.

D. Technology for the Older Adults

In the older adults a large number of studies have proven
that the wuse of assistive technology and information
communication technology in particular is able to address the
effects of changes in physical, cognitive and social aspects as a
result of the aging process. The use of assistive technology and
information technology has great potential to induce positive
emotional growth in the social environment of the older adults.
The use of information and communication technology today is
an aid tool in our lives and its use is also growing rapidly in the
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field of health. Technology nowadays is the best tool that can
be used to help the older adults. Previous studies have shown
that the wuse of assistive technology and information
communication technology has the potential to provide
opportunities for older adults to increase their life satisfaction
and in turn reduce the burden of health care payments (Auriane
et al. 2016).

TABLE I. TECHNOLOGY GAMES OLDER ADULTS MILD COGNITIVE
IMPAIRMENT
Games and Age -
Author Technology used Group Findings
S_uwmha Nuerofeedback Attention and
Jirayucharoensa, t 50-74 Memor
(2019) (computer) y
Gorge Savulich Games 51-64 Motivation and
(2017) (IPAD) Confidencei
Gabriel Olievera Egocentric Image
(2017) (Ipad) 50 keatas Memory
Nursyairah Azman Dance game ’
(2017) (computer) 50-80 Health
Karsten Gielis, (2017) | Card 55 Memory
Costas Boletsis Smartkuber Above 52 Motivation
(2016) (Touch Screen)
Valeria Manera :
(2015) Cooking games 50-84 Memory
. . Memory
Kim (2015) Music Games 50 Episodic
Home interaction Memory and
Stefani Fazi (2014) game (3D virtual 50 motivation
reality)
- DMS 48
Miradidic (2014) (Object Image) 50-65 Memory
TF Hughes (2014) Wii sports games | 5, 7, Health
(computer)
Processing
speed,
Ballesteros (2014) Lumosity 50 Attention, and
episodic
Memory
Dannhauser (2014) Lumosity 50 Memory
Stelios Zygourisa Supermarket i
(2014) (virtual reality) 50 Motivation
JA Anguera (2013) Games Neuro 50-85 Attention and
Racer Memory
Anguera (2013) Neuro-racer 50 ,:;Ittentlon and
emory
Ninetendo wii fit
Franco (2013) for all 50 Memory
Supermarket
Man (2012) (virtual reality) 50 Memory
Rosen (2011) Bovylmg (virtual 50 Memory
reality)
Finn (2011) Lumosity 50 Attention
Elizabeth -
H.Weybright (2010) Nintendo 50-55 Memory
Stavros (2010) Lumosity 50 Attention and
memory
Bisson (2007) Ball juggling 54 Health
Dustman (1992) Games race 55 Mem_ory speed
(computer) reaction
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The development of technological advances especially in
game technology can help older adults who face symptoms of
disability or mild cognitive impairment in training cognitive
function. Nevertheless, studies on game technology to help
mild cognitive impairment symptoms still need to be
developed (George et al. 2017). Therefore, significant planning
is needed to design technological game interfaces to support
the skills and abilities of individuals who are going through the
aging process especially the older adults.

From the existing literature review as shown in Table I,
there are still few games using a reminiscence therapy
approach to help cognitive and emotional. Therefore, the work
was carried out in developing EmoGame application to support
older adults with mild cognitive impairment problems.

I1l. METHODOLOGY

A. Participant

Twenty participants were categorized as MCI with the
Mini-mental state examination (MMSE) test. The participants
were recruited in a selected nursing home. The age group of
participants is 50 years and older. We believe that this number
of participants is considered significant for research trials like
other studies [12], [13,4] The user study took two weeks. They
were using the EmoGame app. Participants were given a 3E
Diary and activity diary to evaluate the application and perform
pre and post-play.

B. Procedure

We work directly with the participants to explain the
research steps to be performed. The study will be conducted for
two weeks. The first step taken by the researcher is to screen
the study participants for their level of readiness to use the
technology by using a questionnaire. Selected study
participants will answer a Mini-Mental State Examination
(MMSE) questionnaire to identify older adults with MCI.

Based on the results of the MMSE, a total of 20
respondents have been selected to participate in the study. The
study participants were asked to fill in an activity diary in the
first week. This diary aims to find about activities, technology,
and how participants feel while doing daily activities. As a
friendly reminder, for each study participant to fill in the daily
activity diary, we will call and send a short message via Short
Message Service (SMS). Participants were asked to record
their daily activities in a written diary. Then in the second
week, the participants will be asked to play the EmoGame
application, and the participants are given the 3E (Expressing,
Experiences and Emotions) Diary book. The purpose of giving
this 3E Diary book is for participants to write about their
feelings while playing the EmoGame game. Next, participants
will be asked to fill in the Positive and Negative Effect Scale
(PANAS) questionnaire and the System Usability Scale (SUS)
questionnaire. Then the respondent will be asked to take the
Mini-Mental State Examination (MMSE). The aim was to see
if there was an increase in the level of cognitive ability of the
respondents after undergoing memory or emotional therapy
game training. After that, interviews will be conducted with
older adults and experts to assess the effectiveness of cognitive
or emotional therapy on study participants.
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C. Games Application Development

We conducted interviews with older adults psychologists to
get more insight. Based on the interviews, we found that
memory therapy (Reminiscence) or emotion is excellent for
developing positive emotions in an individual, especially
among older adults. This statement is supported by the results
of a study conducted by [8], who put forward the opinion that
memory therapy (Reminiscence) is a process that is desired or
not required to collect one's memories in the past. This means,
memory therapy (Reminiscence) is a therapy, individuals will
be encouraged or motivated to remember events in the past that
helped create positive emotions.

D. Game Concept

The games developed are in the form of puzzle games,
explorations of memories and musical melodies of memories,
and pictures of old objects with nostalgia elements. We chose
memory puzzles, memory exploration, and memory music
because all of these things are easy to understand, especially
for seniors. In addition, researchers argue that puzzle games,
exploration of memories and musical melodies of memories,
and pictures of old objects that have elements of nostalgia can
attract the attention of the elderly and help create positive
emotions in them. The game is made using two applications:
Photoshop CS3 to create characters of old objects and cartoon
characters and Unity 3D to compose the game patterns and
graphics selected are 3D graphics. Next, we used Java SDK
ver. 8 to support APl (Application Programming Interface)
while Android SDK rev. 21 is used for application
development. Programming language: C# is used for game
language programming. EmoGame app is an android-based
game with a system of remembering the past that can
contribute to the older adults MCI as an alternative medium to
help improve cognitive and positive emotions.

EmoGame application is divided into four levels; the first is
the Mini-Mental State Examination (MMSE) which serves to
screen and identify seniors with mild cognitive impairment,
while the second is the development of memory puzzle games.
Memory puzzle games module are conceptualized puzzle
games that use cards and are believed to improve a person's
cognitive and emotional memory. A memory exploration game
module with the concept of a village house has several parts of
the house. The user will explore the village house and find old
objects and reflective elements that can be navigated.
Memories music was also used in the development of
EmoGame. Through the music of memories, older adults can
listen to memories, which are expected to give peace to their
minds and emotions.

E. Research Framework

The research framework in Fig. 1 describes how the game
is made and begins with the pre-production stage, where it
prepares all the data to be used in the design, hardware
requirements, software, flowcharts and storyboards. Then, the
object is edited at the production stage, and the desired concept
is applied via the method. The last step is the stage of testing
and building the application into an application for Android
and performing display testing, device testing, and testing.

Vol. 13, No. 3, 2022

Start

v

Data Collection

v

Design and Development

Story Board

Coding Program

\

Testing

Fig. 1. Research Framework.

F. Application Interface

The screen interfaces of the developed application are
shown in below.

1) Home page: Starting from the main menu, the user will
enter the main page. To start the game, the user clicks the start
button (Fig. 2).

Fig. 2. EmoGame Home Page.

2) Mini-Mental State Examination (MMSE): Mini-Mental
State Examination is used as a tool to detect the presence of
cognitive impairment in a person/individual (Fig. 3).

SOALAN 1

Apakah tarikh hari ini?

Januari v

12-1 -2021

Fig. 3. Mini Mental State Examination Page.

186|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

3) Game puzzle memories: Players of the memory puzzle
game are presented with cards and open the picture, then find
the same picture. If the card is open, it will go to the next
game (Fig. 4).

@) @

EmuGame

fitr)

it

Fig. 4. Games Puzzle Memories Page.

4) Game exploration of memories: A game of memory
exploration exploring the village house and remembering the
pictures which are in the house (Fig. 5).

Fig. 5. Games Exploration of Memories Page.

5) Music of memories: Music memories players can listen
to music if they do not want to play (Fig. 6).

@ MUZIK KENANGAN @

EmoGame

BerkobanApaSaja o Aladom Joget

Gurindam Jiwa Naam Sidi

Fig. 6. Memory Music Page.

IV. FINDINGS

This section describes the cognitive findings, positive
emotions and user experience when using the EmoGame
application. Findings are presented before and after using the
EmoGame application. The results are further divided into
several separate sections for emotional and cognitive. Table Il
summarizes the demographic data of the participants. A total of
twenty respondents consisted of older adults with MCI.

Vol. 13, No. 3, 2022

A. Mini Mental State Examination

The Mini-Mental State Examination (MMSE) results
showed that 20 respondents suffered from MCI. Mini-mental
state examination (MMSE) is a cognitive examination that is
part of a routine examination to establish a diagnosis of
dementia. This examination is indicated especially in elderly
patients who have decreased cognitive function, thinking
ability, and ability to perform daily activities. A mini-mental
state examination (MMSE) is done by direct interviews with
patients. The patient will be questioned and asked to follow the
instructions. Of the 52 respondents tested using the Mini-
mental state examination, 20 respondents experienced MCI
based on the MCI score criteria. The MMSE is an examination
consisting of 11 assessment items used to assess attention and
orientation, memory, registration, recall, calculation, language
skills, and the ability to draw complex polygons. MMSE value
total scores range: Severe (0-9), Moderate (10-17), MCI (18-
26) and Normal (27-30). The results obtained from 20
respondents have a score of 3 respondents with a score 18, 3
respondents with a score of 19, 4 respondents with a score of
20, 2 respondents with score 21, 3 respondents with a score 22,
3 respondents with score 24 and 2 respondents score 25. These
20 respondents were selected. Table Il below shows the
categories of levels of Mild Cognitive Impairment among the
older adults who were selected to be in the study sample.

TABLE Il DEMOGRAPHIC DATA OF PARTICIPANTS
Demographic No. (N)
Age 50 years and older 20
Citizen Indonesian 20

Primary school -
Level of education Diploma 11
Degree 9

TABLE Ill.  MINI-MENTAL EXAMINATION (MMSE) TEST SCORES OF
STUDY PARTICIPANTS
No Study Participant Code Score
(Respondent) (MMSE)
1 R1 18
2 R2 18
3 R3 18
4 R4 19
5 RS 19
6 R6 19
7 R7 20
8 R8 20
9 R9 20
10 R10 20
11 R11 21
12 R12 21
13 R13 22
14 R14 22
15 R15 22
16 R16 24
17 R17 24
18 R18 24
19 R19 25
20 R20 25
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B. The Positive and Negative Affect Schedule (PANAS)

The Positive and Negative Affect Schedule (PANAS)
which aims to look at how the emotional state among the
elderly who are study participants. There are 20 PANAS
questionnaire questions, ten positive PANAS questionnaire
questions and ten negative PANAS questionnaire questions.
Pre results in Fig. 7 and in Fig. 9 Pre and Post Analysis of
EmoGame play is shown.

Positive and Negative
a4
35
3
iE |
1
1
%3 I I I I
TR ETY RET ﬁ-n-n:;g-uv'-n.':vg.g-:.
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g
Positive Negative -

Fig. 7. Pre — Results Play EmoGame Application.

The study results at the pre-play stage mean positive effect
values: attracted 3.5, happy 3.6, strong 2.8, enthusiastic 3.8,
proud 3.4, alert 2.9, inspired 3.5, determined 3.4, attentive 3.6
and active 3.4. At the same time, post-play negative values
mean showed depressed 2.0, frustrated 2.4. feeling guilty 2.7,
shocked 2.7, hostile 2.6, easily offended 2.8, embarrassed 2.9,
nervous 2.7, restless 2.6 and afraid 2.4. The following PANAS
result after playing EmoGame (Fig. 8).

Positive and Negative
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Fig. 8. Post — Results Play EmoGame Application.

The research results at the post-play stage the average value
of positive emotions showed that the items were interested in
playing 4.6, then happy 4.6, strong 3.8, enthusiastic 4.8, proud
4.1, alert 2.0, inspired 4.5, determined 4.4, attentive 4.6, active
4.4. Post-play positive emotions mean values showed
depressed items at a value of 1.3, frustrated 1.4, guilty 1.7,
shocked 1.7, hostile 1.6, easily offended 1.8, embarrassed 1.9,
nervous 1.7, anxious 1.6 and afraid 1.4. Overall, the study
results showed a significant difference between pre and post-
play based on the results obtained from positive emotions pre
with a mean value of 3 while post with a mean value of 4, for
pre-negative emotions with a mean value of 2 while post with a
mean value of 1. Researchers also measured the differences
between two groups of pre and post paired data on an ordinal
scale or interval so that the data obtained is more accurate.
Here are pre and postpositive emotions (Fig. 9).
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Sum of
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Fig. 9. Pre and Post-Play EmoGame.

The result obtained is negative rank 1. This level indicates
that there is no decrease from pre-play to post-play. The next
positive rank is the sample with the value of the second group
(post-play) being higher than the value of the first group (pre-
play); there are 9 data positive ranks. This means nine positive
emotions are on the rise. Mean ranks are average at a negative
level of 1.50, while the sum of ranks is at a value of 1.50 and
positive ranks are 5.94, and the sum of ranks is 53.50, which
means there is an increase from pre and post play. Then ties are
the value of the second group (post-play) 0, which means there
is a difference, and N is the total of pre and postpositive
emotions consisting of 10 positive emotions. Next, the
researcher performed an analysis. Analysis of mean scores
showed positive emotional factors at pre-interaction (M = 3.39,
SD = 0.89) with post-interaction levels of positive emotions (M
= 4.02, SD = 0.97). The conclusions obtained as a result of the
analysis prove an increase in positive emotions after playing
the game EmoGame application.

C. Activity Diary

The study using diaries was conducted based on the method
proposed by Jacelon and Imperio (2005). Thematic analysis
was used to analyze the diaries and review the data collected
from all study participants. Briefly, the researchers have done
some of these analyzes: (i) Creating a sub-theme of spirituality
and entertainment under the theme of Daily Activities,
(ii) Creating a new theme, i.e. Social theme. Several themes are
obtained by using a diary before playing. This diary aims to
capture the results of daily activities, emotions, and the use of
technology. Fig. 10 shows the theme Analysis.

From the diary results, spirituality is something that older
adults must do. Older adults can then use technology like they
use Youtube or Facebook. With technology, older adults can
avoid negative emotions such as loneliness, irritability,
sadness, forgetfulness in their daily activities. This is a severe
problem in older adults with MCI.

|
— Technology —

Fig. 10. Theme Analysis of Activity Diary.
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D. 3 E Diary

A study found in the 3E diary discovered several related to
the emotions of happiness, liking, pride, and excitement with
the EmoGame app. Thematic visual maps describing the
emotions of seniors involved in using EmoGame. Fig. 11

shows the Theme Analysis 3E Diary.
Proud &

Positive
Emaotions

Fig. 11. Theme Analysis of 3E Diary.

Fig. 11 shows a thematic map showing the emotions
involved in an EmoGame application. The thematic maps in
the figure above are related to three themes of positive
emotions while playing the EmoGame application obtained
based on Diary 3E book data analysis. An explanation of the
relevant emotional themes will be discussed as follows:

1) Happy: Emotions of joy were widely shared in Diary
3E by study participants. They stated that they wanted to play
again and felt happy to play. The researchers hope that this
game can help create a feeling of joy among older adults. The
following are some of the posts that have been shared:

"| feel happy playing this game." (Diary R3)

“Happy and smiling to see the pictures and music in this
game” (Diary R11).

Based on the notes or reports found in the 3E Diary it is
clear that the EmoGame application is trendy among older
adults and managed to create positive feelings and a sense of
joy among them.

2) Liking: Positive emotion is defined as the user's interest
or tendency to continue using the application (Charles, 2019).
For seniors, the feeling of liking the game is an essential
aspect. There were study participants who stated that they
liked the EmoGame application. For example, there were
study participants who consisted of older adults writing about
their feelings of liking and interest in the EmoGame
application as stated in the Diary 3E book entry:

"This game is exciting and easy to use. It is also fun to use”
(Diary R4)

"Fun to use, very interesting” (Diary R9)
"I will play every day. I love this game" (Diary R11)

Although study participants in the early stages considered
the EmoGame application difficult, that perception changed
after playing it.
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3) Proud and excited: The theme of Pride and Excitement
is an emotion that is a sense of satisfaction resulting from
obtaining a particular achievement (Chaplin., 2013). Based on
the codes transcribed from the study participants’ notes found
in Diary 3E, older adults are excited about using gaming
applications that provide new experiences using technology,
thus creating a feeling of excitement among older adults. They
also take pride in the easy to operate EmoGame application
they provide. Examples of notes from study participants who
used the EmoGame application that showed proud and excited
emotions are as follows:

"The first time playing a game using a tablet is still a bit
confusing, but | can play it" (Diary R3).

"Just have experience using tablets. After playing, | am
very proud to play this game, | am thrilled. " (Diary R4).

"I have started to be able to use this tablet, and | am good at
playing." (Diary R16).

E. System Usability Scale (SUS)

Based on the results of user satisfaction using the
application, it is found that the value given is an average of 82.
Fig. 12 is as follows.

The evaluation results conclude that there is an overall
value of 82, meaning that this EmoGame application is
excellent and able to train the memory of older adults who
suffer from Mild Cognitive Impairment.

F. Cognitive Analysis

Mini-mental state examination is carried out Pre and Post
playing EmoGame. This research aims to find out the cognition
of older adults. The test results using Wiloxcon analysis and
SPSS 2.0 can be seen in Fig. 13.

Calculate Result Score Score
@ a2 o s a5 a6 a7 a8 @ aw ‘A;“;;',“‘
5 1 5 1 5 1 5 1 5 1 30 75
5 2 5 2 5 1 5 1 5 1 32 80
5 2 5 4 5 1 5 1 5 2 35 88
4 2 5 1 5 1 4 1 5 1 29 73
4 2 5 5 5 2 5 1 2 1 32 80
5 1 5 1 4 1 5 2 4 2 30 75
5 2 5 1 5 2 5 1 5 1 32 80
5 1 4 2 5 2 5 1 5 1 31 78
5 1 5 2 4 2 4 1 5 2 31 78
5 1 4 1 5 1 5 2 5 2 31 78
5 1 5 4 5 2 4 1 5 2 34 85
5 2 5 2 5 2 5 1 5 2 34 85
5 1 5 1 5 1 5 1 5 1 30 75
5 2 5 2 4 3 5 2 4 4 36 S0
4 2 4 2 4 2 4 3 5 5 35 83
4 2 4 3 4 2 4 2 4 3 32 80
4 2 5 3 5 2 4 2 4 5 36 S0
4 3 4 3 4 3 4 3 4 4 36 20
4 2 5 2 5 2 5 2 4 4 35 83
4 2 5 2 4 2 4 2 4 4 33 83

Average Score (Final Result) 82

Fig. 12. System Usability Score (SUS).
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Ranks
M Mean Rank | Sum of Ranks
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Positive Ranks 22® 11,50 253,00
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Total 20

Fig. 13. Mini-Mental State Examination Pre and Post Test Results.

The study results based on the Wiloxcon test clearly show
that the negative ranks or negative difference between the
results Pre and Post finishing playing the EmoGame
application game is 0, whether it is at the value of N, mean, or
sum rank. A value of 0 indicates no decrease from the pre-test
and post-test values. The positive rank between results before
and after play shows 20 positive N data which proves that there
is a change among seniors before and after finishing playing
the EmoGame application game with an increase of 11.50,
while the total positive rank or sum of rank is 253.00. There is
an equality value of ties here when the same value exists. We
conduct hypothesis testing to establish a basis so that they can
collect data to determine whether to reject or accept the
statement. Fig. 14 shows the results of the MMSE Test using
the Wilcoxon Analysis.

Test Statistics®

Post Test-

Pre Test
z -4,109"
Asymp. Sig. (2-tailed) ,000

a. Wilcoxon Signed Ranks Test
b. Based on nagative ranks

Fig. 14. The Results of the MMSE Test using the Wilcoxon Analysis.

Based on the findings of the statistical study test above,
Asymp. sig. (2-tailed) p-value 0,000 is smaller than a 0.05 until
the hypothesis is accepted. It can be concluded that Ha is
accepted. This means there is a significant relationship between
pre-playing and post- finishing playing the EmoGame
application game. The EmoGame game application essentially
involves brain exercise training consisting of memory puzzles
and memory exploration that influence an effort to improve
cognitive function among older adults with Mild Cognitive
Impairment.

G. Expert Validation

The selection of the experts involved is based on purposive
sampling. This type of sampling aims to require respondents
with experience, expertise, skills and knowledge appropriate to
the research topic. In this study, two experts were selected
based on their expertise in elderly health and memory or
emotional therapy. Table IV details the criteria of the
participating experts.
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The assessments given by each expert are categorized to
check their agreement in developing the game. Experts'
opinions helped researchers evaluate applications developed
and can be used for older adults with mild cognitive
impairment. Among the aspects that have been emphasized are
the aspects of the use of technology among older adults, the
positive emotional effects, and the elements of memory therapy
found in the EmoGame game application. Using simple
technologies such as tablets and exposure to gaming
technology to help seniors can evoke feelings of excitement
and joy, creating positive emotions among them. One of the
elderly health experts (Expert E1) agrees that games can
stimulate positive emotions.

"It is essential because it can entertain and influence
positive emotions to be happy. This game can entertain and
train not to forget easily, and can improve memory because it
is easy to use”. (Expert E1).

In addition, the emotional or memory therapy approach
(Reminiscence) is considered able to help the emotions and
cognition of the elderly who have mild cognitive impairment.
E2 experts give opinions on emotional or memory therapy
(Reminiscence) that has been used in this research can help.

"The objects in the game are reminiscent of memories and
past experiences such as those in emotional therapy or
memories. Emotional or memory therapy can help lower the
level of negative emotions in the elderly. | agree if games are
developed for seniors with this therapeutic approach”. (Expert
E2).

In addition, E1 Expert also gave an opinion,

"The game is easy to play, and the objects in the game are
reminiscent of memories and experiences." The games were
developed to stimulate the emotions of the past and can
provide positive emotions. This game also trains to improve
memory and is easy to play”. (Expert E1).

Based on the evaluation results and expert opinions, the
game applications can help older adults with Mild Cognitive
Impairment. Table V summarizes the results of the expert
evaluation.

TABLE IV. DETAILS AND CRITERIA FOR SELECTION OF EXPERTS
ID Expert | Expertise criteria
E1 Older adults Health Research in the field of MCI

and Dementia.

Research in the field of
Reminiscence therapy

Memory or Emotion Therapy

E2 (Reminiscence) older adults

TABLE V. RESULTS OF EXPERT EVALUATION
EmoGame Gaming Application Expert Assessment
Element Yes | No
Games affect
1)  Digital Game Digital games positive emotions v
Technology Tablet platform | and improve
cognitive.
Emotional or
2) Memory memory | (Reminicence i
i v
e;gql:ratnon therapy recommended for
game. (Reminiscence) | the training of
older adults.
Games for older
Cognitive adults can help
o v
3) Puzzle Games elements cognitive and
positive emotions.
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V. CONCLUSION

In general, research shows that play is an essential factor in
training seniors with MCI. Although the research was
conducted by developing game applications with a
reminiscence memory therapy approach, the results showed
that cognitive enhancement and affecting positive emotions are
very significant where positive memories can cause positive
emotions. In contrast, negative memories will contribute to
emotional decline or failure (negative emaotions).

Game applications that have been developed for seniors
with MCI are expected to help seniors with positive emotions
and improve their cognitive abilities. This game will be used to
train the memory and emotions of older adults and solve their
problems. The study results show that each factor of user
involvement in the game can impact older adults. However,
this factor's high or low impact is influenced by the duration of
user engagement when playing EmoGame games application.
The game development in this study bridges the gap in the
literature review in-game engagement for seniors with every
factor, feature, and correlation of game design capable of
influencing and enhancing positive emotions among older
adults. Researchers believe that the games that have been
developed could be beneficial to older adults in the future.
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Abstract—Cybersecurity is one of the main concerns of
governments, businesses, and even individuals. This is because a
vast number of attacks are their core assets. One of the most
dangerous attacks is the Denial of Service (DoS) attack, whose
primary goal is to make resources unavailable to legitimate users.
In general, the Intrusion Detection and Prevention Systems
(IDPS) hinder the DoS attack, using advanced techniques. Using
machine learning techniques, this study will develop a detection
model to detect DoS attacks. Utilizing the NSL-KDD dataset, the
suggested DoS attack detection model was investigated using
Naive Bayes, K-nearest neighbor, Decision Tree, and Support
Vector Machine algorithms. The Accuracy, Recall, Precision, and
Matthews Correlation Coefficients (MCC) metrics are used to
compare these four techniques. In general, all techniques are
performing well with the proposed model. However, The
Decision Tree technique has outperformed all the other
techniques in all four metrics, while the Naive Bayes technique
showed the lowest performance.

Keywords—DoS attack; machine learning; NSL-KDD; IDPS
systems

I.  INTRODUCTION

The world is currently living in the digital era. This digital
era has produced many services and applications to make life
easier. One of the primary concerns of these services and
applications is security [1]. Companies and even individuals
live a nightmare due to the number of cyberattacks. At the
same time, more than 61000 websites attack is blocked every
day. In addition, around 24000 malicious mobile applications
are blocked every day on the stores of the applications [2]. One
of the most dangerous cyberattacks is a Denial of Service
(DoS) attack. The main goal of the DoS attack is to make a
resource unavailable to the intended users. DoS attack is
increasing rapidly; it is expected that the number of worldwide
DosS attack will reach 15.4 million by 2023 [3].

Intrusion Detection and Prevention Systems (IDPS) are
among the techniques available to counteract a DoS attack.
IDPS is software/hardware that observes and inspects system
events in order to sense and warn of unauthorized efforts to
access system resources in real-time or near real-time. IDPS
detects intrusion by either searching for a pre-defined pattern in
the traffic or by observing anomalies of what is considered
normal traffic for the network or host [4]. IDPS should be

equipped with smart and self-learning techniques to detect
zero-day DoS attacks. Machine learning is a subfield of
artificial intelligence that encompasses a number of techniques
for accomplishing this goal [5].

As the name implies, machine learning systems improve
automaticity through experience and by using existing data,
which makes it suitable to detect zero-day DoS attacks.
Supervised, unsupervised, and semi-supervised machine
learning are all types of machine learning. Generally,
supervised learning algorithms operate on structured and
labeled data similar to that used by the IDPS [6] [7]. Hence, the
fundamental aim of this research is to suggest a paradigm for
identifying suitable supervised machine learning algorithms for
detecting DoS attacks via IDPS.

This paper is structured as follows. Section 2 covers the
topics fundamental to this work. These topics include NSL-
KDD dataset machine learning techniques, min-max scaler,
and K-Fold Cross-Validation. Section 3 discusses related
works that have employed machine learning approaches to
detect DoS attacks. Section 4 discusses the proposed DoS
attack detection model. Finally, Section 5 concludes the paper
and discusses the scope for future work.

Il. BACKGROUND

This section discusses the basic concepts that are related to
this work. This includes a brief description of the NSL-KDD
dataset used in this article. The Machine learning techniques
used in this article will also be briefed. Finally, the algorithms
used in the data pre-processing and to validate the result will be
discussed.

A. NSL-KDD Dataset

NSL-KDD dataset is a processed version of the KDD-
CUP99, in which the records that adversely impact the systems
are removed. NSL-KDD dataset still has some problems;
however, it is still considered an adequate benchmark dataset
that helps security developers investigate intrusion detection
techniques. The number of records in the NSL-KDD dataset is
good to run the experiments and evaluate the results of
different techniques. Table | shows the number of records in
the NSL-KDD dataset according to the attack type. The NSL-
KDD dataset has four different attack types. This paper is only
interested in the DoS attack, and all records of the other attacks
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are deleted during the pre-processing stage, as discussed
below. Table Il shows the main attributes of the NSL-KDD

No

Feature
Name

Data Type

Feature
Description

Lowe
st
Value

Highest
Value

16

num_root

Numeral

Number of root
accesses

Zero

7468

17

num_file_c
reations

Numeral

The total number
of creation
operations.

Zero

100

18

num_shells

Numeral

The total number
of shell prompts.

Zero

Two

19

num_access
_files

Numeral

The total number
of operations on
access control
files.

Zero

Nine

20

num_outbo
und_cmds

Numeral

The total number
of ftp session
outbound
commands.

Zero

One

21

is_host_log
in

Numeral

1 If the login
belongs to the
hot list; else 0.

Zero

22

is_guest_lo
gin

Numeral

1 If it’s a guest
login; else 0.

Zero

23

Count

Numeral

The number of
sessions to the
same host as the
present session,
in the last 2
seconds.

Zero

511

24

srv_count

Numeral

The number of
connections to
the same service
as the current
connection, In
the last two
seconds.

Zero

511

25

serror_rate

Numeral

The ratio of
connections in
the same host
connection that
contain "SYN"
errors

Zero

One

26

SIV_serror_
rate

Numeral

The ratio of
connections in
the same-service
connection that
have "SYN"
errors

Zero

One

27

rerror_rate

Numeral

The percentage
of connections in
the same-host
connection that
have "REJ"
errors

Zero

28

srv_rerror_r
ate

Numeral

The ratio of
contain s in the
same-service
contain that
contain "REJ"
errors

Zero

One

dataset [7][8][9].
TABLE I. NUMBER OF RECORD FOR EACH ATTACK
Attack Type Number of records
DoS 53387
Probe 14077
U2R 119
R2L 3880
Normal 77055
TABLE Il THE FEATURES OF NSL-KDD DoS
Lowe .
No Feature Data Type Featu_re ) st Highest
Name Description Value
Value
1 duration Numeral The session's Zero 54451
length
2 ELOtOCOI—ty Text Session protocol N/A N/A
2 BLOtOCOI—ty Text Session protocol N/A N/A
. Destination
3 service Text service N/A N/A
The session’s
4 flag Text status flag. N/A N/A
Bytes transmitted
5 src_hytes Numeral from sender to Zero 285815
receiver
Bytes transmitted
6 dst_bytes Numeral from receiver to Zero ;02865
sender
1 If from/to the
7 land Numeral same host/port; Zero One
else 0.
The number of
8 wrong_frag Numeral incorrect Zero Three
ment
fragments.
9 urgent Numeral Number of Zero Three
urgent packets
Number of hot
10 hot Numeral indicators Zero 101
num_failed Number of
11 logins Numeral unsuccessful Zero Four
-1og login in attempts
. 1 If successfully
12 logged_in Numeral logged in: else 0. Zero One
UM comor The number of
13 omised PT | Numeral compromised Zero 7479
conditions
1 If a root shell is
14 root_shell Numeral attained: else 0. Zero One
1 If (su root)
15 (sju_attempte Numeral command tried; Zero Two
else 0.

29

same_srv_r
ate

Numeral

The percentage
of connections to
the same-service
connection.

Zero

One

30

diff_srv_rat
e

Numeral

The percentage
of connections to

Zero

One
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No

Feature
Name

Data Type

Feature
Description

Lowe
st
Value

Highest
Value

different
services.

31

srv_diff_ho
st_rate

Numeral

The percentage
of connections to
various hosts in
the same-service
connection.

Zero

One

32

dst_host_co
unt

Numeral

The percentage
count of
connections that
contain the same
receiver host.

Zero

255

33

dst_host_sr
v_count

Numeral

The percentage
count of
connections that
contain the same
receiver host and
using the
identical service

Zero

255

34

dst_host_sa
me_srv_rat
e

Numeral

The percentage
of connections
that contain the
same receiver
host and using
the identical
service.

Zero

One

35

dst_host_di
ff_srv_rate

Numeral

The percentage
of various
services on the
present host.

Zero

One

36

dst_host_sa
me_src_por
t_rate

Numeral

The percentage
of connections to
the present host
that contain the
same port.

Zero

One

37

dst_host_sr
v_diff_host
_rate

Numeral

The percentage
of connections to
the identical
service coming
from various
hosts.

Zero

One

38

dst_host_se
rror_rate

Numeral

The percentage
of connections to
the present host
that contain an
"SO" error

Zero

One

39

dst_host_sr
v_serror_ra
te

Numeral

The percentage
of connections to
the present host
and determined
service that
contain an "SO"
error

Zero

One

40

dst_host_re
rror_rate

Numeral

The percentage
of connections to
the present host
that contain an
"RST" error

Zero

One

41

dst_host_sr
v_rerror_rat
e

Numeral

The percentage
of connections to
the present host
and determined
service that
contain an "RST"
error

Zero

One

Vol. 13, No. 3, 2022

B. Machine Learning Techniques that are used in this Article

Supervised machine learning deals with data sets that
contain both inputs and the corresponding desired outputs. The
classification algorithms category is used within supervised
learning when the outputs are discrete; restricted to a limited
set of values. The most common classification algorithms are
Naive Bayes, K-Nearest Neighbors (KNN), Decision Tree, and
Support Vector Machines (SVM) [7][10][11][12].

1) Naive bayes: Naive Bayes is a simple technique based
on the Bayes theorem and used to handle classification
problems. The Naive Bayes assumption is that the features are
independent of one another; existing of any feature is
unrelated to any other feature. It is known as one of the best
classification algorithms and creates fast machine learning
models that predict quickly. In Naive Bayes, the features are
making independent and equal contributions to the outcome.
Equation 1 shows the probabilistic expressions used in Bayes’
theorem [7][10].
P(Y|X)P(X)
i

PX|Y) = (€

2) K-NN: One of the most important and extensively used
machine learning algorithms is K-NN. As the name implies,
K-NN finds the closest K (number of neighbors) nearest
neighbor points to the target point. Then, it predicts the output
of the target point from these neighbor points. K can be
constant or vary based on the local density of points.
Typically, k equals the square root of the dataset's record
count. Euclidean is one of the algorithms that are used to find
the neighbor points by KNN. Equation 2 shows the formula of
the Euclidean algorithm [7][11].

Euclidean Distance between X and Y =

V(A2 —A;)? + (B — B;)? )

3) Decision Tree: The decision tree technique creates an
upside-down tree to represent the classification model. It is
easy to understand, visualize, and requires little data
preparation. The tree consists of nodes that symbolize a
dataset's features, branches symbolize the decision rules, and
leaves symbolize the class, as shown in Fig. 1. The decision
tree is based on the if-else statements (True/False) to move to
the next node till reaching the leaf [7][12].

4) SVM: SVM is a widely used supervised learning
approach for classification. The SVM technique plots the data
items as a space split into categories. Then, it finds the
hyperplane that distinctly separates the points in space. The
SVM technique should choose the hyperplane with the
maximum distance between the target data points. This gives a
more accurate classification for any new data points. Fig. 2
clarifies the SVM technique [7][10].
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C. Min-max Scaler

Most machine learning techniques perform better when the
data are distributed similarly. In many cases, the data within
the dataset is distributed on a wide-scale and, thus, the data
should be scaled. Min-max scaler is one of the most used
techniques to scale the data within the acceptable range for the
machine learning techniques. By default, the Min-max scaler
technique returns a value between 0 and 1, using Equation 3.

Znew= (Z 'Zmin) / (Zmax 'Zmin) (3)

Where Znew is new derived value, Z is the original value,
Zmin is the minimum value of the feature, Zmax is the maximum
value of the feature [13].

D. K-Fold Cross-Validation

When it comes to machine learning, the approach known as
K-Fold Cross-Validation is used to validate the results of a
model. It is widely used because it is simple, easy to
understand, and, more importantly, reduces the validated
model's bias. Using the K-Fold Cross-Validation method, the
data is split into various groups (k groups). The proposed
machine learning is trained on k-1 groups, and the remaining
group is used to validate the model [14].

I11. RELATED WORK

This section discusses related work on detecting DoS
attacks using machine learning approaches.

Vol. 13, No. 3, 2022

Peneti S. and Hemalatha E. have proposed a machine
learning model to detect Distributed DoS (DDoS) attacks. The
authors investigated four different machine learning techniques
to design their model: XGBoost, AdaBoost, Random Forests,
and Multilayer Perceptron. The CIC IDS 2017 dataset, which
cantinas 83 additional features, has been used to evaluate the
proposed model. The Recursive Feature Elimination method
has been used to shrink the dataset to only the most relevant
features to enhance the proposed model performance. The
number of features has been set to six and after some
experiments the number of features has been finalized to eight.
The accuracy, precision, recall, and F1 score measures have
been used to evaluate the suitable machine learning techniques
for the proposed model. Among the investigated four
techniques, Random Forests has outperformed the other
techniques in detecting the DDoS attack, while the Multilayer
Perceptron has performed less in this particular problem [5].

One of the recent articles that have been used the machine
learning techniques for DoS attack detection was proposed by
Wankhede S. & Kshirsagar D. Wankhede S. & Kshirsagar D
have been used common machine learning techniques to detect
DoS attack; namely Random Forest (RF) and Multi-Layer
Perceptron (MLP) techniques. The suggested model is aimed at
detecting DoS attacks at the application layer. The DoS attack
that occurs at the other OSI layers has not been considered.
The same CIC IDS 2017 dataset was used to evaluate the RF
and MLP techniques for detecting DoS attacks at the
application layer. The CIC IDS 2017 dataset is divided into
distinct groups, and an appropriate group for each technique is
identified. Weka tool has been used to evaluate the RF
technique versus MLP technique in the proposed model. The
results demonstrated that the RF outperforms the MLP in terms
of accuracy [15].

Another article that used machine learning techniques for
DoS attack detection was proposed by Zhe W., Wei C., and
Chunlin L. However, the proposed model in this work is
designed specifically for smart grid technology. The authors
have investigated three different machine learning techniques
to protect the smart grid: SVM, Decision Tree, and Naive
Bayesian. After examining these three techniques on the
KDD99 dataset, it is found that the SVM technique is the best
for protecting smart grid technology from DoS attacks. The
data is first collected from the network, then certain features
are selected from the dataset, and the primary component
analysis is used for dimensionality reduction. The accuracy,
precision and recall, and F1 score measures have been used to
evaluate the suitable machine learning techniques for the
proposed model. Among the three techniques tested, SVM
outperformed the others in detecting DoS attacks on smart grid
technology. [16].

He Z., Zhang T., and Lee, R. B. have advocated the use of
machine learning techniques to detect DoS attacks originating
in the cloud. The proposed system has investigated four
different DoS attack techniques: SSH brute-force, ICMP
flooding, DNS reflection, and TCP SYN attacks. This method
utilizes statistical data from the hypervisor of the cloud server
and the virtual machines to prohibit network packages from
being sent out to the external network. The authors have
implemented a prototype of the proposed detection system
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under natural cloud settings. The cloud is comprised of six
servers (labeled SO to S5), each of which hosts many virtual
machines. Several machine learning techniques have been used
in the proposed system, including SVM Linear Kernel, SVM
RBF Kernel, SVM Poly Kernel, Decision Tree, Naive Bayes,
and Random Forest. Among the investigated techniques, SVM
Linear Kernel has outperformed other techniques in detecting
the DoS attack sourced from the cloud [17].

IVV. PROPOSED DOS ATTACK DETECTION MODEL

This section outlines the suggested model for detecting
DosS attacks. First, the NSL-KDD dataset will be processed to
be prepared for training and testing the proposed model. Then,
the proposed DoS attack detection model will be introduced in
detail.

A. Data Preprocessing

Data preprocessing is a set of operations applied to the data
to prepare the dataset for machine learning. As discussed
below, data transformation and normalization are two of these
processes that have been applied to the NSL-KDD dataset in
this paper [8][18].

1) Data transformation: NSL-KDD dataset contains
numerical and nominal data, as shown in Table Il. One of the
first steps in data preprocessing is transformation, converting
all data to numerical for the machine learning techniques to be
applicable. Three nominal features in the NSL-KDD dataset
have been transformed to numeric values: protocol type,
service, and flag. These features have been converted using
the label encoding method [19]. Label encoding changes the
values to a number between zero and the number of classes
minus one, as shown in Table IIl. Tables IV and V show
samples of the NSL-KDD dataset before and after the
transformation operation. Besides, the output column in the
NSL-KDD dataset contains four different types of attacks,
each of which has several sub-types. All the attack sub-types
have been removed except for the DoS sub-types, which is our
target in this paper. Then, all DoS sub-types have been
replaced to be DoS attack, so that the output column contains
only two outputs: DoS attack and normal data. Again, these
two outputs have been converted to from nominal into
numeric data using the label encoding method. Now, the
output column contains 0 representing the DoS attack and 1
representing normal data.

2) Data normalization: An essential step in data
preprocessing is normalization operation. Normalization
techniques convert the large-scale values into a compatible
scale. This enhances the performance of the machine learning
techniques and leads to more accurate results. NSL-KDD
dataset contains several features distributed at a large scale
and needs to be normalized. This study has applied the Min-
max scaler technique (as discussed above), which scales the

Vol. 13, No. 3, 2022

values of a feature between 0 and 1 [7][13]. Table VI shows a
sample of the NSL-KDD dataset after normalization. Fig. 3
illustrates the NSL-KDD dataset data preprocessing steps.

TABLE Ill.  TRANSFORMATION
Feature Name Old Value New Value
Icmp One
Protocol Type Tep Two
Udp Three
Service auth,bgp .......... , X11, Z39_50 0-64
OTH Zero
REJ One
RSTO Two
RSTOSO Three
RSTR Four
Flag SO Five
S1 Six
S2 Seven
S3 Eight
SF Nine
SH Ten
TABLE IV.  BEFORE TRANSFORMATION
No Instances Output
1 0,tcp,ftp_data,SF,491,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2, normal
0,0,0,0,1,0,0,150,25,0.17,0.03,0.17,0,0,0,0.05,0
2 0,udp,other,SF,146,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,13,1,0, normal
0,0,0,0.08,0.15,0,255,1,0,0.6,0.88,0,0,0,0,0
3 0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,123,6,1, DoS
1,0,0,0.05,0.07,0,255,26,0.1,0.05,0,0,1,1,0,0
4 0,tcp,private,REJ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,121,19 DoS
,0,0,1,1,0.16,0.06,0,255,19,0.07,0.07,0,0,0,0,1,1
5 0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,166,9,1, DoS
1,0,0,0.05,0.06,0,255,9,0.04,0.05,0,0,1,1,0,0
TABLEV.  AFTER TRANSFORMATION
No Instances Output
1 0,1,19,9,491,0,0,0,0,0,0,0,0,0,0,00,0,0,00,0,2,200,00.1, | 4
0,0,150,25,0.17,0.03,0.17,0,0,0,0.05,0
2 0,2,40,9,146,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,13,1,0,0,0,0, 1
0.08,0.15,0,255,1,0,0.6,0.88,0,0,0,0,0
3 0,1,44,5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,123,6,1,1,0,0,0. 0
05,0.07,0,255,26,0.1,0.05,0,0,1,1,0,0
4 0,1,44,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,121,19,0,0,1,1, 0
0.16,0.06,0,255,19,0.07,0.07,0,0,0,0,1,1
5 0,1,44,5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,166,9,1,1,0,0,0. 0
05,0.06,0,255,9,0.04,0.05,0,0,1,1,0,0
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TABLE VI.  AFTER NORMALIZATION

No Instances Output

0,0.5,0.296875,0.9,5.48E06,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
1 ,0,0,0.003913894,0.003913894,0,0,0,0,1,0,0,,0.5882352 | 1
94,0.098039216,0.17,0.03,0.17,0,0,0,0.05,0

0,1,0.625,0.9,1.63E06,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
2 .025440313,0.001956947,0,0,0,0,0.08,0.15,0,1,0.00392 | 1
1569,0,0.6,0.88,0,0,0,0,0

0,0.5,0.6875,0.5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.240
3 704501,0.011741683,1,1,0,0,0.05,0.07,0,1,0.101960784 | 0
,0.1,0.05,0,0,1,1,0,0

0,0.5,0.6875,0.1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.236
4 790607,0.037181996,0,0,1,1,0.16,0.06,0,1,0.074509804 | 0
,0.07,0.07,0,0,0,0,1,1

0,0.5,0.6875,0.5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.324
5 853229,0.017612524,1,1,0,0,0.05,0.06,0,1,0.035294118 | O
,0.04,0.05,0,0,1,1,0,0
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Accordingly, the machine learning techniques used in the
proposed model are Naive Bayes, KNN, Decision Tree, and
SVM. The technique with the best performance measures, as
shown below, will be determined for the proposed system. The
K-Fold Cross-Validation technique has been used to validate
the proposed model. In which, the NSL-KDD dataset has been
divided into five groups. Four groups are used to train the used
machine learning technique in each iteration, and the remaining
one is used to test the used technique. In this way, each group
is used to test the entire dataset. After testing and training, the
suitable machine learning technique to detect DoS attacks was
determined. Consequently, the traffic is analyzed using a high-
performance machine learning technique that distinguishes
between normal traffic and DoS attack traffic. Fig. 4 clarifies
the proposed DoS attack detection model.

Stepl:

Stepl:

Step3:

i
L] ]
Stepd: + Datanormalization: converting the large scale values into a compatible scale 1
L) L]

Fig. 3. NSL-KDD Dataset Data Preprocessing Steps.

Q

B. DoS Attack Detection

This section contains a detailed discussion of our detection
model of DoS attacks. As discussed earlier, the NSL-KDD
dataset has been preprocessed to be prepared for the machine
learning techniques. At first, besides the normal traffic, the
NSL-KDD dataset has been filtered to contain only the sub-
attack types that cause the DoS attack. These sub-attack types
include: Back, land, Neptune, pod, smurf, teardrop, mailbomb,
processtable, udpstorm, apache2, and worm. Then, all these
sub-attack types have been labeled as DoS attack in the output
column. Table VII shows the number of records of each sub-
attack type and, eventually, the DoS attack. As such, now the
NSL-KDD dataset contains only DoS attack type and normal
traffic data. Then, the nominal features have been transformed
using the label encoding technique including the output
column. After that, the NSL-KDD dataset was normalized
using the Min-max scaler technique (as discussed above). At
this point, the NSL-KDD dataset is preprocessed and ready for
the machine learning techniques to be applied. The generated
NSL-KDD dataset was utilized to train and test the suggested
DosS attack detection model.

The resulted NSL-KDD dataset (after data preprocessing)
contains well well "labeled" data. In addition, the output
variable is categorical; DoS attack and normal data. Therefore,
the classification algorithms within the supervised machine
learning are used in the proposed DoS attack detection model.

TABLE VII.  NUMBER OF RECORD FOR DOS TYPES
Attack Type Number of records
back attack 1315
land attack 25
neptune attack 45871
pod attack 242
smurf attack 3311
teardrop attack 904
mailbomb attack 293
processtable attack 685
udpstorm attack 2
apache? attack 737
worm attack 2
Total 53387

Processed MSL-

KDD Dataset
NSL-KDD
Dataset
M
o
Detection Model Traning d
(Nawe Bayes, K-NN, Decsion Tree e
SVM) I
T
D r
a a
t Reduce d NSL- i
a KDD Dataset ] n
p (DoS Attacks & Evaluate Classfiers Performance I
r Naormal Traffic) {K-Fold Cros-Validation) g
3 and
p E
r v
a v |a
c i u
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5 t
5 i
i o
n
n
g Daa Normalization
(Min-max Scaler) End
I
Fig. 4. DoS Attack Detection Model.
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V. PERFORMANCE EVALUATION

This section examines the suggested DoS attack detection
model's performance. The proposed model was designed using
the Python programming language. Python is easy to use and
widely used with machine learning. It provides several built-in
tools specifically for machine learning that simplify complex
tasks. The device used for testing has Intel Core i7-9750H
processor and 32GB RAM with 64 bit MS-Windows.

The confusion matrix contains four elements [20][21] that
summarize the performance of a proposed machine learning
model:

1) True Positive (TP): indicates an attack and that the
detection model successfully predicted this attack.

2) True Negative (TN): indicates no attack and the
detection model successfully predicted no attack.

3) False Positive (FP): indicates no attack and the
detection model wrongly predicted an attack.

4) False Negative (FN): indicates an attack and the
detection model wrongly predicted no attack.

Fig. 5 elaborates the confusion matrix. The target of the
proposed model is to increase the TP and TN and decrease the
FP and FN.

Four measures have been employed to evaluate the
proposed system based on the elements of the confusion
matrix. These measures are Accuracy, Recall, Precision, and
Matthews Correlation Coefficients (MCC). Accuracy is the
ratio of properly forecasted attacks to the total number of
forecasted attacks. Accuracy can be calculated using Equation
4. The Recall is the number of samples in the attack class that
is successfully predicted to the total number of the prediction
of the attack class. Recall can be calculated using Equation 5.
Precision is the number of attacks that are correctly predicted
as an attack to the number of attacks that are predicted as an
attack. Precision can be calculated using Equation 6. MCC is a
measure of the quality of classification with two classes. The
closer the value to 1 indicates a more accurate classification.
MCC can be calculated using Equation 7 [7][9][20][21].

Fig. 6, 7, 8, and 9 show the Accuracy, Recall, Precision,
and MCC of the proposed model with the four tested
techniques: Naive Bayes, KNN, Decision Tree, and SVM.
Fig. 6, 7, 8, and 9 show that the Decision Tree technique
achieved the highest performance with all four metrics:
Accuracy (99.891%), Recall (99.904%), Precision (99.912%),
and MCC (99.964%). On the other hand, the Naive Bayes
technique achieved the lowest performance with all four
metrics: Accuracy (94.472%), Recall (98.114%), Precision
(92.923%), and MCC (88.643%). In general, all techniques
perform well with the proposed model, except for the Naive
Bayes technigue. However, the Decision Tree technique could
be considered as the best among the four techniques because it
outperforms the other techniques in all four metrics.

_ (TP+TN)
Accuracy = (TP+TN+FP+FN) “)
Recall = —~ (5)
(TP+FN)

Precision =

MCC =

Actual Class

Accuracy (%)

Recall (%)

TP

(TP+FP)

((TP*TN)—(FP+FN))
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Fig. 5. Confusion Matrix.
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Fig. 6. Accuracy of the Proposed Model.
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Fig. 7. Recall of the Proposed Model.
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Precision
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Fig. 8. Precision of the Proposed Model.
MCC
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Fig. 9. MCC of the Proposed Model.

VI. CONCLUSION

DoS is a hazardous attack that threatens governments,
businesses, and individuals. New techniques to launch DoS
attacks emerge continuously. These techniques required an
adaptive system to mitigate them. This paper developed a new
paradigm for disclosing DoS attacks using machine learning
approaches. The proposed model's primary objective is to
mitigate existing and newly discovered DoS attack types.
Several machine learning techniques were Naive investigated
with the proposed model. Among these techniques, the
Decision Tree technique has shown the highest performance.
Whereas the Accuracy, Recall, Precision, and MCC, of the
Decision Tree technique with the proposed model is 99.891%,
99.904%. 99.912%, and 99.964%, respectively. Therefore, the
proposed detection model is promising for mitigating the
newly emerged DoS attack types.
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Abstract—It is paramount to ensure the integrity and
authenticity of medical images in telemedicine. This paper
proposes an imperceptible and reversible Medical Image
Watermarking (MIW) scheme based on image segmentation,
image prediction and nonlinear difference expansion for integrity
and authenticity of medical images and detection of both
intentional and unintentional manipulations. The metadata from
the Digital Imaging and Communications in Medicine (DICOM)
file constitutes the authentication watermark while the integrity
watermark is computed from Secure Hash Algorithm (SHA)-256.
The two watermarks are combined and compressed using the
Lempel Ziv (LZ) -77 algorithm. The scheme takes advantage of
the large smooth areas prevalent in medical images. It predicts
the smooth regions with zero error or values close to zero error,
while non-smooth areas are predicted with large error values.
The binary watermark is encoded and extracted in the zero-
prediction error using a nonlinear difference expansion. The
binary watermark is concentrated more on the Region of non-
interest (RONI) than the Region of interest (ROI) to ensure a
high visual quality while maintaining a high capacity. The paper
also presents a separate low degradation side information
processing algorithm to handle overflow. Experimental results
show that the scheme is reversible and has a remarkable
imperceptibility and capacity that are comparable to current
works reported in literature.

Keywords—Medical Image Watermarking (MIW); Digital
Imaging and Communication in Medicine (DICOM); region of
interest (ROI) and region of non-interest (RONI); prediction error
(PE); nonlinear difference expansion (NDE); authenticity;
integrity

I.  INTRODUCTION

Medical images and patient data are often shared in e-
diagnosis over open communication channels. The
transmission of such data is prone to intentional and
unintentional manipulations, affecting confidentiality, integrity
and authenticity. Such manipulations can result in misdiagnosis
and even lead to lose of life hence the need to ensure reliability
[1-2].

Medical images and patient information are transmitted,
stored, retrieved, printed, processed and displayed through
Digital Imaging and Communications in Medicine (DICOM)
standards [3]. In DICOM, metadata which is the patient report
and information that connects to the image ensures reliability
of medical images data. The metadata is saved in the image file
header [3]. This technique is insecure as the metadata can be

*Corresponding Author.

easily modified, destroyed, or disconnected from the medical
image [4].

Digital image watermarking, a branch of information
hiding technology where a secret message is hidden in public
data, can overcome these challenges. The secret message can
be the metadata, a hospital logo, an electronic signature, or any
other identifier in medical images. The requirements for
medical image watermarking are reversibility, imperceptibility
and reliability [2].

Digital image watermarking is classified into several
classes based on the method of embedding the secret message,
reversibility, application and region(s) used to encode the
secret message [5]. It can be either frequency or spatial domain
based on the method of encoding the secret message. Spatial
domain techniques [4], [6] changes the pixel intensities of the
image directly to implant the secret message. Frequency
domain techniques [7-8] implants the secret message by
changing the coefficient values of the transformed image.
Digital image watermarking techniques are classified as
reversible, semi-reversible or irreversible based on
reversibility. In reversible techniques [9-10], the original image
and the secret message are losslessly restored, while in
irreversible techniques [11], the secret message and the original
image cannot be losslessly restored. Semi-reversible techniques
[12] restore some regions of the original image while others
cannot be restored. Therefore, reversible techniques are
preferred for watermarking medical images. Depending on the
application of digital image watermarking, the schemes are
classified as either fragile or robust. Robust watermarking
techniques emphasize the robustness of the encoded message.
The encoded watermark can resist legitimate and ill