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Abstract—According to previous research on social anxiety 

disorder (SAD) and facial expressions, those with SAD tend to 

view all faces as portraying negative emotions; thus, they are 

afraid of chatting with others when they cannot understand the 

real emotions being communicated. The advancement of facial 

recognition technology has given people opportunities to get a 

more precise emotional estimation of facial expressions. This 

study aims to investigate the practical effects of apps that detect 

facial expressions of emotion (e.g., AffdexMe) on people with 

SAD when communicating with other people through video 

chatting. We conducted empirical research to examine whether 

facial emotion recognition software can help people with SAD 

overcome the fear of chatting with others in video meetings and 

help them understand others’ emotions to reduce communication 

conflicts. This paper presents the design of an experiment to 

measure participants’ reactions when they video-chat with others 

using the AffdexMe application and to interview participants to 

get in-depth feedback. The results show that people with SAD 

could better recognize the emotions of others using AffdexMe. 

This results in more reasonable responses and better interaction 

during video chats. We also propose design suggestions to make 

the described approach better and more convenient to use. This 

research shed a light on the future design of emotion recognition 

in video chatting for people with disabilities or even ordinary 

users. 

Keywords—Social phobia/social anxiety disorder; video 

meeting; facial expression recognition; emotion recognition; 

empirical research 

I. INTRODUCTION 

In modern times, mobile facial recognition applications 
have become more and more popular. Many mobile phone 
manufactures have developed facial recognition capabilities, 
including companies such as Samsung, Huawei, and Vivo. 
Facial recognition is technology which has the capability to 
identify or verify a person using a digital image or a video 
frame from a video source [1]. This process is often completed 
by comparing facial features with images stored in a database. 
Emotional recognition has been broadly studied by the 
computer vision community. It has been developed based on 
the application of facial recognition technology and aims to 
define individuals’ emotions by analyzing their facial 
expressions. The currently available applications of facial 
recognition include area access control systems, checking 
attendance systems, facial recognition phone unlock, and even 

logging onto banking apps and similar security applications. 
This widespread use of facial recognition has made many 
computing devices faster, safer, and easier to use in many 
ways. However, the application of emotion recognition using 
facial expressions is far less popular or widespread compared 
to other applications for facial recognition technology, in part 
because emotional recognition facial software faces challenges 
with recognizing moving objects, continuous detection of 
objects, unpredictable actions, and similar programming 
difficulties. 

Emotion recognition is an interdisciplinary research field 
that is becoming very important for intelligent communication 
between humans and computers. It has been used in many 
areas such as gaming and entertainment, surveillance, robotics 
and many more. The potential for using video- and audio-aided 
emotion detection to identify and reduce the severity of 
psychological and mental disorders has recently gained 
attention from the research community. This is mainly 
attributable to advancements in artificial intelligence and video 
recording technologies. 

According to the American Psychiatric Association [1], 
social phobia is a “persistent fear of one or more situations in 
which the person is exposed to possible scrutiny by others and 
fears that he or she may do something or act in a way that will 
be humiliating or embarrassing.” It is estimated to be one of the 
most prevalent psychiatric disorders in the world [2], and is 
also known as social anxiety disorder (SAD). Generally, 
people with SAD feel embarrassed or fearful when interacting 
with others, especially strangers, and worry about being judged 
negatively [3]. They are more likely to misunderstand others’ 
emotions in social situations. 

Facial and emotional recognition tools and techniques can 
provide promising solutions for SAD patients. Many existing 
software tools can be used to analyze video content and 
recognize actions within them. These applications are being 
widely used in emotion recognition. AffdexMe [4] by 
Affectiva is one such app that analyzes and responds to facial 
expressions of emotion in real-time using the built-in camera 
on iOS or Android devices. 

In this paper, we design and develop a solution that uses 
AffdexMe for emotion recognition to help people with SAD 
better communicate with others on video chatting platforms. 
Our proposed solution aims to enable SAD patients to 

*Corresponding Author. 
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recognize the emotions of people with whom they 
communicate, and to help them to respond in appropriate ways. 
A usability testing experiment was conducted on participants 
with SAD for qualitative observation on approach effectiveness 
and usage behaviors. 

The reminder of this paper is organized as follow. Section 2 
presents the literature review and examines what others have 
done to tackle mental disorders using video-aided emotion 
recognition. Section 3 presents the study approach, experiment 
setup, and scenarios considered to demonstrate how AffdexMe 
is used to assist SAD patients. In Section 4, we present the 
evaluation method and results of the study. Discussions and 
study limitations are presented in Section 5. Finally, we 
conclude this work and lay out our future research plans in 
Section 6. 

II. RELATED WORK 

A. Technologies of Facial Recognition Systems 

Facial expressions are able to communicate certain 
emotions such as anger, fear, or anxiety that people may have 
when they encounter certain situations [5]. Different facial 
features of experiment subjects were collected and successfully 
analyzed for the emotions of task subjects. Under certain 
conditions, the 2D facial recognition system used to recognize 
a flat face might not be useful for real-time, video-based facial 
emotion recognition. However, traditional still image-based 
facial recognition systems are not accurate enough when 
analyzing motions, even though motions can help to better 
analyze the emotions behind individuals’ facial expressions in 
terms of psychology and physiology studies [6]. 

Yet, not all video-based facial emotion recognition 
applications are accurate and mature enough to be effective for 
widespread use. For example, Hirt et al. (2018) applied 
FaceReader to examine students’ emotions of interest and 
boredom by video recording their facial expressions while 
reading, and later compared these emotional recognition results 
to student self-reports [7]. They found that the results from 
student self-reports were significantly different from those of 
the facial emotion recognition software. They concluded that 
until this discrepancy could be better analyzed and accounted 
for, the emotion recognition technology could not be formally 
applied to educational practice. 

However, educational researchers have also argued the 
importance of facial emotion recognition to people with 
disabilities, such as, for example, preschool children with 
autism [8]. They emphasized the importance of intervention 
tools such as facial emotion recognition games to help children 
with autism understand facial expressions, which may lead 
them to exhibit more appropriate social behaviors. Researchers 
presented a facial emotion recognition game to children with 
autism as an early intervention. They also presented 
suggestions for the future design of a facial expression 
detection game. 

B. Facial Expression and Social Anxiety Disorder (SAD) 

Facial expression, as a type of nonverbal communication, 
plays a significant role in conveying speakers’ messages and 
involves at least 65% of the total meaning of a conversation 

[16], and yet people with social phobia have difficulties 
reading others’ facial expressions and emotions. Researchers 
have found that such people have longer reaction times for 
almost all emotions and lower accuracy in emotion recognition 
[10,11]. Specifically, people with SAD tend to view various 
facial expressions as conveying negative feedback, whether 
they truly do or not. 

Based on the research of Lange et al. [10], people with 
SAD tend to interpret negative feedback when they encounter 
the neutral faces of other people. They believe that a neutral 
face actually represents a negative emotion. With further 
questionnaires and experiments, researchers found that those 
with social anxiety disorder even viewed all facial symbols, 
including negative, positive, and neutral, as significantly 
threatening. Therefore, assistive technologies are required for 
this group of people so that they can communicate 
appropriately with others and actively join society instead of 
being gradually isolated from society. 

C. Open-Source Facial Emotion Recognition Application: 

AffdexMe 

Yu and Wang (2016) proposed an advanced, real-time, 
monocular, video-based facial expression recognition system 
that enabled more precise recognition of multiple variables 
[12]. An online statistical appearance model (OSAM) was used 
to track the facial movements of the participant, as shown in 
Fig. 1. 

Based on different models created by the computer for 
analyzing the geometrically normalized facial mesh, the system 
was able to draw conclusions about participants’ emotions 
when making different facial expressions. Examples are shown 
in Fig. 2 and 3. 

 

Fig. 1. A Sample Revised Interface of AffdexMe shows Six Emotions that 

can be Recognized by the Technology. Screenshots have been revised to 

Clarify the Font used in AffdexMe. 

 

Fig. 2. The Process of Facial Recognition [5]. 
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Fig. 3. Examples from the Facial Expression Recognition System [5]. 

McDuff et al. have also indicated that facial expressions 
can express certain emotions not only through still expressions 
but also through facial movement [13]. Their work provides 
the mechanism that enables facial expression recognition to 
work when analyzing users' emotions communicated by their 
facial movements. A Facial Action Coding System was used in 
their study to analyze facial expressions through analyzing the 
various actions according to the dataset from Affdex. This 
system automatically coded facial expressions when 
participants used the video chat platform Skype and analyzed 
the emotion of participants. 

The traditional dataset for analyzing users’ facial 
expressions has been manually collected; thus, it was difficult 
to classify diverse facial actions to indicate the emotions of 
users. However, the internet-based framework used by 
AffdexMe has enabled researchers to collect around 1.8 million 
online media videos of spontaneous facial responses [14]. 
Through active learning, the facial recognition system can 
learn 100 different scales of facial expression based on the 
movements of various facial features. This active learning 
method can help the computer system to recognize even more 
precise movements which are not similar to more common 
expressions such as smiles or closed eyes [14]. 

In sum, people with SAD tend to misunderstand facial 
emotions when they communicate with others, which makes it 
necessary to help them accurately classify the emotions behind 
different facial symbols such as positive or negative 
expressions. Therefore, a facial expression recognition system 
is needed for helping such people understand the true emotions 
behind facial features, and therefore reduce misunderstandings 
in communication. Our study aims to apply the AffdexMe 
facial emotion recognition technology to design a study to help 
people with SAD communicate with others appropriately. We 
also hope that our results can be generalized to the current 
global situation, in which people feel more isolated than ever 
before during the COVID-19 pandemic. 

III. EXPERIMENTAL SETUP AND STUDY APPROACH 

Our goal throughout this study is to help SAD patients to 
correctly interpret the emotions behind the facial expressions of 
others on video chat platforms. To achieve this goal, two 
groups of participants were asked to video chat with friends 
over Skype [15] for 10 minutes each. The first group included 
five ordinary participants (i.e., those not diagnosed with or 
symptomatic of SAD). The second group included five 
participants who self-reported themselves to have social 
anxiety disorder. Participants of both groups were 
undergraduate students at one university. Three of the 
participants with SAD were female and two were male 

students; all of these participants had never previously heard 
about AffdexMe, had not used similar emotion recognition 
software before, and seldom video chatted with others prior to 
the study. The five ordinary participants with whom the SAD 
participants chatted agreed to participate in the experiment 
(Table I). Also, participants’ informed consent was obtained 
according to research protocols. This involved a statement of 
consent to participate in the study and to use their photos for 
research purposes. We reduced study bias by requiring the 
SAD-free participants not to intentionally control their facial 
expressions. 

During the 10-minute Skype call, an observer (Fig. 4) 
holding a smartphone sat with a SAD patient to capture the call 
with the SAD-free participant. Observer’s smartphones had 
AffdexMe installed and running during the 10-minute video 
call. The AffdexMe app was used to detect six real-time 
emotions including joy, sadness, fear, anger, contempt, and 
disgust. AffdexMe also showed the percentage of certainty for 
every emotion detected. When the AffdexMe detected 
emotions, the observer verbally said a short sentence that 
described the emotion to the SAD patient. For example, when 
the application detected “sadness,” the observer said: “He/she 
shows sadness.” 

The observer orally describing the emotions detected by 
AffdexMe was used to simulate the new function we are 
proposing here. In the future, we will develop this feature to 
automatically play recorded sentences that describe the 
detected emotions. Fig. 5 presents screenshots of AffdexMe 
output presenting a participant showing joy, disgust, and anger, 
respectively. 

We interviewed each of the SAD patients after the video 
chatting session and asked them about their experiences when 
using this application in order to receive their feedback, 
determine if they encountered any problems, and see if they 
had any suggestions for improvement. 

TABLE I. PARTICIPANTS 

 
Total Participants (10) 

Ordinary Participants Participants with SAD 

Video chat  Five  Five  

 

Fig. 4. Observer using AffdexMe to Detect Emotions in Skype Video-chat 

with Ordinary Participants. 
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Fig. 5. AffdexMe Outputs on an Ordinary Participant to Help a Participant 

with SAD Understand Emotions. Screenshots have been Revised to Clarify 
the Font used in AffdexMe. 

IV. RESULTS  

During participants’ chat sessions, AffdexMe successfully 
and continuously detected emotions with high success rates. 
After the 10-minute Skype call, we interviewed the SAD-
participants and asked them about their experiences. The 
following questions were asked of participants: 

 How did you like the application? 

 What changes will you suggest making the application 
more effective? 

 Do you think you would use an application like this 
regularly in your video calls? Why? 

All participants reported that this application was helpful 
and supported them in reducing misinterpretation of emotions 
during video calls. Some participants reported that before using 
this application they could not accurately recognize others’ 
emotions, as they often thought others felt unpleasant or 
otherwise negative emotions. One participant also reported that 
the application enabled them to comprehend others’ emotions 
better and that they do not feel as nervous as they did before 
when video chatting with others. One of the participants 
expressed that she always found difficulties in interpreting 
emotions and often mistakenly regarded others’ facial 
expressions as uncomfortable or angry; however, using the 
application, she was told that the person with whom she was 
video chatting showed no or neutral emotions, rather than 
negative ones. 

When considering the application’s functionality, a 
participant mentioned that the observer sound describing the 
detected emotion was too long (Table II). For example, when 
the participant-caller showed joy, the observer said, “She 
shows joy (Fig. 6),” but, before the sound ended, the 
participant-caller had already turned to another emotion. 
Therefore, the observer sometimes could not report the 
emotion promptly. The participant suggested that the sound 
could be simple and short, like “joy,” or could read faster. 
Another participant thought the sound was helpful because in 
that case, he did not need to look at the application all the time. 
Nevertheless, the participant said that the sound was a little 
disruptive, as it distracted attention when listening to what the 
caller was talking about. Participants reported that they had to 

pay attention to what the application said as well as what their 
conversation was about. All participants reported that it is more 
likely that they would download and regularly use a similar 
application if available for smartphones in the future. 

 

Fig. 6. AffdexMe Output showing One Emotion of a Person Called by One 

of the Participants. Screenshots have been Revised to Clarify the Font used in 
AffdexMe. 

The designed solution to overcome the emotion recognition 
challenges encountered by SAD patients when communicating 
with others using video chatting apps was likable and 
beneficial according to our empirical study results. However, 
the study design may have subjected the results to bias. First, 
the number of participants interviewed in this work was 
relatively small and the findings may not be generalizable. 
However, we did try to overcome this limitation by providing 
more in-depth results about the subjects' perspectives on the 
research questions by interviewing participants rather than 
simply asking them to fill out a survey. This helped in being 
able to interpret the participants' facial gestures to get more 
reliable results. Additionally, the observer voice while 
describing the emotions detected by AffdexMe may have 
negatively impacted the cognitive performance of the SAD 
patients participating in this study. This issue can be resolved 
by recording different voices to describe the emotions and 
enable users to choose from a list of desired characters or 
possibly even languages. 

TABLE II. EXPERIMENTAL FEEDBACK 

Participants’ Feedback 

Emotion Functionality 

 Comprehended others’ emotions 
better 

 reduced misinterpretation of 
emotions  

 calmed nervousness 

 Should shorten the voice 
reminders’ length 

 Voice reminders’ distraction 

V. DISCUSSION AND LIMITATIONS 

Our study aims to help people with SAD to communicate 
effectively with others via facial emotion recognition 
technologies. Our observation and interview results suggested 
that this experimental design using facial emotion recognition 
helped the participants appropriately video chat with other 
participants. While only a limited amount of facial emotion 
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recognition research has been done to help people with SAD 
[7,8], the positive results of our study shed light on future 
related research design. As modern societies’ environments are 
becoming more stressful due to factors including climate 
change disasters or pandemics such as COVID-19, this kind of 
individual assistive technology is needed to help people with 
SAD to adapt to the changing world. The results of our design 
can be generalized to other user groups, and even to ordinary 
people who need help when dealing with challenging 
communication methods. 

Even though our design may help people with SAD to 
overcome their fears when interacting with others using video 
chat, there are some limitations in this study. For instance, we 
only recruited five participants with SAD to run the usability 
testing of this design. However, our sample size was based on 
the suggestion of Nelson (1993), who expressed that only five 
users can figure out 85% of the usability problems of a 
technology [9]. This study is only the first step to confirm that 
facial emotion recognition technologies can help people with 
SAD. 

However, the practicability and conveniences of our design 
have many areas open to improvement. We suggest integrating 
the facial emotion recognition technology together with video 
social networks; in other words, inserting a facial emotion 
recognition function into video-chatting apps. Much existing 
social network software already has the function of video-
chatting, such as Skype, WeChat, QQ, and Zoom. We plan to 
write codes to allow the emotion recognition function to 
operate during video-chatting, so that, when people are having 
video conversations, a small message box is placed at the 
corner on the screen. From the box, the user can read the 
computer’s detection of emotion changes and the current 
emotion of the person being spoken to. We wish to design this 
function because video images can often be blurry, and a user 
may be able to see their communication partner but not be able 
to figure out the expressions on their faces, according to our 
experience of this study. With this new design, the user can 
better know the emotions of those with whom they chat and 
determine their own responses. 

We also have specific suggestions for using facial emotion 
recognition to help people with visual disabilities. Such 
individuals cannot get any visual cues during communication, 
so they have more difficulty in interacting with others. We 
recommend adding a phonetic function to emotion recognition 
apps when people are video-communicating. When the talker 
shows strong emotion changes, the app will translate the 
emotion information into sounds. Therefore, visually-impaired 
people can get phonetic cues when communicating. This new 
function will allow them to better interact with others. 

V. CONCLUSION 

Our design demonstrated how a specific piece of facial 
emotion recognition technology helped people with SAD. 
Through experiments, observation, and interviews, we 
confirmed that facial emotion recognition as an assistive 
technology can help people with SAD to appropriately 
communicate with others via video chatting. This helps people 
with SAD better interact with others, allowing them to escape 
from isolation and be more involved in their societies. We also 

proposed design suggestions for further development of this 
technology. We recommended adding a small text box to show 
the emotion of the talker instead of only using time-consuming 
phonetic reminders, in accordance with the feedback of our 
participants. 

In future studies, we first plan to create a prototype to 
integrate the facial emotion recognition technology within a 
video-chat software. Then we will run usability tests to see if 
users evaluate it as useful and effective. If possible, we will 
further program this integration and publish it to serve people 
who need emotion recognition aid when communicating with 
others. 

Moreover, we believe that the sound function is even more 
significant for visually-impaired people who may also need 
emotion recognition help when video-chatting with others. 
They cannot see the faces of other participants, and so they 
often cannot figure out their emotions. With our future studies, 
visually-impaired people can freely video-chat with others. The 
integrated app will tell them the emotion of the other person so 
that they can better deal with their social interactions. Of 
course, the sound function is mainly designed for visually-
impaired people, so ordinary people may feel this function is 
useless and distracting. Therefore, we will add a sound switch 
button on the small box. If some users need or prefer to have 
the sound function, they can click on it to make the sound 
function active (those with visual disabilities may require 
others’ help at the beginning). If some users feel the sound is 
annoying, they can simply turn it off. 

In sum, our study has shed light on future facial emotion 
recognition designs, since there has been only very limited 
research discussing how this technology can be applied to 
serve people up to this point. We hope this study can 
encourage more researchers to work on this topic and invent 
more promising designs and apps. 
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Abstract—This paper discusses how to raise efficiency of 

predicting the Chinese futures market correlation coefficient. 

First, the predicted periods are divided by major events and the 

predictabilities between different periods are compared at the 

same time. Second, on this basis, an automatic machine learning 

framework, AutoGluon is applied to compare the predictive 

ability between different deep learning models such as LSTM 

and GRU. Results demonstrate that: (1) Compared by LSTM 

and GRU, AutoGluon can indeed raise efficiency of predicting. 

(2) The changes of prediction error between different periods can 

explain the influence of major events happened in futures 

market. (3) Although the predictive ability of many models 

decline over time, the performance of XGBoost is relatively 

stable, which can provide useful tools for market participants. 

Keywords—AutoGluon; LSTM; GRU; Chinese futures market 

I. INTRODUCTION 

Financial time series forecasting methods include 
econometric method represented by ARIMA model and 
GARCH model, and deep learning methods represented by 
LSTM and GRU model. Futures market forecasting can also 
adopt the same method. The traditional econometric methods 
based on linear function hypothesis and model driven show 
good applicability in dealing with small amount of calculation 
and low-dimensional data. However, with the explosive growth 
of data volume in the era of big data, econometric method has 
gradually exposed its weaknesses. 

The LSTM model was originally designed for natural 
language processing tasks. Now it has attracted more and more 
attentions in time series forecasting tasks. A large number of 
in-depth studies have been carried out on the use of LSTM 
model to predict future prices. The results showed that deep 
learning method has obvious advantages in forecasting 
accuracy compared with econometric methods. However, the 
deep learning models are too dependent on model structure and 
parameter adjustment, which makes it is difficult to deploy 
rapidly in different situations. In recent years, the automatic 
machine learning method represented by AutoGluon 
framework has performed excellently in various tasks relying 
on bagging and stacking strategy, and has attracted more and 
more attentions due to its ease of use. 

Whether deep learning model or automatic machine 
learning method, the premise for predicting the future is that 
the data obeys the assumption of independent and identical 
distribution. A large number of studies have proved that it is 
difficult for financial market participants to get rid of 

psychological effects such as greed and fear, resulting in the 
fact that historical data have a certain impact on future data, 
which leads to the fact that financial time series data are not 
completely independent before and after. At the same time, the 
impact of major events may change the expectations of market 
participants, making it difficult for financial time series data in 
different periods to maintain the same distribution assumption. 
These problems make many models highly fitting historical 
data in the training process have poor generalization ability in 
the testing process. Models that perfectly fit existing data 
cannot guarantee the same prediction accuracy in the future. 

In short, the assumption that financial time series data obey 
the independent and identical distribution fundamentally 
challenges the basis of machine learning model to predict the 
future. The specific manifestation is the difference between 
training error and testing error, but the changes of difference 
may indicate the changes of market risk. 

The innovation of this paper is that according to the time 
point of major public events (China’s supply-side reform and 
the new corona epidemic), the futures index time series data 
are segmented and the correlation coefficients between 
varieties are calculated. By analyzing the difference between 
the training error and the testing error of the futures index 
correlation coefficient, new ideas are provided for the futures 
market prediction. 

The structure of this paper is as follows: the second section 
is the literature review; the third section introduces the models 
used in this paper; the fourth section is the empirical analysis 
process; and the fifth section is the summary and 
enlightenment. 

II. LITERATURE REVIEW 

There are many studies on the use of econometric models 
to predict financial markets. Li Hongquan [1] used interval 
measurement method to study the crude oil price prediction. 
Zhang Y J, Yao T, He L Y [2] compared the abilities of 
different GARCH models to predict the crude oil market. Li 
Hongquan and Zhou Liang [3] used CoVaR, cross-sectional 
VaR, absorption ratio, Granger causality index and information 
spillover index to measure systemic financial risk, and 
examined the predictive ability of five indicators on 
macroeconomy in detail. Hong Yongmiao, Wang Shouyang [4] 
pointed out that the econometric methods focus on the 
relationships between the economic variables to reveal the 
inherent nature of economic operation, but due to the highly 
simplified and abstract mathematical model, many other 
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factors in reality may be not taken into account, which often 
results in model misdesign. 

With the rapid development of artificial intelligence 
technology in the context of big data, machine learning, deep 
learning and text analysis have been widely used in the 
research of financial market prediction. Chen Y, He K, Tso G 
K F.[5] used deep learning model to predict the crude oil 
prices, R.A.de Oliveira, D.M.Q.Nelson, A.C.M.Pereira. The 
author in [6] studied the application of LSTM model in stock 
market forecasting. Mu Nianguo, Yao Honggang [7] proposed 
a prediction model of recurrent neural network based on 
attention mechanism, and found that the prediction effect of 
gated recurrent network was improved after adding attention 
mechanism. In addition, a large number of literatures focus on 
improving the prediction ability of deep learning model in 
stock and commodity markets [8]-[16]. The common point of 
the above research is using machine learning models to predict 
future prices directly, and the researches focused on improving 
the accuracy and speed of model prediction. Ensembles that 
combine predictions from multiple models have long been 
known to outperform individual models. Wang Y, Liu L, Wu 
C.[17] studied the effect of using time-varying parameter 
models to predict the crude oil prices. Sun Fuxiong et al. [18] 
took the Chinese listed companies as the research object, and 
put forward the combination model of stock suspension 
prediction. The empirical analysis results showed that the 
combination model prediction has achieved high accuracy. 
Zhou Hao et al. [19] proposed an improved crude oil price 
combination forecasting model, therefore proposed a dynamic 
particle swarm optimization algorithm. The experimental 
results showed that the predictions of combined model can 
greatly reduce the computational complexity and improve the 
prediction accuracy. Nick Erickson, Jonas Mueller et al. [20] 
proposed the AutoGluon framework based on automatic 
machine learning, which greatly simplifies the preliminary 
work such as feature engineering and parameter debugging of 
traditional machine learning models, and performs well in the 
prediction task of structured data. To our knowledge, there is 
no precedent to apply AutoGluon to the prediction of financial 
time series. In general, the research on the prediction of 
financial time series using single or combined models of 
econometrics and deep learning has been quite sufficient. But 
the research on the prediction performance of automatic 
machine learning is not sufficient enough, and the financial 
time series data do not obey the assumption of independent and 
identical distribution is always an unavoidable matter. In this 
paper, the AutoGluon framework is used for predicting the 
financial time series for the first time. By analyzing the 
difference between the training error and the testing error of the 
correlation coefficients of the futures index, the influence of 
major public events on the futures market is studied to explore 
the method of predicting the risk of China's futures market and 
provide reference for researchers. 

III. MODELS DESCRIPTION 

A. AutoGluon based on Automatic Machine Learning 

In the past decades, many powerful machine learning 
models have emerged. But how to integrate these models is 
faced with many obstacles, such as model selection, model 

integration, super-parameter adjustment, feature engineering, 
and data preprocessing. Automatic machine learning(AutoML) 
provides a possible solution through the combination of model 
selection algorithm and super-parameter optimization strategy. 
As a representative of AutoML, AutoGluon arranges and trains 
different models hierarchically, which saves training time and 
reduces overfitting by bagging and stacking strategy. It has 
long been found that the combination of multiple models can 
achieve better performance than single models. The popular 
AutoML uses bagging and stacking strategy to improve 
prediction ability and reduce variance. Specifically, several 
‘base’ models are trained separately at each layer, then the 
outputs of each model are aggregated as features to be 
transmitted to the next layer for further training (stack) to 
achieve performance beyond the 'base' models. As a typical 
AutoML, AutoGluon embodies these ideas in Fig. 1. 

 

Fig. 1. AutoGluon’s Multi-layer Stacking Strategy. 

This paper select four representative machine learning 
algorithms to generate the basic model of AutoGluon, 
including artificial neural network, LightGBM algorithm, 
XGBoost algorithm and CatBoost algorithm. After the data 
were input into the model, different samples are formed by 
random repeated sampling, then the bagging strategy is applied 
to each layer to train the basic model on different samples by 
using four algorithms. At the same time, the stacking strategy 
is used to train the basic model on the same original data 
sample of each layer. Finally, all the scalars of each model 
output are connected to obtain a vector, and then a linear 
combination is made to obtain the final output of the model. 
The key codes are given in Fig. 2. 

 

 

Fig. 2. Key Codes of AutoGluon. 

1.hyperparameters={'GBM':gbm_options,'NN
':nn_options,'XGB':xgb_options,'CAT':cbm_o
ptions,}  

2.time_limit = 1000 num_trials = 5 
search_strategy = 'auto'  

3.hyperparameter_tune_kwargs= 
{'num_trials':num_trials,'scheduler':'local','sea
rcher':search_strategy,}predictor=TabularPre
dictor(label=label).fit(train_data,time_limit=t
ime_limit,num_stack_levels=1,num_bag_fol
ds=3) 
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B. LSTM and GRU 

As branches of the recurrent neural network, LSTM and 
GRU models can solve the problem of gradient disappearance, 
and are often used for time series prediction. In order to 
compare with AutoGluon, Keras platform is applied to build 
LSTM and GRU models, and the key codes are given in Fig. 3. 

 

Fig. 3. Key Codes of LSTM and GRU. 

C. Model Assessment Index 

There are many indexes to evaluate the fitting ability of 
machine learning model. This paper use mean square error 
(MSE) and mean absolute error (MAE) as model evaluation 
indexes. These can be calculated using the following formulas. 
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where n is the total number of samples, is the actual value 
and is the predicted value. 

Compared with MAE, MSE gives greater weight to 
outliers, so it is not as stable as MAE. For the fixed learning 
rate, the effective convergence of MSE is better than that of 
MAE, so MSE and MAE are used to evaluate the performance 
of the models. 

IV. DATA DESCRIPTION AND EMPIRICAL ANALYSIS 

A. Variables and Data 

It is common to select extra-price indicators as explanatory 
variables to forecast future price. However, the available time 
of extra-price indicators often lags behind the price itself, 
which leads to the fact that the hindsight predictable 

phenomenon cannot be realized in real time. Moreover, the 
reflexivity between some extra-price indicators and prices is 
hard to be falsified. For example, oil prices influence oil 
production and vice versa. 

Therefore, this paper study the risk measurement of futures 
market by establishing the correlation coefficient time series 
between the futures index of rebar, iron ore and coke. The 
explained variable is the current value of the correlation 
coefficient of China's futures market price index, and the 
explanatory variable is the historical value of the correlation 
coefficient. The specific algorithm is to use the corr function of 
math module in python to calculate the correlation coefficient 
based on the daily closing price of futures index, and the 
number of cycles is 100. 

This paper adopts the black industry index of South China 
Futures released by the tushare data community, which 
includes rebar, hot coil, iron ore, coke, coking coal, wire rod, 
manganese silicon and ferrosilicon. However, due to the 
different listing dates of each variety, the historical transactions 
of wire rod, manganese silicon, ferrosilicon, hot coil and 
coking coal are not active and the market influence is small. 
Considering the above factors, this paper only analyzes the 
futures price index of rebar, iron ore and coke for 2001 trading 
days from October 21, 2013 to December 31, 2021. 

 It can be seen from Table I that the original data (from 21 
October 2013 to 31 December 2021) is divided into six 
intervals according to the approximate time points of China's 
supply-side reform and the new coronavirus epidemic. Then 
the correlation coefficients are calculated in each intervals. 
Finally, six training sets and six testing sets are generated, 
which are divided as follows. 

TABLE I. DATASET PARTITION 

Interval 

number 

training sets 

date 

testing sets 

date 
reference 

1 
20131021- 

20141114 

20141117- 

20151211 

Before supply-side 

reform 

2 
20131021- 
20151211 

20151214- 
20180205 

In supply-side reform 

3 
20151214- 

20161108 

20161109- 

20170927 

After supply-side 

reform 

4 
20180223- 

20190212 

20190213- 

20200123 

Before new 

coronavirus 

5 
20180223- 
20200123 

20200203- 
20211231 

In  new coronavirus 

6 
20200203- 

20210113 

20210114- 

20211231 
After new coronavirus 

Then the training set and testing set are input into the model 
respectively. Finally, the results are compared and analyzed. 
The specific process is given in Fig. 4. 

B. Empirical Analysis 

For market participants, when a good fitting model of 
historical data (training set) can predict future data (testing set) 
within a certain error range, the risk is low. On the other hand 
the risk rises when the prediction error increases. Based on this, 
this paper proposes two hypotheses: 1) When the market is 

1.Key codes of LSTM 

model=Sequential() 
model.add(LSTM(units=4,activation='tanh',recur
rent_activation='hard_sigmoid',input_shape = 
(15 , 1)))model.add(Dense (units =1, activation 
= 'linear'))  

model.compile(loss='mean_absolute_error',opti
mizer = 'rmsprop') 

history=model.fit(x_train,y_train,batch_size=1, 
epochs =30, shuffle = True ) 

2.Key codes of GRU 

model = Sequential() 

model.add(GRU(units=4,return_sequences=Fals
e,activation='tanh',recurrent_activation='hard_si
gmoid', input_shape =(15 , 1))) 

model.add(Dense(units=1,activation ='linear')) 

model.compile(loss='mean_squared_error',optim
izer ='rmsprop') 

history=model.fit(x_train,y_train, batch_size 
=1,epochs =30) 
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influenced by external events, the risk will increase 
characterized by greater prediction error between the training 
set and the testing set. 2) When the market gradually adapts to 
the influence of external events, the risk will be reduced which 
is characterized by the decrease of prediction error between the 
training set and the testing set. If these two assumptions hold, it 
can be estimated that the market risk level by observing the 
change of the prediction error between the training set and the 
testing set, and then replace the model when the original model 
is obviously unable to adapt to market changes. 

 

Fig. 4. Data Processing Procedure. 

After inputting the dataset into different models, the output 
results are as follows. 

where Ratio of error=Testing MSE / Training MSE, and the 
smaller the MSE index is, the better the fitting degree of the 
model to the dataset is. 

It can be seen from Table II that AutoGluon framework has 
obvious advantages in fitting degree compared with LSTM 
model and GRU model in each training set, but it is completely 
backward in the testing set. Especially in interval 5, the error 
ratio of AutoGluon framework is as high as 24.22, which is far 
higher than that of other models. If the corresponding MSE 
index is carefully observed, it can be found that the MSE of the 
training set is only 0.01, and the MSE of the testing set is 0.35, 
which indicates that the AutoGluon framework has a certain 
overfitting phenomenon and leads to poor generalization ability 
of the model. Therefore, when measuring the prediction 
accuracy of the model, the MSE value of the model in a single 
interval cannot be used as the sole criterion, but the 
performance of the model on the training set and the testing set 
should be compared. However, even if the model performs 
well in both training set and testing set, it cannot guarantee that 
the model will have the same stable performance in the future. 

Taking interval 2 (supply side reform) and interval 5 (new 
corona epidemic) as reference points, from interval 1 to 
interval 3 and from interval 4 to interval 6, it can be seen that 
the occurrence of two major events increases the error ratio of 
each model. This phenomenon confirms the first assumption 
mentioned above. One possible explanation is that the 
occurrence of major events leads to the increase of market risk, 
which is manifested as the decrease of model prediction ability. 
By comparing interval 3 and interval 4, the impact of old major 
events on the market gradually decreases as the error ratio 
decreases. This phenomenon confirms the second assumption 
mentioned above. But as major new events occur, the error 
ratio expands again. Although the error ratio has fluctuation, 

but if the interval 1, 3, 4, 6 is divided into a group and the 
interval 2, 5 is divided into a group, the overall error ratio 
increases gradually. This shows that as time goes by and major 
events influence the market, the overall forecasting ability of 
the model is declining. The following Table III MAE index 
descriptive statistics also reflects the same characteristics. 

TABLE II. DESCRIPTIVE STATISTICS OF MSE INDEX OF EACH MODEL 

Interval 

number 
1 2 3 4 5 6 

LSTM  

Training 

MSE 

0.1574

0  

0.0878

0  

0.0867

0  

0.1244

0  

0.1123

0  

0.1093

0  

Testing  MSE 
0.1041
0  

0.1334
0  

0.2061
0  

0.1612
0  

0.3829
0  

0.4189
0  

Ratio of error 
0.6613

7  

1.5193

6  

2.3771

6  

1.2958

2  

3.4096

2  

3.8325

7  

GRU  

Training 

MSE 

0.1606
2  

0.0890
5  

0.0887
9  

0.1195
0  

0.1079
8  

0.1041
0  

Testing  MSE 
0.1012

6  

0.1375

5  

0.2199

6  

0.1559

6  

0.3599

2  

0.3812

0  

Ratio of error 
0.6304
3  

1.5446
4  

2.4773
1  

1.3051
0  

3.3332
1  

3.6618
6  

AutoGluon  

Training 

MSE 

0.0337

0  

0.0331

0  

0.0240

0  

0.0342

0  

0.0148

0  

0.0405

0  

Testing  MSE 
0.2495
0  

0.1717
0  

0.1963
0  

0.2022
0  

0.3586
0  

0.4049
0  

Ratio of error 
7.4035

6  

5.1873

1  

8.1791

7  

5.9122

8  

24.229

73  

9.9975

3  

TABLE III. DESCRIPTIVE STATISTICS OF MAE INDEX OF EACH MODEL 

Interval 

number 
1 2 3 4 5 6 

LSTM  

Training MAE 
0.3063

0  

0.2195

0  

0.184 

80  

0.27

670  

0.2522

0  

0.2410

0  

Testing MAE 
0.2446

0  

0.2599

0  

0.318 

30  

0.31

240  

0.4284

0  

0.4941

0  

Ratio of error 
0.7985
6  

1.1840
5  

1.722 
40  

1.12
902  

1.6986
5  

2.0502
1  

GRU  

Training MAE 
0.3036

7  

0.2188

2  

0.185 

51  

0.26

809  

0.2408

3  

0.2365

1  

Testing MAE 
0.2408

0  

0.2610

3  

0.326 

63  

0.30

724  

0.4298

6  

0.4733

5  

Ratio of error 
0.7929

7  

1.1929

0  

1.760 

71  

1.14

603  

1.7849

1  

2.0014

0  

AutoGluon  

Training MAE 
0.3036
7  

0.2188
2  

0.185 
51  

0.26
809  

0.2408
3  

0.2365
1  

Testing MAE 
0.2408

0  

0.2610

3  

0.326 

63  

0.30

724  

0.4298

6  

0.4733

5  

Ratio of error 
0.7929

7  

1.1929

0  

1.760 

71  

1.14

603  

1.7849

1  

2.0014

0  
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This paper use artificial neural network, LightGBM 
algorithm, XGBoost algorithm and CatBoost algorithm to 
generate AutoGluon framework sub-model for prediction. The 
dataset is divided into six intervals, and AutoGluon framework 
generates more than 30 sub-models in each interval. For 
simplification, this paper selects the interval before and after 
the outbreak of the new coronavirus (interval 5), and studies 
the top 10 performance sub-models in the training set and the 
testing set, respectively. The evaluation index is MAE as 
follows. It should be noted that the research conclusions of 
other intervals and MSE are basically consistent with this. 

TABLE IV. COMPARISON OF AUTOGLUON SUBMODEL (INTERVAL 5) 

Model 

ranking 
Training set MAE Testing set MAE 

1 
WeightedEnsemble

_L3 

0.084

51  

XGBoost_BAG_L

1/T1 

0.365

06  

2 
LightGBM_BAG_

L2/T4 

0.089

70  

XGBoost_BAG_L

1/T4 

0.365

29  

3 
LightGBM_BAG_

L2/T1 

0.091

08  

XGBoost_BAG_L

1/T2 

0.366

55  

4 
LightGBM_BAG_

L2/T3 

0.091

37  

XGBoost_BAG_L

1/T3 

0.374

48  

5 
LightGBM_BAG_

L2/T2 

0.091

96  

CatBoost_BAG_L1

/T0 

0.374

94  

6 
CatBoost_BAG_L2
/T2 

0.092
03  

XGBoost_BAG_L
1/T0 

0.376
67  

7 
CatBoost_BAG_L2

/T0 

0.092

18  

LightGBM_BAG_

L1/T2 

0.380

39  

8 
CatBoost_BAG_L2

/T1 

0.092

74  

LightGBM_BAG_

L1/T1 

0.381

74  

9 
WeightedEnsemble

_L2 

0.093

06  

LightGBM_BAG_

L1/T0 

0.384

50  

10 
LightGBM_BAG_

L2/T0 

0.094

74  

LightGBM_BAG_

L1/T4 

0.385

54  

where ‘L’ represents the number of stacking layers, ‘T’ 
represents the parameter search times and ‘BAG’ represents 
the use of bagging strategy. 

In the training set of six intervals, the prediction accuracy 
of the model is the highest, whether measured by MAE or 
MSE. However, in the testing set of each interval, Weighted 
Ensemble _ L3 performs quite backward, which may be due to 
overfitting in the training process of weighted combination 
model, which also shows that the generalization ability of 
weighted combination model is weak. In the testing set, it is 
found that several models trained by XGBoost algorithm 
perform well. It is also worth noting that the same model 
performs poorly in the training set and does not enter the top 
ten. 

Based on the characteristics of the AutoGluon framework, 
the more stacking layers and parameter search times, the more 
complex the sub-model trained will be. However, more 
complex models do not necessarily achieve better prediction 
results, which is quite obvious on several sub-models generated 
by XGBoost algorithm in Table IV testing set. 

In general, from the perspective of model prediction 
accuracy, AutoGluon framework is generally better than 

LSTM model and GRU model, especially in the training set. 
There is no significant difference between LSTM model and 
GRU model. It is particularly noteworthy that the testing/ 
training error ratio of AutoGluon framework is much larger 
than that of LSTM model and GRU model, which indicates 
that AutoGluon framework has certain over-fitting 
phenomenon.But this does not affect the conclusion that 
AutoGluon framework has stronger overall prediction 
performance. At the same time, it is noteworthy that the 
testing/training error ratios of LSTM model and GRU model 
are smaller than those of AutoGluon framework, indicating that 
the prediction performance of LSTM model and GRU model is 
more stable. 

V. CONCLUSION 

In this paper, it is found that: (1) the impact of major events 
increases the difficulty of futures market prediction. At the 
same time, with the passage of time, it is more difficult to 
accurately predict the market through a single model, which is 
verified by comparing the change of interval error ratio before 
and after the event. (2) Although over-fitting phenomenon 
exist, the prediction accuracy of AutoGluon framework which 
consumes more resources is generally better than LSTM model 
and GRU model, but the overall performance difference 
between LSTM model and GRU model is trivial. (3) It may be 
meaningful to compare model performance only on specific 
datasets or tasks. By consuming more resources to train more 
complex weighted combination models, it is not certain to 
achieve better prediction results in specific tasks, while simple 
models are not necessarily inferior to complex models. The 
diversity of specific tasks and the ease of use of AutoGluon 
framework will make AutoGluon framework based on 
automatic machine learning have greater advantages over 
traditional machine learning methods in the future. 

Based on these findings, such following suggestions are put 
forward: (1) In addition to MSE or MAE, ratio of error may be 
more suitable to measure the model prediction ability. (2) In 
order to improve the performance of time series prediction task 
model, XGBoost algorithm is worth being studied in the future. 
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Abstract—The stochastic rounding (SR) function is proposed 

to evaluate and demonstrate the effects of stochastically rounding 

row and column subscripts in image interpolation and scan 

conversion. The proposed SR function is based on a 

pseudorandom number, enabling the pseudorandom rounding 

up or down any non-integer row and column subscripts. Also, the 

SR function exceptionally enables rounding up any possible cases 

of subscript inputs that are inferior to a pseudorandom number. 

The algorithm of interest is the nearest-neighbor interpolation 

(NNI) which is traditionally based on the deterministic rounding 

(DR) function. Experimental simulation results are provided to 

demonstrate the performance of NNI-SR and NNI-DR 

algorithms before and after applying smoothing and sharpening 

filters of interest. Additional results are also provided to 

demonstrate the performance of NNI-SR and NNI-DR 

interpolated scan conversion algorithms in cardiac ultrasound 

videos. 

Keywords—Cardiac ultrasound; deterministic rounding; image 

quality; interpolation; pseudorandom number; scan conversion; 

stochastic rounding; video quality 

I. INTRODUCTION 

Image interpolation is an important type of estimation that 
pervades many engineering applications, where estimates of 
image pixel values at points other than the input or source grid 
are required and/or affect the desired results and/or the way to 
obtain them [1]. In digital image upscaling, the nearest 
neighbor interpolation (NNI) remains the fastest algorithm. 
NNI is used for estimating image pixel values at points of 
interest, and it is traditionally based on the deterministic 
rounding (DR) function. This type of function deterministically 
rounds off the subscripts of the grid coordinates of the output 
or destination image to enable the mapping of pixels from the 
source image into the destination image. However, in some 
NNI interpolated images cases, the image quality is often bad 
because of the presence of heavy jagged artefacts, especially at 
image objects’ edges. Here, the DR function-based mapping 
remains main the inherent flaws that contribute to the presence 
of such heavy jagged artefacts. In this work, the stochastic 
rounding (SR) function is alternatively proposed to 
demonstrate and evaluate the effects or benefits of 
stochastically rounding row and column subscripts in NNI-
based image interpolation and scan conversion. Note that, the 
scan conversion algorithm is used for translating input data 
(captured in different coordinates) into Cartesian coordinates 
(still more suitable for display) [9]. More information on the 
scan conversion system block diagram and the scan conversion 

using bilinear interpolation examples are provided in [9], [10]. 
It is important to note that, when the fractional part of non-
integer subscripts equals half a unity, this, key challenge in 
rounding functions, still raises the question of how or when to 
reasonably use the gain or loss of half a unity – and the SR 
function is the answer to this question. The rest of the paper is 
organized as follows: Section two introduces the literature 
review of interest. Section three presents the SR function. 
Section four presents numerical examples showing the 
comparison of results based on SR and DR functions. 
Section five presents experimental results. Relevant 
discussions are provided in Section six. The conclusion is 
given in Section seven. 

II. LITERATURE REVIEW 

There exist many image interpolation algorithms, in various 
categories, that were developed focusing on improving the 
accuracy or efficiency of the algorithm, depending on targeted 
applications including but not limited to rescaling, reslicing, 
rendering, zooming, coordinate transformations in two-
dimensional data or scan conversion, tomographic 
reconstruction and image registration [1]. One of the most 
recent applications of interest is artificial intelligence (AI)-
based image super-resolution [2], [3] - whose generalizable 
steps are shown in Fig. 1. Here, the authors’ core idea was to 
enhance the quality of the bilinear interpolation images, by 
applying a set of pre-learned filters on the image patches, 
chosen by an efficient hashing mechanism [2]. In another 
example, presented in [3], the authors used the bicubic image 
interpolation algorithm to upscale the input or source image to 
meet the same size as the reference image before starting to 
recover from it, a resolution enhanced image comparable to the 
ground truth high-resolution image. Both bilinear and bicubic 
interpolation algorithms belong to the extra pixel category [4]. 
This category encompasses all image interpolation algorithms 
that create non-original pixels to achieve interpolation results 
[4]. The NNI algorithm belongs to the non-extra pixel category 
[4]. This category of image interpolation algorithms does not 
create non-original pixels to achieve interpolation results [5]. 
As mentioned earlier, the NNI algorithm remains the fastest 
among image interpolation algorithms [6], [7]. However, the 
NNI algorithm is based on the deterministic rounding for 
source image pixels selection. In [4], the author demonstrated 
that the best deterministic rounding (DR) function for nearest 
neighbor image interpolation purposes was the ceil function. In 
[8], authors proposed the stochastic rounding (SR) idea and, 
according to authors in [8], the SR idea was attracting renewed 
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interest in artificial intelligence/deep learning because it could 
improve the accuracy of the underlying computations. 

Here, for x∈R with x∉F (where F⊆R denotes the floating-

point number system), the authors considered two stochastic 
rounding modes shown in Eq. 1 and Eq. 2. 

Mode-1: 

      {
                        
                        

            (1) 

Mode-2: 

      {
                                         

                         
    (2) 

In the first mode (or Eq. 1) authors round x∈R with x∉F 

up or down with equal probability to the respective nearest 
floating-point number. In the second mode (or Eq. 2), authors 
round with a probability that is 1 minus the relative distance of 

x to each of the nearest floating-point numbers. For x∈R,  x  
= max {y∈F: y≤x},  x  = min {y∈F: y≥x}, so that  x  ≤x

≤ x  with equality throughout if x∈F. For x∉F,  x  and  x  
are adjacent floating-point numbers. More details are provided 
in [8]. 

 

Fig. 1. An Example of Generalizable Steps for AI-based Image Super-

Resolution Application Pervaded by Image Interpolation. 

III. STOCHASTIC ROUNDING FUNCTION 

Here, the stochastic rounding function is developed based 
on the equation that incorporates a rand function found in 
MATLAB. The MATLAB rand function is based on a new 
pseudorandom number generator named Mersenne Twister 
(MT). According to [11], the MT pseudorandom number 
generator seems to be the best among all generators ever 
implemented, with the period        and 623-dimensional 
equidistributional property. Also, the success of this C-Code 
MT19937 has been achieved thanks to two new ideas added to 
the previous version, Generalized Feedback Shift Register 
(GFSR), namely, (1) the incomplete array, and (2) the 
inversive-decimation method [11]. In the experimental 
simulations, presented in this work, the pseudorandom number 
(r) was rounded to one digit. Also, the pseudorandom number 
was tuned to randomly vary between 0 and 0.5. In this way, it 
was possible to automate probabilities of stochastically 
rounding up or down thus achieving non-zero positive integers 
to be used as row and column subscripts of pixel coordinates. 
Note that, due to the intended application - of rounding non-
integer row and column subscripts - Eq.3 incorporates 
conditions that allow it to only output non-zero positive 
integers. 

      {
                               

              
           (3) 

In this way, the first condition ensures that any input index 
or subscript is greater than any pseudorandom number varying 
between 0 and 0.5. The second condition ensures that any input 
subscript is of non-integer type before proceeding to randomly 

rounding up or down. Note that, for 0≤ r≤ 0.5, it is an 

exception if r > x. Therefore, in such an exceptional case, the 
SR function rounds up (e.g., see Table I: See the first line in the 
4X group). 

Fig. 2 shows an example of destination pixel coordinates 
subscripts before round-off operations. In Fig. 2(a) and (b) 
results were obtained by doubling a 3-by-3 matrix and plotting 
the coordinates of the matrix elements. Note that, when the 
rounding operation is random - this results in stochastic pixel 
selection in NNI. 

 
(a) 

 
(b) 

Fig. 2. (a) Shows Pixel Coordinate Subscripts before Round-off Operations. 

(b) Shows Row (y) and Column (x) Subscripts before Round-off Operations. 

IV. NUMERICAL EXAMPLES 

In Table I, the authors compare the output of SR and DR 
functions - after upscaling the original 3-by-3 matrix, two 
times, three times, and four times. As can be seen, Table I 
shows a column of subscripts, a column of random numbers, a 
column of DR results, and a column of SR results as well as 
columns of the elapsed time in both cases. Again, in Table I, 
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when the scaling ratio is equal to two, the SR results differ 
from the DR results, twice. The same happens when the scaling 
ratio is equal to three. When the scaling ratio is equal to four, 
the SR results differ from the DR results, three times, except 
that in this case, there is an exception, mentioned earlier - 
about when x<r. 

TABLE I. X REPRESENTS SUBSCRIPTS AND R REPRESENTS A RANDOM 

NUMBER (ROUNDED TO ONE DIGIT). THE DR(X) IS EQUIVALENT TO THE 

CEIL(X) FUNCTION 

ratio x r DR(x) SR(x) DR (sec) SR (sec) 

2X 

0.5000 0.4 1 1 

0.18 × 

1.0e-05 
0.68 × 

1.0e-05 

1.0000 0.5 1 1 

1.5000 0.5 2 1 

2.0000 0.1 2 2 

2.5000 0.5 3 2 

3.0000 0.3 3 3 

3X 

0.3333 0.1 1 1 

0.15 × 

1.0e-05 

0.60 × 

1.0e-05 

0.6667 0.4 1 1 

1.0000 0.3 1 1 

1.3333 0.5 2 1 

1.6667 0.3 2 2 

2.0000 0.2 2 2 

2.3333 0.4 3 2 

2.6667 0.3 3 3 

3.0000 0.1 3 3 

4X 

0.2500 0.5 1 1 

0.04 × 

1.0e-05 
0.17 × 

1.0e-05 

0.5000 0.1 1 1 

0.7500 0.4 1 1 

1.0000 0 1 1 

1.2500 0.4 2 1 

1.5000 0.4 2 2 

1.7500 0.4 2 2 

2.0000 0.4 2 2 

2.2500 0.5 3 2 

2.5000 0.1 3 3 

2.7500 0.3 3 3 

3.0000 0.4 3 3 

3.2500 0.4 4 3 

3.5000 0.4 4 4 

3.7500 0.5 4 4 

4.0000 0.1 4 4 

Note that, SR may also produce similar results to DR 
results, but that is not guaranteed because the SR’s output 
relies on the pseudorandom value. Also, it is important to note 
that, the results presented in Table I are specific to a particular 
case of r value and input numbers. Still, in Table I, it can be 
seen, in the first case involving 2X (1.5 and 2.5), the SR 
behaved like the floor function, instead of the traditional 

otherwise. In the second case involving 4X (1.5, 2.5, and 3.5), 
the SR behaved like the ceil function – in this way, the pseudo-
randomness of the SR function has answered the question or 
removed the challenge of how to reasonably round a non-
integer subscript in when the fractional part is equal to half a 
unity (i.e., 0.5). Note that, the most interesting point of DR and 
SR functions is that, when the fraction part of a non-integer 
equals 0.5, the DR function always rounds a non-integer in a 
predetermined or deterministic way, which is not the case with 
the SR function. Now, comparing the elapsed time or line 
reading time, it can be seen, in Table I, that the time taken by 
both the SR and DR functions (to round a given series of non-
integers) is too small to make any significant difference. 

V. EXPERIMENTS 

A. Datasets, Smoothing / Sharpening Method, IQA Metrics 

1) Dataset: Here, the used image dataset originated from 

the USC-SIPI Database of 210 Textures, Aerials, 

Miscellaneous, and Sequences images [12]. Here the author 

uses input images of 128 ×128 size and reference images of 

512 x 512 size, all converted to 8bits using R2020a MATLAB. 

All experimental images are also available at the author’s 

GitHub via GitHub.com/orukundo [13]. 

2) Smoothing / sharpening method: The 2-D Gaussian 

smoothing kernel and sharpened using the unsharp masking 

methods - available in the MATLAB 2020a image processing 

toolbox - are used to extend experiments via evaluating 

smoothed and sharpened interpolation results. 

3) IQA metrics: In the beginning, only full-reference (FR) 

IQA metrics are used. Those included the mean-squared error 

(MSE), structural similarity index (SSIM), and peak signal to 

noise ratio (PSNR). These FR-IQA metrics are selected to 

quantify or measure the closeness or similarity of modified or 

distorted images (i.e., in this case, interpolated images) against 

their corresponding pristine images (i.e., reference images), 

[14]. Note that for SSIM and PSNR, normally when the scores 

are higher (closer to 1 and 100) that means the better visual 

quality. For MSE when the scores are lower (closer to 0), that 

normally means better visual quality. Here, it is important to 

note that MATLAB’s tic and toc command function is also 

used to check the elapsed time while reading code lines of the 

SR and DR functions (as shown in Table I). In the end, - given 

that there exist no reference images or videos for cardiac 

ultrasound images or videos - the video frames quality 

assessment is done using no-reference (NR) IQA metrics. The 

selected NR-IQA metric of interest is the Perception-based 

Image Quality Evaluator (PIQE) [15], [16]. Specifically, PIQE 

is used to calculate one frame's no-reference perceptual image 

quality after every 78-milliseconds for 10 000 milliseconds 

(i.e., entire video duration). This 78 milliseconds timestamp is 

estimated based on the number of frames of each video and the 

entire video duration as well as the suitability for graphical 

representation. To understand the PIQE scores, the quality 

scale, and score range are as follows: Excellent [0 ↔ 20]. 

Good [21 ↔ 35]. Fair [36 ↔ 50]. Poor [51 ↔ 80]. Bad [81 ↔ 

100], [16]. For scan conversion operations, T5D data files are 
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used after being acquired from Duke University’s 

Experimental Ultrasound System, T5, [10], [17]. More 

information on Duke University’s Experimental Ultrasound 

System, T5 can be found via [18],[19],[20]. Note that, with 

T5D files, scan conversion operations are doable using a 

dedicated graphical user interface, developed in MATLAB, for 

post-processing of those ultrasound image sequences (from 

Duke University’s Experimental Ultrasound System, T5). 

B. Automatic / Objective Evaluation Results (Natural Images) 

In Table II and Table III, priority is given to NNI-DR and 
NNI-SR results over the bicubic and bilinear results – keeping 
in mind that traditional bicubic and bilinear algorithms 
generally perform much better than the traditional NNI 
algorithm. 

TABLE II. SSIM, PSNR AND MSE METRICS SCORE ESTIMATES BEFORE 

APPLYING SMOOTHING AND SHARPENING FILTERS) 

 

SSIM PSNR MSE 

NNI-

DR 

NNI-

SR 

NNI-

DR 

NNI-

SR 
NNI-DR NNI-SR 

IMAGE1 0.4809 0.5127 21.387 22.058 472.42 404.82 

IMAGE2 0.5306 0.5688 21.443 22.391 466.41 374.34 

IMAGE3 0.8713 0.8825 30.174 31.395 62.469 47.152 

IMAGE4 0.8230 0.8388 23.667 24.903 279.46 210.24 

IMAGE5 0.5555 0.5859 20.186 21.162 622.88 497.50 

IMAGE6 0.5067 0.5480 20.606 21.586 565.45 451.30 

TABLE III. SSIM, PSNR AND MSE METRICS SCORE ESTIMATES AFTER 

APPLYING SMOOTHING AND SHARPENING FILTERS 

 

SSIM PSNR MSE 

NNI-

DR 

NNI-

SR 

NNI-

DR 

NNI-

SR 
NNI-DR NNI-SR 

IMAGE1 0.5112 0.5481 21.381 22.334 473.03 379.89 

IMAGE2 0.5627 0.6081 21.338 22.658 477.77 352.58 

IMAGE3 0.8857 0.9050 29.910 31.727 66.38 43.68 

IMAGE4 0.8358 0.8637 23.221 25.070 309.67 202.32 

IMAGE5 0.5876 0.6354 20.009 21.528 648.86 457.30 

IMAGE6 0.5333 0.5895 20.516 21.977 577.32 412.45 

C. Subjective / Human Evaluation Results (Natural Images) 

   
(a)   (b)  (c) 

   
(d)   (e)  (f) 

Fig. 3. (a) Input Image1. (b) NNI-DR Interpolated Image1. (c) NNI-SR 

Interpolated Image1. (d) RF Image1. (e) (b)-Filtered. (f) (c)-Filtered. 

   
(a)   (b)  (c) 

   
(d)   (e)  (f) 

Fig. 4. (a) Input Image2. (b) NNI-DR Interpolated Image2. (c) NNI-SR 

Interpolated Image2. (d) RF Image2. (e) (b)-Filtered. (f) (c)-Filtered. 
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(a)   (b)  (c) 

   
(d)   (e)  (f) 

Fig. 5. (a) Input Image3. (b) NNI-DR Interpolated Image3. (c) NNI-SR 

Interpolated Image3. (d) RF Image3. (e) (b)-Filtered. (f) (c)-Filtered. 

   
(a)   (b)  (c) 

    
(d)   (e)  (f) 

Fig. 6. (a) Input Image4. (b) NNI-DR Interpolated Image4. (c) NNI-SR 

Interpolated Image4. (d) RF Image4. (e) (b)-Filtered. (f) (c)-Filtered. 

   
(a)   (b)  (c) 

   
(d)   (e)  (f) 

Fig. 7. (a) Input Image5. (b) NNI-DR Interpolated Image5. (c) NNI-SR 

Interpolated Image5. (d) RF Image5. (e) (b)-Filtered. (f) (c)-Filtered. 

    
(a)   (b)  (c) 

   
(d)   (e)  (f) 

Fig. 8. (a) Input Image6. (b) NNI-DR Interpolated Image6. (c) NNI-SR 

Interpolated Image6. (d) RF Image6. (e) (b)-Filtered. (f) (c)-Filtered. 

D. Subjective / Human Evaluation Results (Sectored Images) 

  
(a)    (b) 

  
(c)    (d) 

Fig. 9. (a) Bicubic, (b) Bilinear, (c) NNI-DR, (d) NNI-SR (Also see [36]: 

Interpolated Scan Conversion - 60). 
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VI. DISCUSSION 

Table II shows columns of score estimates achieved by 
NNI-DR and NNI-SR algorithms (using the SSIM, PSNR, and 
MSE FR-IQA metrics). In all five image cases presented, the 
NNI-SR algorithm achieved score estimates slightly higher 
than the NNI-DR score estimates relevant to SSIM and PSNR. 
Also, in all five image cases, the NNI-SR algorithm achieved 
score estimates slightly lower than the NNI-DR score estimates 
relevant to MSE. The same situation is repeated in Table III, 
where, unlike in Table III, the results presented are achieved 
after applying the smoothing and sharpening filters. The 
Table II comparison concludes that the NNI-SR performed 
better than the NNI-DR, in this specific situation. However, 
from the author’s observation, it is also possible that the slight 
betterment of the NNI-SR may have been caused by the fact 
that the content of NNI-SR images was better aligned with the 
content of the reference images than the content of the NNI-
DR images. 

 
(a)    (b) 

 
(c)    (d) 

Fig. 10. (a) Bicubic, (b) Bilinear, (c) NNI-DR, (d) NNI-SR (Also see [36]: 

Interpolated Scan Conversion - 1000). 

In Fig. 3, (b) and (c) images have both produced jagged 
edges on the outline of the planes as well as the rest of the 
building. Also, comparing the results achieved by NNI-SR and 
NNI-DR against the (d) RF image, it is clear that only the NNI-
SR algorithm reconstructed the white dots in a way almost 
similar to the way such dots look in (d) image. Also, it is clear, 
the NNI-DR changed the three white dots or circles to squares. 
A similar situation did not repeat after smoothing and 
sharpening the results of NNI-DR and NNI-SR algorithms, 
shown in (e) and (f), respectively. Note that, here, getting a 
closer and clear view of the planes (and/or their locations) was 
not possible, even if the results could show plans and airport 
terminal (even without having previously seen the RF image in 
(d)). In Fig. 4, (b) and (c) images have shown jagged edges on 
the outline of the standing man as well as the rest of the ship 
edges. As can be seen, the NNI-DR algorithm produced so 
heavy jagged artefacts that the silhouette of the man 
disappeared completely, as shown in (b). Now, with the image 
produced by the NNI-SR algorithm, in (c), the man's silhouette 

is only less hardly imaginable than in the NNI-DR case, shown 
in (b). After smoothing and sharpening, the results became too 
blurred that is impossible to imagine the man's silhouette, as 
shown in (e) and (f). If one sees the (e) and (f) images without 
having previously seen the RF image in (d), it is not possible to 
imagine the presence of a man's silhouette or ship edges. Here, 
it is also important to note that by cropping a small part of the 
image (a), the aim was to get a closer and clear view of the 
man. In Fig. 5(b) and (c) images have both produced heavy 
jagged edges on the outline of the two men as well as the rest 
of the beach. This demonstrates that getting a closer and clear 
view of the two men was not possible using both NNI-DR and 
NNI-SR. But, after smoothing and sharpening the (b) and (c) 
images, the results shown in (e) and (f) allow one to imagine 
the presence of two men, one standing and one sitting, without 
even having previously seen the RF image in (d). A similar 
situation is repeated in Fig. 6, Fig. 7, and Fig. 8. 

Fig. 9 and Fig. 10 show two cardiac ultrasound imaging 
sectored images obtained using different interpolated scan 
conversion algorithms. Here, the bicubic interpolated scan 
conversion sectored image-(a) looks better than the rest of 
bilinear, NNI-DR, and NNI-SR interpolated scan conversion 
images in (b), (c), and (d), respectively. It is important to note 
that originally the frame rate was 60 and 1074 frames per 
second for images in Fig. 9 and Fig. 10, respectively. The value 
of frame rates could be seen on the Graphical User Interface 
developed for cardiac ultrasound video visualization. Note that 
relevant videos are available at 
https://github.com/orukundo/Interpolated-Scan-Conversion-of-
B-Mode-Cardiac-Ultrasound-Image-Sequences (see the link 
entitled: Interpolated Scan Conversion-1000 and/or 
Interpolated Scan Conversion-60). Also, note that to easily 
perceive the video quality difference – relevant to the 
mentioned interpolated scan conversion algorithms - the 
monitor resolution must be high enough. 

Further assessments were done via plotting and comparing 
graphs of pixel intensity distributions in NNI-DR and NNI-SR 
interpolated images against the pixel intensity distribution in 
reference images before and after filtering operations. 
Fig. 11(a) shows the number of pixels counts versus the 
corresponding number of bins in NNI-DR interpolated and 
unfiltered IMAGE1, NNI-SR interpolated and unfiltered 
IMAGE1, and RF IMAGE1. Fig. 11(b) shows the number of 
pixels counts versus the corresponding number of bins in NNI-
DR interpolated and filtered IMAGE1, NNI-SR interpolated 
and filtered IMAGE1 and RF IMAGE1. As can be seen, in 
each case, none of the NNI-DR or NNI-SR results (represented 
by the blue and green line) matched perfectly with the RF 
results (represented by a red line). In other words, the number 
of pixels belonging to each bin of the FR IMAGE1 remained 
different from the number of pixels belonging to each bin of 
the NNI-DR and NNI-SR IMAGE1. This difference is also 
visible between NNI-DR and NNI-SR results, otherwise, it 
would not be possible to see the blue and green lines. Although 
not exactly at the same extent, a similar situation is generally 
repeated in Fig. 12, Fig. 13, Fig. 14, Fig. 15, and Fig. 16 based 
on IMAGE2, IMAGE3, IMAGE4, IMAGE5, and IMAGE6. 
Note that the number of empty bins in the source image 
remained equal to the number of empty bins in the images 
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interpolated by NNI-DR and NNI-SR (i.e., a condition in the 
non-extra pixel category). 

In Fig. 17(a) and (b) cases, the video frames were 
repeatedly evaluated after 78 milliseconds (instead of 
evaluating every frame), in each of the 10-seconds videos. This 
option for evaluation of video frames was opted to better 
understand the performance of each interpolated scan 
conversion algorithm, or else understand why an image or 
frame quality was bad or good at a specific time, in ultrasound 
systems. Here, it is important to note that, in the past, many 
attempts were done to develop methods to assess the quality of 
ultrasound imaging systems automatically or objectively [21], 
[22], [23]. In the recent past, the author introduced an index for 
image interpolation quality assessment as a preliminary step to 
a suitable method for image quality assessment in ultrasound 
imaging – only focusing on undesirable artefacts, known as 
aliasing [24]. 

 
(a) 

 
(b) 

Fig. 11. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE1 before and after Filtering. 

However, until now, the PIQE remains the only NR-IQA 
metric very sensitive to two interesting cases of undesirable 
artefacts in ultrasound imaging, namely: grain-like or speckle-
like noise and blurriness. As can be seen, the bilinear 
interpolated scan conversion algorithm achieved the lowest 
mean score (i.e., blurriest video frames) in both (a) and (b) 
cases. Also, note that the current literature demonstrates that 

the bilinear interpolation has always been associated with 
being the most blurriness productive among all non-adaptive 
interpolation algorithms [25], [26], [27], [28] even if it has 
proved to be useful in other image processing techniques [29], 
[30], [31]. The fact that bilinear performed poorer than others 
in both (a) and (b) cases, confirms its inherent flaw of being the 
most interpolation blurriness productive. 

 
(a) 

 
(b) 

Fig. 12. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE2 before and after Filtering. 

Now, considering (b), where the original video frame rate 
was 60, NNI-SR achieved higher PIQE scores than NNI-DR 
and in general, both NNI-DR and NNI-SR interpolated scan 
conversion algorithms achieved the best PIQE scores compared 
to the other two interpolation algorithms of the extra-pixel 
category. Considering (a), where the original video frame rate 
was 1074, the bicubic interpolated scan conversion algorithm 
demonstrated strength that would normally be expected, as it 
normally produces better image quality than most non-adaptive 
interpolation algorithms [32], [33], [34], [35]. The mean scores 
were provided, in the legend, to quickly assess the performance 
of each interpolated scan conversion algorithm. Note that, 
these mean scores are specific to these cases. Also, note that 
these mean score values may change. It is important to note 
that, the 78 milliseconds timestamp was adopted referring to 
the frame rate and video duration to enable the more 
informative and clearer plotting of graphs – otherwise with 
only 10 seconds videos, the graphs would have looked like 
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straight lines or similar. Note that the results in (a) and (b) also 
prove that the PIQE can be considered as the most suitable NR-
IQA metric for ultrasound image quality assessment because, 
in (a) and (b) example, PIQE-based results match perfectly 
with the well-known performances of interpolation methods, 
mentioned. 

 
(a) 

 
(b) 

Fig. 13. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE3 before and after Filtering. 

 
(a) 

 
(b) 

Fig. 14. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE4 before and after Filtering. 

 
 (a) 

 
 (b) 

Fig. 15. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE5 before and after Filtering. 
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(a) 

 
(b) 

Fig. 16. (a) and (b) show the Number of Pixels Counts versus the Number of 

Bins in RF, NNI-DR and NNI-SR-based IMAGE6 before and after Filtering. 

  
(a) 

 
(b) 

Fig. 17. (a): Video1 - Original Frame Rate Equals 1074. (b) Video2 - Original 

Frame Rate Equals 60. 

VII. CONCLUSION 

Evaluation and demonstration of effects of stochastically 
rounding row and column subscripts in NNI-based image 
interpolation and interpolated scan conversion were presented 
and discussed. Here, evaluation of effects of SR function was 
achieved using both human evaluation and automatic IQA 
metrics of interest while experimental demonstrations were 
conducted using natural and ultrasound images. With natural 
images, the automatic evaluation showed that the NNI-SR 
algorithm could achieve slightly better score estimates than the 
NNI-DR score estimates in terms of SSIM, PSNR and MSE - 
before and after applying the smoothing and sharpening filters. 
However, the human evaluation showed that both rounding 
functions could result in heavy jagged artefacts at the edges of 
image objects, with the exception after the smoothing and 
sharpening of interpolated images. With cardiac ultrasound 
images, the human evaluation suggested that the bicubic 
interpolated scan conversion algorithm could achieve the best 
results among the rest of the algorithms (in these specific cases 
involving sectored images). With 60-fps and 1074 fps videos, 
the NNI-SR and NNI-DR almost tied in terms of PIQE scores 
thus raising the question of which algorithm could perform 
better than the other if longer videos were used. It is important 
to remind that relevant research challenges and extensive 
findings were presented and explained especially in the 
introduction and discussion parts. Future works could focus on 
applying the SR function in other engineering areas – for 
example, in a data augmentation to create more deep learning 
training samples, etc. 
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Abstract—This study aims to construct machine learning 

models to predict the elderly's internet-accessed time. These 

models can resolve the information gaps in the present and 

future by analyzing information use factors such as internet 

access and mobile device usability. We analyzed 2,300 adults 55 

years of age and older who participated in the national survey. 

This study followed a pipeline of five steps: primary data 

selection, data imputation to process missing data, feature 

ranking to identify most important features, machine learning 

algorithms to develop classifier models, and model evaluation. 

We applied the Extremely Randomized Trees classifier (Extra 

Tree) model, the Random Forest classifier (RF) model, and the 

Extreme Gradient Boosting classifier (XGB) model to look for 

feature ranking, then select feature importance. All classification 

models used the accuracy score to calculate the effect. In our 

study, the most accurate model for predicting the Internet access 

time of the elderly was the XGB model. The evaluation scores of 

the XGB machine learning model are very positive and bring 

high expectations. To solve the information gap of the elderly 

problem, we can use these effective models to predict the elderly 

object. Then, we can give some solutions to help them in a society 

with a strong information technology base. 

Keywords—Information gap; machine learning; prediction 

model; elderly 

I. INTRODUCTION 

Articles related to the fourth industrial revolution, artificial 
intelligence (AI), robotics, autonomous vehicles, and 
unscrewed aerial vehicles appear in the media daily. As such, 
modern society is an information society. How does an 
information society affect the daily life of the elderly? 
Research began with these questions. Information Society is 
the development of information and communication 
technology. 

It refers to a society in which valuable information can be 
created. It means that the center of existing economic activity 
is shifted from goods to information, services, and knowledge. 
Information becomes a vital resource as much as material or 
energy resources. In other words, through collecting, 
producing, processing, and storing information, the distribution 
of information is spread, and this is a society in which these 
actions are universal. With the rapid development of 
information and communication technology day by day, it is 

rapidly entering into human life and making human life more 
convenient. 

However, in a developing society, there are two people 
classes, one that does not have a computer or mobile device to 
access the internet, and one has those devices but cannot use it 
or has a low level of usage. They are the information-
vulnerable class or the information-poor class [1, 2], and the 
representative targets are the disabled, the elderly, the low-
income class, and farmers and fishers [3, 4]. An information 
gap is created between those who have access to new forms of 
information technology and those who do not. This information 
gap is expanding from the quantitative aspect of simply owning 
the internet or mobile device to the view of inequality among 
members of society arising from the qualitative aspect related 
to information literacy ability. Factors that cause this 
information gap include economic factors that can possess 
information devices, sociodemographic factors such as gender, 
age, race, and region, and cultural factors such as information 
literacy ability [5, 6, 7, 8, 9]. 

In this study, the level of the information gap of the elderly 
is predicted by the recent internet accessed time, and the factor 
recent internet accessed time is analyzed in terms of mobile 
usability factors. This study aims to construct machine learning 
models to predict the elderly's internet accessed time. These 
models can resolve the information gap in the present and 
future by analyzing information use factors such as internet 
access and mobile devices usability. 

II. METHODS AND MATERIALS 

A. Research Subjects 

The data source for this study was the 2019 Digital 
Information Gap Survey. The number of respondents who 
participated in 2019 Digital Information Gap Survey is 15,000 
people aged seven and over nationwide. A detailed description 
of the data source is presented in Choi (2020) [10]. We 
analyzed 2,300 adults aged 55 or older among the subjects who 
completed the survey. 

B. Research Process 

The programming language used in this research was 
Python version 3.7. This study followed a pipeline of five 
steps: primary data selection, data imputation to process 

*Corresponding Author. 
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missing data, feature ranking to identify most important 
features, machine learning algorithms to develop classifier 
models, and model evaluation. The primary dataset had 2300 
samples, with many missing values in 233 features. This study 
selected thirteen features involved in mobile devices usabilities 
of the elderly, which are encode by "code3 (whether or not you 
have a smartphone; 1=yes, 2=no), code7 (internet availability; 
1=yes, 2=no), code15 (availability of mobile devices (e.g. 
display/sound/security/alarm); 1=not at all, 4=most are 
available), code16 (availability of mobile devices (e.g. wifi); 
1=not at all, 4=most are available), code17 (whether you can 
move files from mobile device to computer; 1=not at all, 
4=most are available), code18 (whether you can send 
files/photos from mobile device to others; 1=not at all, 4=most 
are available), code19 (whether necessary apps can be 
installed/deleted/updated on mobile devices; 1=not at all, 
4=most are available), code20 (whether it can scan/repair the 
mobile device's malicious code (virus, spyware, etc.); 1=not at 
all, 4=most are available), code21 (whether you can write 
documents or materials (memo, word, etc.) on mobile device; 
1=not at all, 4=most are available), code22 (whether you can 
connect and communicate with others over the Internet; 1=not 
at all, 4=most are available), code23 (whether you can actively 
exchange opinions on political and social issues or problems 
using the Internet; 1=not at all, 4=most are available), code24 
(Whether you can protect yourself from personal information 
exposure; 1=not at all, 4=most are available), code25 (Whether 
you can be responsible for the use of the Internet; 1=not at all, 
4=most are available)". The target variable was defined as 
recent internet use experience (1=within the last month, 2=over 
a month, 3=never used). The dataset table is presented in 
Fig. 1. 

 

Fig. 1. Dataset Table. 

code3 (whether or not you have a smartphone; 1=yes, 
2=no), code7 (internet availability; 1=yes, 2=no), code15 
(availability of mobile devices (e.g. 
display/sound/security/alarm); 1=not at all, 4=most are 
available), code16 (availability of mobile devices (e.g. wifi); 
1=not at all, 4=most are available), code17 (whether you can 
move files from mobile device to computer; 1=not at all, 
4=most are available), code18 (whether you can send 
files/photos from mobile device to others; 1=not at all, 4=most 
are available), code19 (whether necessary apps can be 
installed/deleted/updated on mobile devices; 1=not at all, 
4=most are available), code20 (whether it can scan/repair the 
mobile device's malicious code (virus, spyware, etc.); 1=not at 
all, 4=most are available), code21 (whether you can write 
documents or materials (memo, word, etc.) on mobile device; 

1=not at all, 4=most are available), code22 (whether you can 
connect and communicate with others over the Internet; 1=not 
at all, 4=most are available), code23 (whether you can actively 
exchange opinions on political and social issues or problems 
using the Internet; 1=not at all, 4=most are available), code24 
(Whether you can protect yourself from personal information 
exposure; 1=not at all, 4=most are available), code25 (Whether 
you can be responsible for the use of the Internet; 1=not at all, 
4=most are available), code26 (recent internet use experience; 
1=within the last month, 2=over a month, 3=never used). 

This study applied the Extremely Randomized Trees 
classifier (Extra Tree) model, Random Forest classifier (RF) 
model, and Extreme Gradient Boosting classifier (XGB) model 
to look for feature ranking then select feature importance [11, 
12, 13]. Extreme gradient boosting (XGB) - a supervised 
Machine Learning (ML) algorithm was compared to Gradient 
Boosting classifier (GBM) model, K-Nearest Neighbors 
classifier (KNN) model, Random Forest (RF) model, and Extra 
Tree model then applied to make the most effective model with 
tuned hyperparameters. Three different feature ranking 
strategies were used for each model to determine the best 
combination of feature ranking techniques, number of features, 
and prediction model. A block diagram of the working process 
is shown in Fig. 2. 

 

Fig. 2. Block Diagram of the Working Process. 

C. Model Evaluation 

All classification models used the accuracy score to 
calculate the effect. Models’ accuracy can be defined as the 
relationship between true positives and true negatives. 

Besides the accuracy score, this study also used Area Under 
the Curve (AUC) score to evaluate the model in case of which 
model’s accuracy score is equal to the others’ accuracy score. 
AUC measures the area beneath the ROC curve and is scale-
invariant. It is also threshold invariant. AUC measures how 
good a model is at predicting True Positives and False 
Positives [14]. AUC ranges in value from 0 to 1. One model 
which mis-predicts 100% has an AUC of 0.0; one which 
predicts 100% correctly has an AUC of 1.0. 
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All machine learning models for prediction, augmentation, 
and feature ranking were developed using Python 3.7 codes 
that utilized the Scikit-Learn machine learning library. The best 
model’s hyperparameters were tuned using the HyperOpt 
library and the stratified k-fold cross-validation, where the 
value of k was 10. 

III. RESULTS AND DISCUSSION 

A. Performance Evaluation of Machine Learning Models 

Features' correlations were observed before finding feature 
ranking. Fig. 3 represents the correlation heatmap of the 
dataset. We can see that target data, code 26, has positive 
relations to code 3, code 7, and has negative relations to code 
15, code 16, code 18, and code 19. 

 

Fig. 3. Features Correlation Heatmap of the Dataset. 

In this study, three different methods of feature ranking 
were applied (XGB, RF, and Extra Tree) [13]. As shown in 
Fig. 4, code3, code7, and code18 were the most important 
features in most cases. All three algorithms returned code3 as 
the most important feature. Code 3 represents the question 
about usable phone type at home, and code 7 represents the 
question about availability for using the internet at home. Code 
18 was encoded to ask about users' ability to send files/photos 
from their mobile device to others. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. Feature Ranking (a) Extra Tree Algorithm; (b) XGB Algorithm; (c) 

RF Algorithm. 

code3 (whether or not you have a smartphone; 1=yes, 
2=no), code7 (internet availability; 1=yes, 2=no), code15 
(availability of mobile devices (e.g. 
display/sound/security/alarm); 1=not at all, 4=most are 
available), code16 (availability of mobile devices (e.g. wifi); 
1=not at all, 4=most are available), code17 (whether you can 
move files from mobile device to computer; 1=not at all, 
4=most are available), code18 (whether you can send 
files/photos from mobile device to others; 1=not at all, 4=most 
are available), code19 (whether necessary apps can be 
installed/deleted/updated on mobile devices; 1=not at all, 
4=most are available), code20 (whether it can scan/repair the 
mobile device's malicious code (virus, spyware, etc.); 1=not at 
all, 4=most are available), code21 (whether you can write 
documents or materials (memo, word, etc.) on mobile device; 
1=not at all, 4=most are available), code22 (whether you can 
connect and communicate with others over the Internet; 1=not 
at all, 4=most are available), code23 (whether you can actively 
exchange opinions on political and social issues or problems 
using the Internet; 1=not at all, 4=most are available), code24 
(Whether you can protect yourself from personal information 
exposure; 1=not at all, 4=most are available), code25 (Whether 
you can be responsible for the use of the Internet; 1=not at all, 
4=most are available), code26 (recent internet use experience; 
1=within the last month, 2=over a month, 3=never used. 
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KNN and several Tree based ML models (RF algorithm, 
extra tree classifier, GBM, and XGBoost) were applied to 
analyze our dataset using the top feature, then the top two 
features, the top three features, etc., continuing for all 13 
features [15]. This step identified the best combination of 
feature ranking model and a minimum number of features to 
achieve the best performance. As a fundamental machine 
learning algorithm, K Nearest Neighbor is a method of 
predicting output values based on a set of input values. It is one 
of the least complex machine learning algorithms. It classifies 
the data point on how its neighbor is classified. The KNN 
algorithm can compete with the most accurate models because 
it makes highly accurate predictions. The Random Forest is 
used in this study because it is stable and easy to implement 
and provides several interesting properties, including 
computing variables with excellent efficiency [16]. The extra 
tree classifier combines the results of multiple de-correlated 
decision trees collected into a "forest" to produce a 
classification result. It has been applied in this study because it 
is similar to RF; however, its construction method in the forest 
is optimal and faster than RF [13, 16, 17]. GBM and XGBoost 
are two popular techniques for ensemble ML, and their 
performance is good on structured and tabular data. These 
techniques are used to solve real-life data science problems and 
solve them with parallel tree boosting. While both XGB and 
GBM use gradient boosting as a principle, there are differences 
in the modeling details. Specifically, XGBoost uses a more 
formalized formalization to control overfitting, making it 
perform better [18]. These techniques were used because their 
impact has been widely recognized in many machine learning 
and data mining challenges [13]. 

Table I shows the performance of the top models for each 
of the five ML algorithms that employ three feature ranking 
approaches utilizing three feature ranking approaches. The 
XGB model using the XGB feature ranking method produced 
the best results. This model used 11 features, reaching 0.970 of 
accuracy score and 0.9894 of AUC score. For this model, 
selected variables included code3, code15, code18, code7, 
code25, code22, code23, code19, code21, code16, code20, 
code24, and code17. GBM came in second with an accuracy of 
0.970, and its AUC score of 0.9884 is slightly lower than that 
of XGB. Therefore, the XGB model was chosen as the best 
model, and its hyper-parameters were tuned to get the most 
effective model. 

B. Performance Evaluation of XGB Classifier Model 

The best model obtained in this study is the XGB model 
with the XGB feature ranking method. The XGB Classifier 
model used 11 important selected features (code 3, code 7, 
code 15, code 18, code 19) as feature variables and code26 as 
the target variable. Feature and target variables were split to 
70% for training and 30% for test. The XGB model’s 
hyperparameters were tuned by the HyperOpt library. 
Developed by James Bergstra, Hyperopt is a powerful Python 
library for hyperparameter optimization. Hyperopt uses a form 
of Bayesian optimization to find the best parameters for a 
given model. It can optimize a model with hundreds of 
parameters [19]. After tuning the hyper-parameters, the best 
XGB Classifier's hyper-parameters are ‘colsample_bytree’: 
0.66, ‘gamma’: 1.06, ‘learning_rate’: 0.43, ‘max_depth’: 6, 
‘min_child_weight’: 1.0, ‘n_estimators’: 14, ‘subsample’: 0.83. 
The most effective XGB model had a 0.97 accuracy score and 
0997 AUC score. The model can be evaluated to work 
extremely effectively. 

TABLE I. ANALYZING THE PERFORMANCE OF DIFFERENT MACHINE LEARNING MODELS 

Algorithm 
Feature Selection 

Models 

Number of 

features 
Accuracy Average Recall 

Average 

Precision 
Average F1 score 

Average 

ROC_AUC 

XGB 

Extra Tree 12 0.968 0.968 0.968 0.967 0.989 

Random Forest 13 0.968 0.968 0.968 0.967 0.989 

XGB 11 0.970 0.970 0.970 0.969 0.989 

GBM 

Extra Tree 12 0.968 0.968 0.969 0.967 0.990 

Random Forest 10 0.968 0.968 0.968 0.967 0.988 

XGB 11 0.970 0.970 0.970 0.969 0.989 

KNeighbors 

Extra Tree 5 0.959 0.959 0.959 0.958 0.972 

Random Forest 2 0.962 0.962 0.962 0.962 0.949 

XGB 3 0.964 0.964 0.963 0.963 0.975 

Random 

Forest 

Extra Tree 11 0.964 0.964 0.963 0.963 0.986 

Random Forest 9 0.967 0.967 0.967 0.966 0.985 

XGB 4 0.965 0.965 0.965 0.964 0.989 

ExtraTree 

Extra Tree 3 0.962 0.962 0.962 0.961 0.982 

Random Forest 4 0.965 0.965 0.965 0.964 0.985 

XGB 4 0.965 0.965 0.965 0.964 0.985 
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IV. CONCLUSION 

In this study, the level of the information gap of the elderly 
can be predicted as the recent internet accessed time, and the 
factor recent internet accessed time is analyzed in terms of 
mobile usability factors. This study constructed machine 
learning models to predict the elderly's internet accessed time 
through the elderly's mobile usability factors. XGB algorithm 
was used to design the machine learning model (XGB 
Classifier Model). 

The evaluation scores of the XGB machine learning model 
are very positive and bring high expectations. To solve the 
information gap of the elderly problem, we can use these 
effective models to predict the elderly object. Then, we can 
give some solutions to help them in a society with a strong 
information technology base. For example, the authorities can 
give these people introductory training courses on information 
access skills to limit the information access gap of the elderly. 
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Abstract—Web accessibility is an inclusive practise that 

ensures everyone including people with disabilities can 

successfully work and interact with websites and use all their 

functionality. The research in the paper investigates the problem 

of web accessibility of Regional museums in Bulgaria and the 

compliance of their websites with the recommendations of Web 

Content Accessibility Guidelines 2.1 (WCAG 2.1), published by 

World Wide Web Consortium (W3C). The study presents the 

results of the user experience of people with disabilities regarding 

the accessibility of museums and exhibits in them. A methodology 

for automated testing of web accessibility with several software 

tools is described in the paper. Results from these tests are 

analysed and visualized with graphical tools. Some important 

conclusions about most common accessibility problems are given. 

Keywords—Accessibility; museums; web accessibility; visual 

disability; disabled person; testing; automatic validation tools; 

WCAG criteria 

I. INTRODUCTION 

In present days Internet brings information to the user in a 
quick and easy way by just one mouse click. But this is not the 
case regarding people with different types of disabilities. 
According to the World Health Organization (WHO) a 
disabled person is anyone who has “a problem in body function 
or structure, an activity limitation, has a difficulty in executing 
a task or action; with a participation restriction”. In 2021 WHO 
reports [2] state that people identified as disabled are over 1 
billion. The COVID pandemic dramatically increases the 
importance of the special needs of people and addressing the 
accessibility problem. One of the most important issues that all 
digital resources and site makers on the Internet should 
consider and work on is the accessibility for people with visual 
impairments. According to WHO 253 million people are 
affected by some form of blindness and visual impairment. 
This represents 3.2% of the world’s population, the second 
largest group of people with a certain type of disabilities. 
People with disabilities often have difficulty accessing the 
content of websites. Web accessibility includes good practices 
for removing these limitations through appropriate content 
design and organization. There is no clear correspondence 
between the good functionality of a website and its 
accessibility. In practice, designers and developers need to 
make additional efforts to understand the needs of people with 
disabilities and to adapt the developed web accessibility 
standards to their digital resources [3], [4]. 

World Wide Web Consortium (W3C) [8] presents Web 
Accessibility Initiative (WAI) [9] as guidelines and 
recommendations for web accessibility. WAI initiated the 
development of the Web Content Accessibility Guidelines 
(WCAG), which are now at version 2.1. The guidelines were 
built on four principles [8]: 

 Perceivable - information and user interface 
components must be presentable to users in ways they 
can perceive; 

 Operable - User interface components and navigation 
must be operable. The interface cannot require 
interaction that a user cannot perform; 

 Understandable - users must be able to understand the 
information as well as the operation of the user 
interface; 

 Robust - content must be robust enough that it can be 
interpreted reliably by a wide variety of user agents, 
including assistive technologies. 

There are three compliance levels within WCAG 2.1 [5], 
[7]: 

 Level A: Minimal compliance - prohibit elements that 
would make the website inaccessible; 

 Level AA: Acceptable compliance - all the success 
criteria categorized as A and AA are satisfied. Used in 
most accessibility rules and regulations around the 
world; 

 Level AAA: Optimal compliance - all the success 
criteria categorized as A, AA and AAA are satisfied. 

The WAI Accessible Rich Internet Applications Suite 
(ARIA) [9] defines a way to make web content and web 
applications more accessible for dynamic content and advanced 
user interface controls developed with Ajax, HTML, 
JavaScript, and related technologies [6]. 

Aside from ethical and business justifications, there are 
legal reasons for applying Web Content Accessibility 
Guidelines in various nations and jurisdictions. In January 
2017, the US Access Board approved a final rule to update 
Section 508 of the Rehabilitation Act of 1973. The new rule 
adopts seventeen WCAG 2.0 success criteria, but 22 of the 38 
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existing A-level and AA-level criteria were already covered by 
existing Section 508 guidelines. In EU Directive 2016/2102 
requires websites and mobile applications of public sector 
bodies to conform with WCAG 2.1 Level AA. The European 
Parliament has approved the directive in October 2016, the 
European Commission updated the WCAG reference from 2.0 
to 2.1 in December 2018 [22]. 

This paper presents results from an automated testing of 
accessibility of the websites of the Regional museums in 
Bulgaria. Some of the results are also discussed in relation to 
the user experience gathered by a group of volunteers with 
visual impairments. Sections 2 shows an overview of other 
accessibility research articles related to museums. In Section 3 
authors present the methodology of the conducted experiment. 
The results of the testing experiment are presented and 
discussed in Section 4. 

II. ACCESSIBILITY AND BULGARIAN MUSEUMS 

Digital museums are important part of today’s digital 
world. The accessibility of their websites is even more 
important in last two years of world pandemic. There are a lot 
of research articles related to museum accessibility. In [12] is 
discussed how changes caused by the COVID-19 pandemic 
potentially pose a threat to the experience of disabled people, 
in particular blind and partially sighted visitors. Research [13] 
investigates the perspectives of 72 blind and partially sighted 
individuals on enhancing their visiting experience in museums. 
In [14] and [18] some case studies are presented, and the 
results and conclusions reveal that museums websites in 
Bulgaria and in other countries are still far from being 
considered accessible, and improvements in several areas are 
required. 

The accessibility of museums includes not only visually 
impaired people being able to visit the museums, but also the 
content and objects in them being perceivable and 
understandable to them. Some of the possible and often used 
worldwide solutions to improve accessibility for the blind and 
visually impaired people in museums are to place Braille signs 
on all doors, secure stairs with handrail, tactile guide paths, 
audio information, Braille language plaques. 

Unfortunately, this is not always enough for visually 
impaired people, who may not be able to find the appropriate 
Braille inscriptions. Even if they do find them, they often do 
not offer complete information about the objects like the full 
information that can be obtained by a person with normal 
vision in the museum or cultural site. 

Increasing attention is being paid also to audio guides - 
cultural routes with audio sounds, voice guidance and digitally 
accessible content, libraries and archives. 

Some common accessibility barriers for blind and visually 
impaired people and possible solutions include: 

1) Getting main information about location, physical 

access points, work time, available cultural and historical 

exhibitions, collections, objects and information in the 

museum. 

2) Finding, reading and understanding available 

information online and offline on sight. 

3) Booking a visit for a person/ group with special needs, 

organizing companion or assistant help if needed. 

4) Providing online directions with text or audio 

5) An online map of site content with hyperlinks is greatly 

useful for those with disabilities. 

6) Searching information or objects - a site needs to have 

an easy-to-find and operate search module/ tool on the first 

page. Usually, it is located in the top headline section, with an 

option to search with one or a few keywords in pages of the 

site or an available database and library with cultural and 

historical knowledge and object. In order to be found the data 

should be properly organized, categorized, described, meta 

tagged, etc. [20]. 

7) Digital accessibility of sites: Website need to be 

accessible for all types of users and devices from everywhere 

and it should not take too much time to load and open a page or 

find the most important information. More about site 

accessibility and criteria can be found in [11] and [19]. More 

about web accessibility of sites is also described in the next 

pages with research results. 

Bulgaria has many natural wonders, historical and cultural 
relics and heritage. There are more than 180 museums in the 
country that preserve and expose unique samples of Bulgarian 
and world cultural heritage [10]. Most of them have sites with 
digital materials and information, virtual tours and expositions 
on the websites. 

Bulgarian Ministry of Culture published a list with 50 
cultural museums in 2020 that offer online services and tours, 
during the epidemic measures situation. Many of those sites 
and the ones reviewed by the authors in previous research 
papers [1] and [11] have short video tours, images and text 
digitized materials, but only a few of the sites show rich data 
repositories with large collections, annotated objects with 
captions, metatags and detailed categorized descriptions and 
search functionality. Some sites have simple education 
materials with basic games, images for printing and quizzes for 
kids; other museums use videos online in sites and social 
networks with people presenting exhibitions or objects, as 
more interactive digital storytelling [1]. 

Unfortunately, previous research of cultural sites shows 
that the accessibility of digital content and the websites of 
many of these museums in general is not at a high enough 
level. The survey conducted with volunteers with visual 
impairments found that over 80% of museums digital sites are 
not accessible to people with visual impairments, i.e., don't 
have an audio or text alternative. The results are similar in the 
negative aspect of the question "Is there access to museum-
related materials in Braille, enlarged font and audio?" [11]. 

There are 30 Regional museums in Bulgaria with websites 
with information and digitized materials. In the next sections 
authors investigate the accessibility of these sites. Table I 
presents a list of Regional museums with their name, website 
URL and unique ID used for reference in the results section. 
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TABLE I. LIST OF MUSEUMS 

ID Name URL 

1 Regional Museum - Veliko Tarnovo https://museumvt.com/bg/ 

2 Regional Museum - Gabrovo https://h-museum-gabrovo.bg/ 

3 Regional Archaeological Museum - Plovdiv https://www.archaeologicalmuseumplovdiv.org/ 

4 Regional Ethnographic Museum - Plovdiv https://www.ethnograph.info/front/index.php 

5 Regional Museum of Natural History – Plovdiv https://rnhm.org/bg/home 

6 Regional Museum - Plovdiv https://historymuseumplovdiv.org/ 

7 Regional Museum - Burgas https://www.burgasmuseums.bg/ 

8 Regional Museum - Ruse https://www.museumruse.com/ 

9 Regional Museum - Varna http://www.museumvarna.com/ 

10 Regional Museum - Pleven https://rim-pleven.com/ 

11 Regional military museum - Pleven http://panorama-pleven.com/ 

12 Regional Museum - Lovech https://lovech-museum.bg/ 

13 History Museum - Sofia https://www.sofiahistorymuseum.bg/index.php?lang=bg 

14 Regional Museum - Yambol http://yambolmuseum.eu/ 

15 Regional Museum - Vidin http://museum-vidin.domino.bg/index2.htm 

16 Regional Museum - Vratza https://vratsamuseum.com/ 

17 Regional Museum - Silistra https://www.museumsilistra.com/bg/ 

18 Regional Museum - Pernik https://www.museumpernik.com/ 

19 Regional Museum - Smolyan https://museumsmolyan.eu/ 

20 Regional Museum - Pazardzhik https://museum-pz.com/wp/ 

21 Regional Museum - Sliven http://museum.sliven.net/ 

22 Regional Museum - Razgrad https://abritus.bg/ 

23 Regional Museum - Shumen https://museum-shumen.eu/ 

24 Regional Museum - Montana https://montana-museum.weebly.com/ 

25 Regional Museum - Kyustendil http://www.kyustendilmuseum.primasoft.bg/bg/index.php 

26 Regional Museum - Stara Zagora https://www.rimstz.eu/ 

27 Regional Museum - Kardzhali https://www.rim-kardzhali.bg/ 

28 Regional Museum - Haskovo http://haskovomuseum.com/ 

29 Regional Museum - Dobrich https://www.dobrichmuseum.bg/ 

30 Regional Museum - Blagoevgrad https://museumbld.com/ 

III. METHODOLOGY 

Automated evaluation software testing tools often called 
validators check the web site accessibility according to the 
guidelines defined by WCAG. They try to identify some errors 
and potential problems and give some recommendations about 
improvements of the web site accessibility. These automated 
tools are not panacea. They give an initial impression about 
the accessibility level of a web resource and can help 
developers about fixing general accessibility problems. For 
more detailed and complete accessibility test an additional 
manual testing should be conducted. Similar research and 
results on the topic can be found in [21]. During this manual 
testing all potential problems from automatic testing tools 
should be also addressed. It is not a rare case when automated 
testing tools give a false positive result indicating that the site 
is 100% accessible. Examples of such cases are presented in 
the next section. That is why additional manual testing is 
mandatory. However automated testing results can give a 
good overall impression about the web accessibility of a site. 
There are more than 150 automated testing tools in the Web 
Accessibility Evaluation Tools List from W3C. Three of them 
are selected to perform the tests of the website’s accessibility 
of Bulgarian Regional museums. 

1) TAW [15]: TAW is an automated tool for web site 

analysis based on WSAG recommendations. It is developed by 

the Spanish Foundation Centre for the Development of 

Information and Communication Technologies. It is available 

either as a browser extension or as a web service. It 

summarizes results in three categories “Problem” (should be 

fixed), “Warnings” (developer review is needed), “Not 

reviewed” (manual check is required). In the experiments 

performed are used options for Level AA accessibility 

checking with HTML, CSS, JS options enabled. 

2) WAVE [16]: WAVE is another web accessibility test 

automation tool that also can be used either as a browser 

extension or as a web service. The report contains five 

categories that indicate and errors and features that should be 

addressed to improve accessibility. 

3) Lighthouse [17]: It is an open source automated tool for 

quality improvement of the web site. It can be used as a web 

browser extension. The report gives scores and 

recommendations about different indicators. Only one of them 

is accessibility. 

https://museumvt.com/bg/
https://h-museum-gabrovo.bg/
https://www.archaeologicalmuseumplovdiv.org/
https://www.ethnograph.info/front/index.php
https://rnhm.org/bg/home
https://historymuseumplovdiv.org/
https://www.burgasmuseums.bg/
https://www.museumruse.com/
http://www.museumvarna.com/
https://rim-pleven.com/
http://panorama-pleven.com/
https://lovech-museum.bg/
https://www.sofiahistorymuseum.bg/index.php?lang=bg
http://yambolmuseum.eu/
http://museum-vidin.domino.bg/index2.htm
https://vratsamuseum.com/
https://www.museumsilistra.com/bg/
https://www.museumpernik.com/
https://museumsmolyan.eu/
https://museum-pz.com/wp/
http://museum.sliven.net/
https://abritus.bg/
https://museum-shumen.eu/
https://montana-museum.weebly.com/
http://www.kyustendilmuseum.primasoft.bg/bg/index.php
https://www.rimstz.eu/
https://www.rim-kardzhali.bg/
http://haskovomuseum.com/
https://www.dobrichmuseum.bg/
https://museumbld.com/
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IV. RESULTS 

Table II presents scores for all the museum sites with the 
three testing tools that were used in the research. 

Result for each museum is shown on a separate row and 
assigned ID from first column corresponds to the ID from 
Table I. Same ID is used as a reference label on the other 
graphical results that follows next in this section. 

TABLE II. ACCESSIBILITY TESTING SCORES OF MUSEUM SITES 

  TAW   Lighthouse   WAVE 

  Problem   Warning   Not reviewed               

  P O U R T   P O U R T   P O U R T   P A B S   E C A F St 
A

R 

1 0 0 0 0 0   0 0 0 0 0   0 0 0 0 0   
4

7 

9

2 
83 64   0 0 0 0 0 0 

2 6 7 1 14 28   98 50 6 0 
15

4 
  3 9 6 1 

1

9 
  

6
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8

8 
67 78   7 24 

2

7 

2

9 
46 46 

3 7 0 1 37 45   14 12 6 0 32   4 8 5 1 
1

8 
  

9

0 

7

2 
67 69   3 15 

2

4 
9 14 0 

4 3 0 1 10 14   3 2 0 0 5   4 8 5 1 
1

8 
  

9

3 

6

8 
58 67   3 0 

2

7 
2 1 0 

5 
3
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1
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1
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21 80   89 82 0 4 

17

5 
  3 5 5 0 

1

3 
  

9

7 

6

8 
60 78   

2
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41 

2

4 

1

9 
43 0 

6 
1

7 
0 1 2 20   13 14 0 0 27   4 7 5 1 

1
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7
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7 
93 92   

1
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5 
1 0 0 

7 4 
1

9 
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7 
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20 5 9 29 14 
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1

9 
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6 

8

8 
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3

1 

1

6 
37 14 

1

1 
8 2 1 35 46   39 10 0 0 49   4 7 5 1 

1

7 
  

9

6 

6

9 
67 69   7 1 

4

5 
3 6 0 

1

2 

2

0 

1

2 
4 12 48   75 39 

1

2 
20 

14

6 
  3 7 6 0 

1

6 
  

3

1 

8

7 
87 74   

1

3 
33 

5

4 

1

8 
47 7 

1

3 

1

4 

2

0 
2 23 59   83 59 6 0 

14

8 
  4 6 5 0 

1

5 
  

1

8 

7

4 
67 79   

2

2 
23 

3

6 

1

8 
62 5 

1

4 

1

8 

8

4 
3 97 

20

2 
  

15

7 

11

5 
6 

16

6 

44

4 
  4 7 6 0 

1

7 
  

1

2 

9

1 
67 84   

5

1 

11

3 

5

6 

5

2 

12

9 
15 

1

5 
1 0 1 5 7   0 2 0 0 2   4 8 5 0 

1

7 
  0 

3

3 
80 64   1 0 2 0 0 0 

1

6 

8

2 
0 1 53 

13

6 
  

14

5 
2 0 0 

14

7 
  4 8 5 1 

1

8 
  

6

8 

6

1 
73 69   

3

0 
1 

1

6 
3 0 0 

1

7 

2

3 
7 4 11 45   

56

2 
51 6 16 

63

5 
  4 7 5 0 

1

6 
  

1

7 

8

6 
80 

10

0 
  7 5 

3

7 

3

9 
38 77 

1

8 

1

5 
8 1 33 57   21 13 0 0 34   4 7 5 1 

1

7 
  

3

1 

6

0 
73 58   

1

6 
0 

1

5 
7 7 0 

1

9 
4 5 1 6 16   16 15 0 0 31   4 8 6 0 

1

8 
  

5

6 

8

0 

10

0 
89   7 0 1 4 6 4 

2

0 

1

0 
5 2 12 29   80 33 6 6 

12

5 
  4 7 6 0 

1

7 
  

1

3 

8

2 
67 77   

1

7 
5 

4

2 

2

1 
72 28 

2

1 

3

0 
3 1 7 41   6 60 6 0 72   4 8 6 0 

1

8 
  

5

7 

6

5 
73 87   9 12 

4

3 
3 47 0 

2

2 

1

5 

1

6 
4 33 68   49 45 

2

4 
15 

13

3 
  4 7 5 0 

1

6 
  6 

8

0 
80 90   

2

1 
31 

1

5 

2

5 
63 13 

2

3 

1

9 

1

6 
1 13 49   

10

5 
43 0 11 

15

9 
  4 7 6 0 

1

7 
  3 

9

0 
67 70   

2

3 
29 

8

6 

4

4 
18 70 

2

4 

2

5 

2

3 
0 

11

9 

16

7 
  56 23 0 0 79   4 7 5 1 

1

7 
  

5

0 

7

7 
80 92   

2

2 
2 5 2 24 2 

2

5 

4

3 

1

1 
6 

13

6 

19

6 
  97 3 

1

2 
10 

12

2 
  3 7 5 0 

1

5 
  

9

8 

7

6 
67 75   6 0 

3

0 

2

8 
0 0 

2

6 
9 

1

7 
1 33 60   29 11 0 0 40   4 8 5 1 

1

8 
  

9

5 

8

4 
60 83   

1

1 
11 

3

4 
9 6 0 

2

7 
2 0 1 83 86   17 19 0 4 40   4 7 5 1 

1

7 
  

7

9 

8

5 
80 67   1 3 

1

7 

1

0 
9 0 

2

8 

1

0 

1

2 
1 2 25   24 39 6 53 

12

2 
  4 6 6 0 

1

6 
  

2

1 

8

6 
87 85   

1

5 
28 

2

7 

1

1 
29 2 

2

9 

3

7 

6

4 
4 5 

11

0 
  84 87 

1

2 
20 

20

3 
  4 7 6 0 

1

7 
  

5

2 

9

6 
80 91   

3

0 

11

1 

8

4 

1

7 
71 14 

3

0 
7 4 1 8 20   16 37 6 8 67   4 6 5 0 

1

5 
  

2

3 

9

2 
73 86   

1

1 
5 

2

9 
3 39 24 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

32 | P a g e  

www.ijacsa.thesai.org 

Lighthouse presents results for web site quality in five 
categories. In Table II, they are denoted as P (Performance), A 
(Accessibility), B (Best Practices), S (SEO). A special web 
application was created for automatic usage of Lighthouse API 
to test all the sites. The application performs three consecutive 
tests for each site and average the results. 

Fig. 1 presents the results for the main criterion that 
considered – accessibility. Good results are those that are over 
90. These are only 6 museums and only one of them is with 
score over 95. This is the Regional Museum of Dobrich (29). 
Regional Museum of Vidin (15) has the lowest score. Its site is 
with a very old-fashioned design even visually and also with 
bad technical implementation. 

Considering data displayed on Fig. 2, the conclusion is that 
most of the museums (57%) are below the average Lighthouse 
score of 79 for all tested sites. Also, 80% of them are with a 
score below the acceptable value of 90. This means according 
to Lighthouse measurement Bulgarian regional museums 
websites are with low accessibility level. 

Fig. 3 presents the other scores that Lighthouse uses to 
measure the quality of a web site. As a general conclusion it 
can be stated that websites with low accessibility level in most 
cases have low values on the other measurements too. 

In the experiment is performed a manual testing for 
accessibility to the site of Regional Museum of Dobrich (29) 
which has the highest Lighthouse score. A group of volunteers 
with visual impairments found some additional problems that 
were not detected by the automation testing. For example, the 
main menu is totally inaccessible since it does not contain the 
necessary attributes for screen readers to find that there are 
dropdown options. Also, the dropdown list opens on mouse 
hover and not on Enter key click, which makes it totally 
inaccessible. 

TAW testing tool displays potential problems and warnings 
according to the four accessibility principles: Perceivable (P), 
Operable (O), Understandable (U) and Robust (R). These 
results are presented on Table II for each site. The total number 
of potential accessibility errors are presented in the column 
marked with T on its header section. Results marked with red 
are from the sites where TAW was not able to perform the test 
because of some automation restrictions incorporated in the 
site. 

On Fig. 4 are presented results for issues marked as 
“Problems” by TAW tests. 

 

Fig. 1. Lighthouse Accessibility Scores of Tested Museum Sites. 

 

Fig. 2. Average Scores for Accessibility. 

 

Fig. 3. Lighthouse other Scores. 

 

Fig. 4. TAW Scores. 

A total number of potential problems detected on the site is 
indicated with yellow line. 

The results of Regional Museum – Gabrovo (Number 2 in 
Table I), Regional Museum – Haskovo (28), Regional Museum 
– Blagoevgrad (30) and several other similar scores can be 
distinguished as museum sites with lowest number of 
accessibility problems. On the other side are Regional Museum 
– Yambol (14), Regional Museum – Montana (24) and 
Regional Museum – Kyustendil (25) with total number 
problems close to 200. 

It's interesting to notice some controversial result for the 
same websites between the Lighthouse scores and those 
generated by TAW. For example, Regional Museum – Yambol 
(14) has accessibility score of 91 by Lighthouse but on the 
other hand TAW notices a total number of 202 problems. In 
fact, the TAW results are more adequate in this case, and this is 
confirmed by performed manual testing of the site by the group 
of volunteers. Most of the errors detected by TAW are related 
to bad menu navigation and not well-formed link tags. Also, 
there are a lot of problems connected to parsing – HTML not 
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well formed or not used according to specs. These problems 
are confirmed in manual testing but omitted in Lighthouse. 
Also, there are cases where Lighthouse evaluation is more 
precise than TAW. It has been already discussed the badly 
designed and totally inaccessible site of Regional Museum – 
Vidin (15) but TAW does not manage to find all the problems 
in this simple functionality and generates only 7 problems. On 
the other hand, Lighthouse correctly produces low score of 
only 33. 

Reconsidering the results from Fig. 2 about the average 
number of TAW errors, it can be noticed that about 66% 
percent of the sites has below this average number of 64 errors. 
This could be considered as generally good result for overall 
accessibility. 

WAVE produce a web accessibility report for a web site in 
five categories: Errors (E), Contrast Errors (C), Alerts (A), 
Features (F), Structural Elements (St), HTML5 and ARIA 
(AR). 

The results for each category and for each of the tested sites 
are presented on Fig. 5. 

Again, the site of the Regional Museum - Veliko Tarnovo 
(1) is not successfully tested due to access restrictions. 

From other sites with the lowest levels of Errors and 
Contrast errors Regional Museum – Ruse (8) and Regional 
Museum – Kardzhali can be distinguished. Again, there are 
some false negative results like Regional Museum – Vidin 
(15). According to WAVE it has only 1 error and 2 alerts, but 
manual check proves that the accessibility problems in this 
case are much more. 

An interesting and unique part of web site analysis with 
WAVE is that the developer receives a direct visual remark 
about the accessibility problematic elements on the page. Fig. 6 
presents one such visual report about the problems related to 
the site of Regional Museum – Ruse (8). 

 

Fig. 5. WAVE Software Test Scores of the Experiment. 

 

Fig. 6. WAVE Software Visual Report Screen from the Research. 

V. CONCLUSION 

The research in the paper investigated the important 
problem of web accessibility on museum sites. The research 
uses automatic web site testing tools and a group of volunteers 
– blind and with visual impairments for manual testing of 30 
websites of Regional Museums in Bulgaria. 

In general, the conclusion is that most of the web sites 
present below average and not a satisfactory level of digital 
accessibility. Most common accessibility problems found on 
the researched websites of museums are summarized as 
follows: 

1) Heading elements are not in a sequentially descending 

order – tags from <h1> to <h6> are missing or are not used in 

proper way. 

WCAG criteria: 

 1.3.1 Info and Relationships (Level A). 

 2.4.6 Headings and Labels (Level AA). 

2) <html> element does not have a [lang] attribute - a 

screen reader assumes that the page is in the default language 

and might not announce the page's text correctly. 

WCAG criteria: 

 3.1.1: Language of Page (Level A). 

3) Links do not have a discernible name – if present they 

improve the navigation experience for screen reader users. 

WCAG criteria: 

 Success Criterion 2.4.4: Link Purpose (Level A). 

4) Image elements do not have [alt] attributes - informative 

elements should aim for short, descriptive alternate text. 

WCAG criteria: 

 Success Criterion 1.1.1 (Non-text Content) (Level A). 

5) Background and foreground colours do not have a 

sufficient contrast ratio - low-contrast text is difficult or 

impossible for many users to read. 

WCAG criteria: 

 Success Criterion 1.4.3: Contrast (Minimum) (Level 
AA). 

 Understanding Success Criterion 1.4.6: Contrast 
(Enhanced) (Level AAA). 

The volunteers with visual impairments in the experiment 
stated, during the research, that the automatic software results 
are useful for orientation and defining main points of sites they 
need to improve in order to comply with Web Content 
Accessibility Guidelines, but further real-time testing with 
visually impaired people is also needed, as the software cannot 
detect all important issues on sites concerning accessibility, 
functionality and usability of sites for visually impaired and 
blind people. This is a matter of further research and scientific 
papers. 
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Nevertheless, the existing web accessibility testing software 
for sites is very useful for web developers and site makers, as 
well as for institutions and museum representatives. They 
enable a vast number of sites and databases to be checked 
automatically in a very short time. Such automated software 
solutions are necessary in modern times with immense 
volumes of generated and uploaded online information and 
sites. 
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Abstract—There is much research on the state-of-the-art
techniques for generating training data through neural networks.
However, many of these techniques are not easily implemented
or available due to factors such as copyright of their research
code. Meanwhile, there are other neural network codes currently
available that are easily accessible for individuals to generate text
data; this paper explores the quality of the text data generated by
these ready-to-use neural networks for classification tasks. This
paper’s experiment showed that using the text data generated
by a default configured RNN to train a classification model can
match closely with baseline accuracy.
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tion; classification; natural language processing; data augmenta-
tion; artificial intelligence

I. INTRODUCTION

Training data is crucial for machine learning tasks. In cases
where there is little availability of training data due to limited
time and resources, it becomes difficult for machines to be
able to learn.

In the field of computer vision, there have been successes
and benefits from using different methods to generate new
training data; this is called data augmentation. This is done
by creating new training data based on the original labeled
training data. An example of data augmentation in image
data is manipulating labeled training data of images through
transformations such as rotation and cropping. This generates
new training data images for the machine to learn from.

However, in the field of natural language processing (NLP),
data augmentation has been a challenging problem as there
have been difficulties in establishing universal rules for trans-
formations in textual data while maintaining the quality of the
label [1]. For example, the sentence “this is good” is a state-
ment with positive intent, but with a small transformation such
as swapping the words to make it “is this good,” it becomes
a question with no positive intent; the meaning completely
changes. There are also various studies on identifying effective
ways to transform labeled textual training [1].

Another technique used to generate more training data is
generative augmentation, where more new data is generated
compared to switching or cropping images. There has been
success in using GAN networks to generate more training data
such as images of human faces [2].

Generative models have also been explored in the NLP field
with existing language models [1]. There is ongoing research in
generative models for both computer vision and NLP. However,

for an individual who is building a machine learning system
with classification tasks, these state-of-the-art techniques for
generating text data can be quite difficult to implement.

Thus, this paper’s intended purpose is to help individuals
who want a “ready-to-use” method to generate more textual
training data, by assessing the effectiveness of some of these
available methods. The types of individuals that this is focused
on are, for example, an entry-level data scientist who is hired
in a small team for a machine learning and NLP project, a
freelancer who is working on a personal project or a computer
science student who is building a chatbot as part of their
degree. A common task to implement is labeling data for
training machine learning systems, thus classification is the
task chosen for this experiment, allowing us to evaluate how
“good” the generated training data is based on the accuracy
results of the classification model.

There is currently much state-of-the-art research to help
generate textual training data. However, much of this is not
readily accessible due to copyright protection. Meanwhile, the
state-of-the-art research that does have code available online
is often complicated and difficult for entry level data scientists
or coders to implement.

There are existing deep learning models available, such as
TensorFlow [3] that are readily available for programmers to
use; these are considered “ready-to-use” in this paper. There
have been no studies though on the effectiveness of these
neural network codes online. This research aims to perform
an exploratory experiment on ready-to-use neural networks and
the quality of the generated data.

II. RELATED WORKS

A. Generative Augmentation

Generative models are models that generate textual data;
these models are often used in the research field in text genera-
tion. They have been explored in the use of data augmentation
as they use the newly generated data as additional training
data, this helps to increase the diversity of the text which can
incorporate new information. Some generative models use pre-
trained language models to improve their performance [1].

There are various state-of-the-art techniques, and research
has been done on generative models for data augmentation.
Although this is not the focus of this paper, most research on
generative models in data augmentation shows minor improve-
ments.
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Rizos et al. [4] identified that one of the issues of online
hate speech classification is not enough relevant training data
that can be found online, and training on only a small amount
of data will cause overfitting. Thus, they created an RNN that
can generate data for online hate speech labeling to combat
this issue. Their augmented data has improved 30% in hate
speech class recall and 5.7% in macro-F1 score [4]. However,
the authors state that further work can be done as the generative
model was not the best performing augmentation method. In
addition, it is only for short-text, and it is unknown whether
the classification would be as effective for non-short text data.

Another technique, G-DAUG, was proposed by Yang et
al. [5]. G-DAUG generates synthetic data using pretrained
language models and then selects the most informative and
diverse set of examples for augmentation. It has been shown to
be effective on multiple common-sense reasoning QA setting
benchmarks. However, the authors state that more improve-
ments can be made to enhance the quality and diversity of the
generated data [5].

Noise generation techniques are commonly used in gen-
erative methods as they help to solve the issue of class
imbalance [1]; Qiu et al. [6] introduced a variation autoencoder
(VAE) based method as a noise generation technique for
text generation used in their paper. VAEs are autoencoders
which transform input data into a latent representation. In their
paper, however, it still only showed marginal improvements in
classification tasks.

Generative Adversarial Network (GAN) is also another
popular method used for data augmentation in computer vision
[1]. There has been research in using GAN models for data
augmentation in NLP, such as using the seqGAN architecture
[7]. This is just like a GAN model, a generator, and discrim-
inator, but used for textual data and the task of classification.
There were, however, only minor improvements [1].

Many of the text generation techniques that have been
explored in the research field are not readily available for the
public to use. This is due to reasons such as copyright, or
their research involves complex algorithms to be implemented
in deep learning models, which may be time-consuming for
individuals to implement. In addition, a lot of it is not for
general use as their research findings are specific to a particular
chosen field or topic.

Meanwhile, there has not been in-depth research on the
quality of generated words from ready-to-use techniques.

III. EXPERIMENT DESIGN

The experiment was conducted by using benchmark text
classification data, AG News [8], then using a CNN built from
Python as a classification model to obtain the baseline accuracy
rate, then using a ready-to-use RNN [5] to generate synthetic
training data. The same CNN model is then used to train and
test the original dataset in combination with the new generated
training data to evaluate the accuracy of the textual training
data.

Fig. 1. Experiment Design Process.

As shown in the figure above (Fig. 1), there are three
different sized datasets for this experiment. I first got the ac-
curacy of small, medium and large baseline datasets, obtaining
three baseline accuracy results. Then I used RNN to generate
additional training data for each small, medium and large
dataset. I then used the same CNN and tested the accuracy of
the original dataset plus the newly generated synthetic training
data.

A. Dataset

The dataset used was AG News which consists of four
different classes, 1–4, where 1 is world, 2 is sports, 3 is
business and 4 is science/technology [8].

• Dataset split ratio: 80% (training) and 20% (validat-
ing)

• Each label had an equal number of sentences

• Validating sets had a mixed number of labels

They were split into three different sized datasets:

• Size ratio: Sentences Total = Training/Validating
a. Small: 50/40/10

b. Medium: 500/400/100

c. Large: 1000/800/200

An equal number of labels were in the training sentences. For
instance, in the “medium” training dataset of 400, there were
100 (400/4) sentences from each label.

In some real case scenarios, 1,000 sentences of a total
dataset split for training and testing may not be considered
a “large” dataset, it is though considered “large” respective to
this experiment.

The sizes of the dataset were randomly chosen as there is
no “common sized” dataset used in the real world. The figure
below (Fig. 2) shows the original dataset with labels that were
augmented.
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Fig. 2. Original Dataset with Label [8].

Each dataset generated 200 lines of new training data.
When the CNN is trained on the new training data, it also
includes the original dataset. For instance, the small dataset
was fed into the RNN model and generated 200 additional
lines. This small dataset along with the 200 new additional
sentences were fed into the classification model to test accu-
racy. This was to mimic a real case scenario where someone
would use their existing training data in combination with the
synthetically generated data. Similar to the choice of the sizes
of dataset, generating 200 additional lines was also randomly
chosen.

B. RNN

The RNN model chosen was textgenrnn created by Max
Woolf [9], it is a Python 3 module that is built on top of
Keras/TensorFlow. This model can be configured by the size,
layers and whether to use a bidirectional option. This was
chosen as it is free, quick to implement and can be easily
customized for an individual level.

For this experiment, the RNN model had not been config-
ured or changed, it simply used the default configuration and
settings. This was so I could see how good just the default
configuration was as some individuals who are in early entry
to this field may not know how to do configurations in an RNN
but still want to generate text training data.

The default model takes an input that converts each char-
acter to a 100-D character embedding vector and feeds into
two LSTM layers [9]. The architecture of this RNN is shown
in Fig. 3.

C. Text Classification Model

The CNN was built from Python’s TensorFlow [3]. The
architecture was as follows: input of up to 50 words, 1D con-
volutional layer of 128 filters of size 5 with ReLU activation
function with a softmax output layer. The metrics used to
evaluate accuracy were chosen through the TensorFlow CNN’s
configurations which returns binary accuracy [3].

In addition, GloVe [10] was used to train the 100-
dimensional word embedding.

IV. RESULTS AND DISCUSSION

The results shown that for the small dataset the accuracy
remains the same as shown in the table, at medium it becomes
worse, but at the large dataset the accuracy catches up almost
meeting the baseline. A visual comparison of the detailed
results can be seen in Fig. 4.

Fig. 3. Textgenrnn Architecture [9].

TABLE I. EXPERIMENT RESULTS

Dataset Baseline accuracy New dataset New dataset accuracy

Small 40% 250/40/10 40%

Medium 70% 700/400/100 60%

Large 73% 1200/800/200 72%

Fig. 4. Accuracy Visualization Comparison.

Fig. 5. Label 2 Generated Example.

The results do not show a clear pattern, but it can be
concluded (at least with this experiment) that this example
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of a ready-to-use RNN of default configurations generates
text training data that will likely closely match the baseline
accuracy.

There was more investigation by looking at the generated
text and a sample is given in Fig. 5. This is considered a label
2 which is ”sports”. At least with this example, it still seems
that the generated data is still within the same topic.

In addition, the repository for textgenrnn [9] has made
notes regarding the quality of the generated text data. The
repository states that “results will vary greatly between
datasets” [9] and that the best results are of datasets with at
least 2,000–5,000 documents [9]. For smaller datasets, it is
recommended to train it longer by setting num epochs higher
[5]. In this experiment, num epochs was set at the default value
of 1.

For the field of data augmentation in NLP in general, this
experiment shows that more questions can be considered for
generating text data, such as, “What are the characteristics of
words that affect the CNN?” and “Are specific parameters of
RNNs better for different types of text data?”

V. CONCLUSIONS AND FUTURE WORK

Although the experiment did not show obvious patterns for
different factors in generating text data, it has answered the
question the paper posed: Can ready-to-use RNNs generate
“good” text data? Based on this experiment and this dataset,
if an individual imports and runs this example of ready-to-use
RNN with default settings, the classification results will likely
match close to the baseline accuracy. With some more tweaks
and adjustments, it is likely that the accuracy will improve, but
more research can be conducted on the quality of ready-to-use
RNNs with adjusted configurations.

Thus, in the future there can be more research conducted to
further investigate the quality of the textual data and into not
using default configurations – instead investigating through an
RNN with adjusted parameters.

In addition, since this experiment only included three
different sized datasets, more research can also be done with

more variety to discover more.
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Abstract—The wireless technology is applied in developing 

various applications in different trust areas. Due to this there is a 

huge demand for the spectrum band. The available spectrum can 

be shared among the primary users and the secondary users. The 

spectrum is utilized by the secondary user on rental basis. In this 

competitive world, the primary users provide a good quality for 

services to the end users for retaining the spectrum band. The 

pricing is one of the vital components in Cognitive Radio 

Networks (CRN) for owning/renting the spectrum. The spectrum 

is utilized by the secondary users when the spectrum is in idle 

state. This research work focuses on the spectrum pricing for the 

secondary users based on the price paid by the primary user. The 

primary users generate revenue, the same price is utilized for 

maintenance or annual fees which is to be paid to the governance 

of telecommunication department. The pricing and trading issues 

is one of the research areas for allocating the spectrum to the 

primary users. This research work focuses on providing 

spectrum to the secondary users with the minimal price for 

utilization during the specified time. The work highlights the 

open fact that there is a huge scarcity of the spectrum and the 

price are high, and not affordable to the individuals. Hence 

primary users lease/rent out the idle bandwidth for the 

secondary user. To utilize the spectrum for a dedicated period of 

time the secondary user has to pay the usage charges to the 

primary user. In this research work, various methods are 

presented for determining the price for the secondary users. The 

pricing components are analyzed by adapting the one-way Anova 

which compares the values among the groups. The results 

indicates that all the group means are not same and they are 

independent variables. 

Keywords—Price; game theory; analysis of price; trading; 

usage 

I. INTRODUCTION 

The spectrum is one of the important resources for 
wireless communication. Due to the huge demand, there is a 
scarcity of spectrum band. These issues are resolved by 
cognitive radio networks. These radio networks are self-
configurable hence these networks are called as intelligent 
radios. The spectrum hole is detected by using match-filtering 
method, cyclo-stationery and energy detection method. There 
are four different challenges in spectrum management: 

 Spectrum Sensing: Detect the unused portion of the 
spectrum. 

 Spectrum Decision: Based on internal/external policy 
allocating the available spectrum. 

 Spectrum Sharing: sharing the available spectrum 
between Primary user (PU) and Secondary user (SU) 
without overlapping. 

 Spectrum Mobility: Hand-off of the signal between the 
networks. 

The spectrum allocation problem is solved by different 
perspectives such as criteria, approaches, techniques and 
challenges [1]. The spectrum pricing is one of the major 
criteria in spectrum utilization. Since individuals cannot 
purchase the spectrum band, the primary users are responsible 
of owing the spectrum. The underutilized spectrum or unused 
spectrum can be reused for various communication purpose by 
allocating the bandwidth to the secondary users. The primary 
user (PU) sends the signal status which indicates idle or busy 
state. If the channel state is idle. The allocation is based on the 
rental/leased method. The system works based on the sharing 
of the frequency band between the primary user and the 
secondary user. To improve the QoS for wireless 
communication, the economics plays a vital role for setting the 
charges based on the demand for the purpose of developing 
wireless technology. The available bandwidth is shared 
between the Pus and SUs on mutual agreement. The primary 
user decides to lease/rent some portion of the unused spectrum 
to the secondary user. This technique is called trading. In 
trading both users are involved. The spectrum allocation and 
pricing depend on the bandwidth that are available for 
bidding. Fig. 1 depicts the trading of spectrum between the 
PUs and SUs. The spectrum is shared among the primary user 
and secondary user. 

 

Fig. 1. Spectrum Trading. 
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The spectrum trading is a mutual agreement between the 
buyer and the seller. The licensed user needs to renew for the 
allocated spectrum bandwidth annually. The spectrum 
regulators or the managers fix the price depending on the 
services, usages and geographical locations. 

II. LITERATURE REVIEW 

There are certain parameters which are needed to be 
considered while utilizing the spectrum as a secondary user. 
One such parameter is price of the spectrum, owner of the 
spectrum etc. The researchers have proposed different 
spectrum allocation and pricing mechanisms. The process of 
allocation may be dynamic based on Vickery Auction method 
wherein the revenue is optimized [2]. Two models such as 
NLMF and NLMB are suggested which results in better 
pricing and maximum sharing of the spectrum. In NLMF 
mode the price is decided by the primary user and the values 
are set as 0 and 1. In NMBF the part of price is transferred to 
the SU and the primary user will never predominates. In this 
research, the work results in optimization of pricing when 
Nash equilibrium is combined with swarm particle [3]. The 
SU are imposed with the admission fee, the behavior is 
analyzed in two ways such as optimal and social behavior. 
The following assumptions are considered: 

 The SU doesn‘t have any information. 

 The SU packets are transmitted successfully. 

 The cost for SU packet staying in the system is C per 
unit time. 

 Net-benefit is and additional. 

 The services are provided based on FCFS [4]. 

The secondary user can purchase the spectrum from 
primary user (PU) or through the broker by auction process 
where it does not include any interaction between PUs and 
SUs [5]. The two auction mechanisms are proposed first 
method is based on the received power, i.e., the users are 
charged based for the received SINR second method the 
receivers are co-located where the users can use total available 
bandwidth [6]. The spectrum trading is processed between 
multiple PU selling to the multiple SUs [7]. The pricing of 
spectrum was modeled as an evolutionary game and non-
cooperative game. The power of the spectrum is one of the 
essential parameters which is recommended for fixing the 
price. Later the decision making is carried out for studying the 
behavioral models by using the utility Theory where 
rationality assumptions are made between the users [7-8]. 
There are two models one with monopoly PU market and the 
other with the multiple PU market. Spectrum trading is one of 
the efficient ways of using idle spectrum. The spectrum 
sharing models, spectrum trading form and related problems 
were discussed [9]. The multiple PUs has an opportunity to 
sell the spectrum to multiple SUs. The problem was modeled 
based on the evolutionary game and the competition among 
the SUs [10]. The quality of channel and maximum power that 
SU can transmit on the channel depends on the P min ≤q ≤Pmax. 

The primary spectrum owner can fix the cost of the 
channel by the equation [11]. 

c(q)= C0+T(q)              (1) 

The SU model prefers higher channel capacity, where the 
channel capacity for SU is given by Shannon-Hartley theorem 
[12]. Multiple bidders represent their bids for the available 
capacity of the bandwidth. There are issues in designing 
auctions i) attracting bidders ii) preventing bidders to control 
the auctions iii) maximizing the auctioneers revenue. The 
wireless service providers acquire the spectrum to provide 
service to the end users. The revenue generated by the end 
user indicates the true valuation price of the band. Later the 
true valuation price is used for the governance in forthcoming 
auctions. Spectrum allocation auctions can be synchronous 
and asynchronous. In asynchronous whenever the service is 
requested by the service providers the request can be serviced 
from coordinated access band (CAB) using pool of resources. 
In synchronous auction the spectrum bands are allocated/de-
allocated in fixed time intervals. The service providers 
demand their request to the spectrum owner and what they are 
willing to pay for the allotted spectrum band [13]. 

III. SPECTRUM ALLOCATION PRICING OBJECTIVES AND 

PRINCIPLE 

It is important to understand the pricing methodology to 
determine the spectrum price which certainly links with 
economical and market conditions along with the 
technological factors. The spectrum manager reviews the fee 
payment depending on type of use or type of user. This 
includes some of issues such as fiscal context, relevant 
principle and objective for certain types of spectrum fee, 
funding regulatory operations, demand and supply for 
spectrum and technology change. 

A. Principles of Spectrum Pricing 

The Spectrum management is important task which 
includes different activities such as spectrum planning, 
allocation, licensing, coordinating, sharing regional and global 
standards. The spectrum management principles reflect 
economical and behavioral aspects. The list of spectrum 
allocation pricing principles are as follows: 

1) Spectrum should be allocated with the highest value. 

2) Greater access to spectrum will be facilitated with least 

cost and least restrictive approach. 

3) Promote regularity and flexibility in spectrum usage. 

4) Fairness of price to all the licensed holders in the given 

frequency band. 

5) The fee calculation should be clear and published as a 

document for maintain the transparency. 

6) Administrative cost will be lower if the fee schedule is 

simpler. 

7) Spectrum fee are set to take different parameters such 

as bandwidth, frequency band and coverage area. 

B. Objectives 

1) Spectrum price should promote efficient use of 

spectrum. 

2) The cost of spectrum is associated with managing and 

regulating radio frequency should be covered from those who 

benefit from spectrum management. 
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3) Spectrum pricing should facilitate the achievement of 

government social and cultural activities [14]. 

IV. GAME THEORY FOR SPECTRUM UTILIZATION 

Statement: The price P varies for the secondary users 
depending on the usage of the spectrum at any instant of 
time t. 

Let su be the set of secondary users such that. 

su = {s1, s2, s3…., n} 

Let pu be the set of primary users such that. 

pu = {p1, p2, p3, …, m} 

The primary user can offer any opportunistic spectrum to 
any secondary user when the spectrum is idle. There exists a 
relationship between the primary user and secondary user 
which can be represented by using the graph theory. 
According to Bipartite graph, any secondary user can utilize 
any primary users available or idle spectrum. Fig. 2 shows the 
mapping between the PU and SU. 

 

Fig. 2. Bipartite Graph showing the Relationship between PU and SU. 

V. STRATEGY FOR PRICE COMPETENCY (SPC) 

The available spectrum is identified based on the location 
Loc further the channel is allocated to the SUs. The status of 
the channel is obtained by the SUs and later the channel is 
allotted based on the usage with the time the price is 
evaluated. The procedure for evaluating the spectrum is 
calculated as follows: 

Procedure for price competency 

Step1: Let Loc be the location 

 PK - Primary Spectrum 

 Sk- Secondary Spectrum 

Step 2: Sk α Loc 

Step 3: If (Loc ==0) 

 PK is Available 

 else 

 Channel is busy 

Step 4: Sk = Ch 

Step5: Start t=0 

Step 6:        

Step 7: Ut=∑   
       

Step 8:   
 

  
  

The SU searches the available bandwidth with the PU. If 
loc is found the PU assigns the location with the initial time t. 
once the process starts the price is evaluated dynamically 
based on the time where   is price variation with the usage 
time. The utility function (Ut) is evaluated depending on the 
number of users requesting for spectrum usage and the 
location. The initial price is set based on the usage of the 
spectrum. 

VI. TWO-STAGE GAMES OF COMPLETE BUT IMPERFECT 

INFORMATION 

The spectrum utilization by the secondary user can be 
assumed as a dynamic game. According to game theory. 
Consider p1 and p2 as players, A be the set of actions and S be 
the strategies. 

The Gaming between the PU and SU involves the 
spectrum utilization effectively. The PU displays the channel 
information to the SU. Depending on the request price set by 
the PU. The analysis of the game is shown below: 

 The player pl chooses an action A1 from the feasible 
set fs = {I, O}. 

 The player S observe the action A1 and makes the 
decision A2 from fs1= {I

C
, OC}. 

 The payoff matrix is prepared by using the actions of 
each user U1{A1, A2} and U2 {A1, A2}. 

The decision tree is represented below for the player S and 
P Fig. 3: 

 

Fig. 3. Decision Tree for Channel Utilization. 

The gaming strategy for the user is described below: 

Strategy 1: If primary user P plays, I then Play I
C
; If player 

P plays O then it is denoted by (I
C
, I

C
) 

Strategy 2: If Primary user P play, I then play OC it is 
denoted by (IC, OC) 

Strategy 3: If primary user P play, I then play OC, if player 
P plays O, then denoted by (I

C
, O

C
) 

Strategy 4: If player P plays, I then play OC if player P 
plays O, then Play OC denoted by (OC, OC) 

The payoff matrix can be computed as below where the 
row represents the player 1 and column represents player 2. 
According to CR the player1 is PU and player2 is SU. The 
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strategy is designed between these two players based on the 
information of the channel state i.e., the channel state is 
dynamic which takes two different state Idle or Busy 
represented I and O respectively. The numeric value for the 
channel states is 1 and 0. The below table represents the 
payoff matrix for the game: 

TABLE I. PAYOFF MATRIX 

P2 
IC, IC IC, OC OC, IC OC, OC 

P1 

I (I, I) (I, O) (O, I) (O, O) 

O (O, O) (O, I) (I, O) (I, I) 

Depending on the payoff matrix as shown in Table I, the 
secondary user makes a decision and then pays the rent to the 
primary user. 

Assumptions: 

 The spectral power is constant then the price is fixed 
which indicates QoS is good. 

 The spectral power may vary due to uncertain, in that 
case the SU pays only for actual service provided. 

 During the entire allotted time if the SU is unable to 
utilize the spectrum, then the price is considered as 
zero. 

VII. EVALUATION OF SPECTRUM BY THE STANDARD 

ORGANIZATION 

The TRAI uses the marginal cost of fund-based lending 
rate (MCLR) to index value based on the previous auctions. 
The spectrum evaluation methodologies were proposed by the 
international telecommunication union (ITU) they are listed 
below: 

 price from previous auctions duly indexed. 

 assessing producer surplus. 

 production function approach. 

 revenue surplus approach. 

The other components are telecom index price or the 
consumer price index (CPI). 

Methods for valuation of spectrum. 

1) Base Rate: The interest rate can be used by banks or for 

computation. The base rate is used to calculate the present 

index value. 

2) Weighted Average cost of Capital (WACC): The value 

of the firm is created based on the rate of returns of WACC. 

The cost is been invested in different types of shares such as 

investors of equity, debt, preference share, etc. 

3) Cost Inflation Index (CII): The price of inflation rate is 

matched with the CII. An increase in the prices. The present 

value of the spectrum is calculated from the past. 

4) Produce surplus method: the surplus is calculated when 

additional spectrum is allocated to an existing TSP. It is 

calculated as shown (The present value of the expenditure on 

the network during the next ‗y‘ year without additional 

spectrum of ‗a‘ MHz) – (Present value of the expenditure on 

the network during the next ‗y‘ years with additional spectrum 

of ‗a‘ MHz). 

5) Production function approach: It is used for the 

technological relationship between quantities of physical 

inputs and quantities of output of goods. The production 

function is determined by the following equation: X=Ay
α
z

β.
 

x- Dependent variable can be minutes of use/ no. of 

subscribers. 

y- Allocated spectrum. 

z- No. of Base transceiver stations deployed by the service 

providers. 

α and β – Percentage of change in minute of use for a 

percentage change in spectrum and BTS. 

6) Revenue Surplus Approach: It is based on the concept 

of net present value. It estimates the TSP willingness to invest 

in spectrum based on their projection of potential revenue or 

surplus over the license period [15]. 

VIII. ANALYSIS OF SPECTRUM PRICING USING ANOVA 

Spectrum pricing is a huge task that are carried out based 
on the regulations by the government. The pricing is 
categorized into reserved price, market price and revenue 
price. The bidder‘s pays the reserved price for participating in 
the bidding auction. The participant will not receive the 
amount if he does not win the bid. Compared to the bidding 
price actually the reserve prices are higher. To identify the 
relationship between market price, reserved price and revenue 
price statistical method is applied. One-way Anova is applied 
to find out the relationship and independence among two or 
more groups. The Anova test is carried out using anaconda 
with python coding. The data is collected from the secondary 
source by the author [15]. The below Fig. 4 shows the actual 
values of the various prices. 

 

Fig. 4. Boxplot of Various Prices. 
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The F-value indicates the largest value associated with the 
independent variable which is real. The Pr(>F) indicates the 
value which is calculated from the test would have occurred if 
null hypothesis of no difference among the groups are true. 
The below Table II shows the F-value and P-value. 

Let the null hypothesis H0: All means of prices are same 
and H1: All the means of prices are different. 

TABLE II. F-VALUE AND P-VALUE 

F-value P-value 

1.3467 0.2674 

The Table III describes the sum of squares among the 
groups and the degrees of freedom with the F-value and the P-
value. 

TABLE III. ANOVA TABLE SUMMARY 

 Sum_sq df F Pr(>F) 

C(variables) 29995.8987 2 1.3467 0.26748 

Residuals 701618.722095 63.0 NaN NaN 

According to the value of Pr (>F) is 0.26748 evidence is 
small which indicates that all means are not same. The 
residuals represent the individual observation from the list it 
can take positive value if the individual observation is greater 
than the mean value. The residuals are negative if the 
individual observation is lesser than the mean value. The 
below Table IV describes the mean squares along with the 
sum of squares. 

TABLE IV. MEAN SQUARE VALUES OF ANOVA TEST 

 Mean_sq Sum_sq df F Pr(>F) 

C 

(variables) 
14997.949365 29995.8987 2 1.3467 0.26748 

Residuals 11136.805113 701618.722095 63.0 NaN NaN 

Later post hoc test is conducted to verify the null 
hypothesis, this test is called Tukey‘s test which is tested for 
the group after the one-way Anova test. Anova specifies the 
significance of overall group but Tukey HSD performs on 
each group means where the means are different. Table V 
shows the Tukey HSD result. 

The residuals are interpreted through the graphs which 
consists both the positive and negative values. 

TABLE V. TUKEY HSD RESULT SUMMARY 

 
Group  

 1 

Group 

2 
Diff Upper Lower 

q-

value 

p-

value 

0 RP MP 0.22 
-

76.147 
76.602 0.010 0.90 

1 RP Revenue 45.3 
-
31.037 

121.71 2.015 0.33 

2 MP Revenue 45.1 
-

31.265 
121.48 2.004 0.33 

 

Fig. 5. Q-Q Plot of Residuals. 

 

Fig. 6. Hist-Plot of Data. 

IX. INFERENCE FROM THE EXPERIMENTAL TEST 

The experiment result for analyzing various price 
components is discussed in this section. Fig. 4 is an actual data 
value plot which shows the variation of prices in Market Price 
Reserve Price and Revenue generated. In this the p-value is 
0.2678 the null hypothesis is accepted indicating that all three 
group price values are considered. In post Tukey HSD test, it 
determines the significance difference between the groups. 
The results of p-value of Tukey HSD are 0.9, 0.3350 and 
0.3386 which indicates there is no significance difference 
among the groups. Fig. 5 depicts the Q-Q plot of residuals of 
Anova Test which indicates that the price is non -normally 
distributed. Fig. 6 depicts the Histogram suggests that the 
values are normally distributed with extreme values greater 
than 300. 
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X. CONCLUSION 

In this research work, the strategy for spectrum utilization 
among the users by applying game theory design mechanism 
is discussed which provides an incomplete information about 
spectrum status. The different price components were tested 
using Anova and later Post Hoc Tukey HSD was conducted to 
determine that there is no significance difference among the 
groups and in-between the groups. The residuals indicate that 
the price components are non-normally distributed and the 
histogram plot are normally distributed with errors. The future 
work will focus on minimizing the base rate for bidding the 
spectrum and maximizing the spectrum utilization with 
minimal price and time. 
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Abstract—Immunization during pregnancy and infancy 

significantly reduces morbidity and mortality of mothers, unborn 

fetuses, and young infants. Several studies show the merits of 

getting complete, quality, and accurate data on time to enhance 

policy and decision-making for society or country development. 

Despite the efforts by nations to ensure the success of maternal 

immunization through electronic immunization registries, limited 

resources such as poor internet access, shortage of electricity, and 

digital illiteracy in developing countries hinder the goal of full 

immunization of mothers and infants. Since 2015, immunization 

programs in Tanzania use internet-based information systems to 

collect immunization data from health facilities and submit them 

to the responsible authority for further decision-making such as 

the allocation of vaccines to health facilities. The internet-based 

media is not fully achieved in developing countries due to its cost 

and resource setting, thus, the responsible authority does not 

receive instant data to update its vaccine inventory and 

management activities which often results in partial 

immunization due to the unavailability of vaccines in some 

facilities. This challenge can be solved by having an affordable 

system that instantly incorporates and transmits vaccination 

details such as the utilization of vaccines and demands from each 

health facility to responsible authority with less resources. The 

present study proposes a USSD platform to enhance the receipt 

of real-time data by immunization authorities from both health 

facilities with poor and good internet connectivity at a lesser cost. 

A greater number of health facilities in Tanzania prefer to use 

both online and offline platforms for collecting and recording 

immunization data. As electronic immunization registry has been 

introduced in areas with limited resources, it is recommended the 

use online and offline platforms for data collection so that they 

can submit immunization data in real-time without the delays 

caused by poor resource setting. 

Keywords—Maternal immunization; electronic immunization 

registry; USSD; data collection; limited resource setting 

I. INTRODUCTION 

Vaccination is among the most common measures in the 
world to improve maternal immunity and reduce the morbidity 
and mortality of babies and women. The reduction or 
elimination of maternal morbidity and mortality is critical for 
improving maternal health [1] to achieve the expansion of 

health access in middle and low-income countries and attain 
the Sustainable Development Goals regarding maternal health 
[2], [3]. 

According to the World Health Organization (WHO) [4], 
current statistics indicate that more than 3 million people die 
worldwide annually from vaccine-preventable diseases such as 
measles, tetanus, poliomyelitis, and rubella, whereby 
approximately 50% of these deaths occur among children less 
than 5 years. Recent reports show that child mortality rates 
have reduced by 60% from 93 deaths per 1000 live births in 
1990 to 38 deaths in 2019 worldwide [5]. However, measles 
and tetanus are still the leading cause of death to infants and 
mothers worldwide which can be preventable by vaccines (Fig. 
1). The WHO, therefore, recommends that developing 
countries issue the tetanus vaccine during pregnancy to avoid 
maternal and neonatal deaths due to low levels of anti-tetanus 
antibodies [6]. 

Tanzania has made substantial progress in the area of health 
[7]. For instance, the life expectancy of its people has improved 
from 40 years in 1960 to 65 years in 2019 [8]. Similarly, the 
United States Agency for International Development (USAID) 
reports [9] show that child mortality has declined rapidly from 
49.1 deaths per 1000 live births in 2009 up to 36 deaths per 
1000 live births in 2019 [10] after achieving a 75% reduction 
of unvaccinated children in one year. In 2021, the 
immunization program in Tanzania ensured that every child 
got lifesaving vaccines through equal availability and 
distribution of vaccines in all regions. It further initiated the 
national immunization strategy to meet the immunization 
agenda 2030, by ensuring everyone is protected from vaccine-
preventable diseases throughout their lives with high quality, 
effective, efficient, and equitable immunization services; and 
ensure an effective, efficient, and resilient immunization [11].  
The present work is organized as follows: The background to 
the study is presented in Section II and a description of the 
developed system is provided in Section III. Sections IV and V 
provide the methodology and system requirements 
respectively. Sections VI, VII, and VIII present the results, 
discussions, and conclusions respectively. 
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Fig. 1. Child Death due to Vaccine-preventable Disease [12]. 

II. BACKGROUND 

According to Seymour et al. [13], the current immunization 
management system used for collecting and reporting 
immunization data in Tanzania is an internet-based platform. 
However, it is not yet fully achieved in Tanzania because the 
number of internet users is less compared to the total 
population. In January 2020, only 14.72 million people in 
Tanzania (25% of the population) had access to the internet out 
of a total population of 59,734,218 people [14]. Also reported 
by [15], another challenge is the rural-urban digital divide in 
developing countries which leads to poor performance of 
internet-based systems. Various techniques used to collect 
immunization data such as Electronic Immunization Register 
(EIR) and the vaccine immunization management system 
(VIMS) perform critical routine immunization service delivery 
by providing better collection, quality, and use of data [13] The 
EIR, for instance, aims to improve immunization programs 
through better information management systems [16]. 
However, it is necessary to stimulate data collection, quality, 
and use [17]. 

The Tanzania immunization management registry (TiMR) 
which is integrated with a digital supply chain named the 
electronic immunization registry and logistics management 
information system (EIR-eLMIS) is used for stock notifications 
and supply of vaccines into various regions [18]. A model 
tested to check the impacts of EIR-eLMIS in 2017 provided an 
estimation of the declining stock-out rates in health facilities. 
Despite the adoption of eLMIS in health facilities, there still 
exist barriers such as poor internet connections, lack of 
electrical power, and digital illiteracy [18]. A second platform 
that is used to collect immunization data from the district level 
to the national level in Tanzania is VIMS which combines the 
existing platforms into single data collection [19]. However, 
there are various discussions about the poor internet access in 

some areas which hinders the installation of VIMS in all health 
facilities [19]. The introduction of EIR in Zambia and Tanzania 
has enhanced regular reporting of vaccine stocks-out rates or 
declines in health facilities and shown that the EIR be built-in 
system for easy and routine monitoring [20]. 

The present work focuses on a real-time collection of 
immunization data using the Unstructured Supplementary 
Service Data (USSD) technology as an offline network access 
media because the use of the online-based systems in Tanzania 
is not yet fully achieved due to barriers like poor internet 
connections, shortage of electricity and digital illiteracy [18]. 
The USSD technology is a less-costly asset with better 
collection and aggregation of data [21], support resource-
limited areas [22] as has been used for home-based health 
workers in South Africa [23], and health data reporting from 
lower levels to the national level in Uganda [22]. It can also be 
implemented with all kinds of users, including the illiterate and 
literate [24]. Other studies have used interactive voice response 
(IVR) and short message service (SMS) for data collection in 
information systems. However, the USSD shows more benefits 
such as providing a user interactive menu with its open-up 
design space compared to IVR and SMS [25] and is a more 
secured platform [26]. 

According to Vasuvedan et al. [27], there is slow-up 
immunization in sub-Saharan countries including Tanzania, 
where 72% of mothers reported delayed vaccination, especially 
in rural areas. Therefore, the USSD technology is proposed in 
the present study due to the following reasons: i) it works 
offline as well as online, ii) it works with less cost so can be 
implemented even in limited-resource setting areas, iii) it is a 
real-time data collection technique, iv) it can be used with 
digital illiteracy, and v) it has open up design space to receive 
more input from clients [21], [25]. 
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III. DESCRIPTION OF THE DEVELOPED SYSTEM 

The system which has been developed by this study has 
four components namely: login module, services menu, stock 
notifications, and vaccines ordering module. Users of the 
proposed system include health workers, heads of departments 
from reproductive and child health (RCH), regional 
immunization officers, and the regional database administrator. 
The health workers can access the system by dialing the given 
USSD code. The network operator submits the query to the 
USSD gateway which has been embedded with a mobile-based 

vaccine registry. Health workers and heads of departments will 
receive the immunization register for data submission as well 
as stock details. The regional immunization officer will view 
data submitted from various health facilities in his/her region 
and generate a report on the utilization of vaccines and their 
demand in a particular region. The regional database 
administrator will be responsible for developing and 
maintaining the computerized database for his/her region. The 
conceptual framework of the proposed system is shown in 
Fig. 2. 

 

Fig. 2. The Conceptual Framework: Source: Authors. 

IV. METHODOLOGY 

A. Sampling 

The study was conducted at 17 health facilities in 
Mpwapwa district Dodoma and 8 hospitals in Arusha town. A 
sample of 75 respondents was selected based on the sampling 
procedure given in sub-section B. The sample included 25 
health officers (one per health facility) from the RCH 
department for the selected health facilities in Dodoma and 
Arusha region and 50 women (pregnant women and mothers) 
from various areas in Tanzania. The selection of the health 
facilities was based on accessibility to data, time to conduct 
research, and budget. 

B. Sampling Procedure 

Random sampling techniques were used to select the subset 
of health facilities while incorporating the time factor [28]. 
Snowballing sampling methods were used to select pregnant 
women and mothers because their total population is not easily 
accessible [29]. According to Parker et al. [30],  snowballing is 
also a networking technique whereby one participant can help 
to identify another participant. 

C. Data Collection 

Based on the nature of the study, in-depth interviews and 
questionnaires were used as data collection tools. Individual in-
depth interviews are used in most healthcare research because 
they provide a wide room to answer research questions [31]. 
Well-prepared questionnaires were also used to collect primary 
data from the health workers and pregnant women. The health 
workers were asked about the platform they used for collecting 
immunization data as well as stock management. However, the 
mothers were asked about their vaccination awareness and 
availability of vaccination services in the maternal clinic. 

D. Data Analysis 

The study used the R tool for the statistical computation of 
the collected data to get them cleaned, analyzed, and presented 
as shown in Tables III, IV, V, VI, and VII. 

V. SYSTEM REQUIREMENTS 

A. Functional and Non-Functional Requirments 

The functional and non-functional system requirements are 
shown in Tables I and II, respectively. 
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TABLE I. FUNCTIONAL REQUIREMENTS 

Requirements Description 

System should 

authenticate users 

The system will allow only authorized users to log-in 

with their credential details such as password and 

facility number. Password categorize them into their 
roles whereby the health worker’s password will be 

different from the head of department. After login 

they will interact with the system to view and submit 
vaccines details, they will not be able to edit any 

detail 

System should record 

immunization details 

and submit to the 
regional 

immunization office 

When the client attends the clinic, the health worker 

will issue the vaccines to him/her and after that should 
record it to the system 

System should allow 

the health worker to 

view the card history 

Every client will have a card number which he/she 

will get after registering in the clinic. Using the card 

number, the system should retrieve all vaccines she/he 

receive before. So that the health worker will be able 
to know the next required vaccine to issue to the 

patient 

display the available 

stock 

when the health worker issue the vaccines to the 

patient, the system should be able to deduct the 

number of vaccines in facility stock and when they 
require to view the available stock, they have to get 

exactly the remaining amount 

Do ordering of 

vaccines 

The system should allow only the head of RCH 

department to do ordering of vaccines based on 

his/her needs. This role will be available only to the 
head of department after log-ins, because he/she has 

the approval of ordering vaccines 

To check nearby 

facility which has the 
available stock of 

vaccine 

The system should be able to display the nearby 

facility which has the available stock so that can direct 

the patient to go and get the vaccines. Instead of 

asking them to come next time. This will help to 
reduce the number of partially-immunized patients 

TABLE II. NON-FUNCTIONAL REQUIREMENTS 

Requirements  Description 

Availability 
The system will be available both online and offline 

depending on the resources  

Maintainability  

The system shall be able to integrate with other 

external platforms such as VIMS, TiMR, EIR-eLMIS 

To support immunization program 

Security  

The system will ensure the authentication of users 

with their password as well as facility number also 
will ensure authorization, confidentiality, and integrity 

Performance 
The data submission with responses will be instant 

because the USSD working with session ID 

B. Hardware and Software Requirements to Run System 

There are three users of the system, namely, health 
workers, heads of RCH departments, and regional 
immunization officers. While the health workers and the heads 
of departments require any kind of mobile phone, the regional 
immunization officer requires a computer with the following 
minimum specification; operating system windows 8, RAM 4 
GB, Processor intel icore 5 @ 2.20GHz, Hard disk 500 GB, 
and internet access. 

VI. RESULTS 

A. Data Collected for Requirements Gathering 

The data were analyzed using the R tool. As shown in 
Table III, more health facilities have poor internet access and 
there is a lot of manual work in maternal clinics, such as the 
recording of data in registers (Table IV) and counting of 
remaining vaccines to get the stock detail (Table V). 

Due to limited-resource settings in health facilities, most 
immunization data is recorded in paper-based registers. 

TABLE III. INTERNET ACCESS IN HEALTH FACILITIES 

 

Region(s)  

Arusha 

(n, %) 

Dodoma 

(n, %) 
Chi-squared test 

If your answer is Yes 

there is a need for having 

a system that 

incorporates instant 

vaccination information, 
which method should be 

used? 

  
X2 = 6.618, df = 1, p = 

0.0101 

With internet 0 (0.0) 9 (100.0)  

Without internet 8 (50.0) 8 (50.0)  

TABLE IV. DATA RECORDING 

 

Region(s)  

Arusha 

(n, %) 

Dodoma 

(n, %) 
Chi-squared test 

After issuing vaccines to 

patients, what is done 

next for the recording 

information 

  
X2 = 16.69, df = 2, p = 

0.00024 

information is entered 

into the system instantly 
7 (87.5) 1 (12.5)  

the information is copied 

to the paper and later 

entered into the system 
0 (0.0) 2 (100.)  

the information is only 

recorded on paper 
1 (6.7) 14 (939.3)  

TABLE V. COUNTING STOCK 

 

Region(s)  

Arusha 

(n, %) 

Dodoma 

(n, %) 
Chi-squared test 

As a health worker, how 

do you know the number 

of remaining vaccines in 

stock? 

  
X2 = 3.4064, df = 1, p = 

0.06494 

Counting 6 (27.3) 16 (72.7)  

Information systems 3 (75.0) 1 (25.0)  
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B. User Requirements 

Since health workers face limited resources such as poor 
internet, electricity, and digital literacy, they recommended a 
data collection platform that can work both online and offline 
(Table VI) and feature phones rather than smartphones for data 
collection (Table VII). 

TABLE VI. SUGGESTED PLATFORMS 

 

Region(s)  

Arusha 

(n, %) 

Dodoma 

(n, %) 
Chi-squared test 

If your answer is Yes 

there is a need for having 

a system that 

incorporates instant 
vaccination information, 

which method should be 

used? 

  
X2 = 6.618, df = 1, p = 

0.0101 

With internet 0 (0.00) 9 (100.0)  

Without internet 8 (50.0) 8 (50.0)  

TABLE VII. TYPES OF MOBILE PHONES TO BE USED 

 

Region(s)  

Arusha 

(n, %) 

Dodoma 

(n, %) 
Chi-squared test 

If your answer is Yes for 

the health worker to use 
mobile phones, what type 

of mobile phones should 

be used? 

  
X2 = 9.2437, df = 1, 

p = 0.0024 

Feature phones 8 (578.1) 6 (42.9)  

Smart phones 0 (0.0) 11 (100.0)  

C. Developed System 

1) User interface: The system will give the user interface 

for health workers to access it by dialing a USSD code, but 

this will only be used by the RCH unit for the submission of 

immunization data. The health worker will be given a unique 

code for accessing the immunization registry (Fig. 3) and will 

log in using their facility number and password for the system 

to record the immunization details to a particular facility. 

The health worker has to select the kind of service to be 
offered to a patient (Fig. 4A), for example, if the health worker 
is to issue a vaccine to a mother, she/he will select option 1 so 
the vaccines menu to be displayed (Fig. 4B). Similarly, if 
option 2 is selected, the period of children’s vaccines will be 
displayed as shown in Fig. 4C. After those services, the data 
has to be submitted to the regional immunization office as 
shown in Fig. 4D. 

 

Fig. 3. Dialing USSD Code to Receive the Vaccine Registry. 

 
(a)    (b) 

 
(c)    (d) 

Fig. 4. A Representation of the user Interface that will be used to Submit 

Immunization Data. (a): List of Services Available in the Registry, (b): List of 
Vaccines Issued to Mothers, (c): Periods of Vaccines to Children, (d): Data 

Submission. 

2) Backend interface: The system dashboard will be used 

by the regional immunization officers to view real-time 

immunization data submitted by various health facilities. The 

data will be used to measure performance as well as vaccines 

utilization as shown in Fig. 5 to generate reports. 
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Fig. 5. System Dashboard. 

VII. DISCUSSION 

The EIR-eLMIS digital supply chain is used for stock 
notifications, the supply chain of vaccines into various regions 
[17]. Some researchers have tested various models to check the 
impact of EIR-eLMIS in Tanzania, and the findings show that 
the overall stock-out rate may be reduced from 7.1 to 2.1% 
monthly through the system compared to the excel-based 
system of recording health data [17]. Therefore, the use of an 
electronic immunization registry in the vaccine supply chain 
plays a major role in the availability of vaccines. However, the 
adoption of eLMIS in health facilities still faces some barriers 
such as poor internet connection, lack of electrical power, and 
digital literacy [17]. 

After system development and validation, the proposed 
system showed huge potential of having a platform that is 
suitable for the exchange of health information for both good 
and limited internet connectivity [32] by using a non-internet-
based system to improve the routine reporting of health data 
[22]. However, Garner et al. [33] advance the need for 
affordable mobile phones for the achievements of mHealth in 
resource-limited areas since the use of smartphones remains 
limited. The USSD technology ejects the use of SMS in quick 
information exchanging service because  USSD is almost 
seven times faster than SMS and cost-effective [34]. There is a 
need for real-time tracking of health data which is why we 
opted for the USSD [35]. 

VIII. CONCLUSION 

In this study, a system was developed to enhance 
Tanzania’s Ministry of Health and other immunization partners 
to receive real and accurate data instantly from health facilities 
from both rural and urban areas, showing the utilization of 
vaccines in maternal health so that the relevant authority can 
allocate vaccines based on demand. The use of the USSD 
platform will enable the remote health facilities which having 
poor internet access and electricity to submit immunization 
data instantly to the responsible authority and reduce the use of 
registers. The developed system may be used by the decision-
makers of immunization programs. 
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Abstract—In this century, attention has grown to 

recommendation systems (RS), especially in e-learning, to solve 

the problem of overloading information in e-learning systems. E-

learning providers also play a major role in helping learners to 

find appropriate courses that fit their learning plan using 

Desire2Learn at Majmaah University. Although 

recommendation systems generally have a clear advantage in 

solving problems related to overloading information in various 

areas of e-business and making accurate recommendations, e-

learning recommendation systems still have problems with 

overloading information about the characteristics of the learning 

recipient Such as the appropriate education style, the level of 

skills provided and the student's level of education. In this paper, 

we suggest that a recommendation technique combining 

collaborative filtering and ontology be introduced to recommend 

courses for learning recipients through Desire2Learn. Ontology 

involves the integration of the characteristics of the learning 

recipient into the recommendation process as well as the 

classifications, while the liquidation process cooperates in the 

predictions and generates recommendations for e-learning. In 

addition, ontological knowledge is employed by the educational 

RS in the early stages if no assessments can be made to mitigate 

the cold start problem. The results of this study show that the 

proposed recommendation technique is distinguished and 

superior to the cooperative liquidation in terms of specialization 

and accuracy of the recommendation. 

Keywords—Collaborative filtering; Desire2Learn; ontology; 

recommender system (RS); personalized Desire2Learn; PDRS 

I. INTRODUCTION 

Recommendation systems - enables users and experienced 
people to benefit from other experts with the same 
specialization and exchange notes, knowledge, and cooperation 
among them [9]. Recommendation systems were used to 
support users ’decisions about their choice of information that 
they benefit from and who face multiple options and do not 
have the most appropriate option for them. The 
recommendation system was the solution in helping them to 
make the most appropriate decision from the available options 
[1]. 

In the late twentieth century, the technique of 
recommendation developed widely on the methods of book 
recommendation systems such as Amazon.Com and the 
Coursera recommendation system to address the issues faced 
by the company when overloading the information [2]. E-
learning is also facing the same problems in downloading the 

information within Desire2Learn provider systems to solve this 
problem through the automatic RS for appropriate courses for 
learners based on the learner's preference for the courses he/she 
enrolls in the semester and his or her academic record [10]. The 
RS is important to supporting learners through Desire2Learn 
providing customized recommendations for student courses 
and thus achieving the high potential for advanced 
customization [3]. 

The specialists in the field of RS are to make 
recommendations with multiple techniques, but provided that it 
is with the same area and related to the liquidation of 
information other than information about the subject matter 
[11]. Some researchers also said that special recommendation 
techniques such as collaborative filtration and duration on 
content could be more effective in some (traditional) cases 
because they rely on user entities and elements and do not take 
into account other user information to make additional 
recommendations [4]. 

In the Desire2Learn scenario, recipients of education have 
qualitative characteristics such as the nature of knowledge, the 
level of educational attainment, and the level of academic 
advising that affect the recipients of education [12]. Therefore, 
the traditional recommendation system that combines 
collaborative filtration and filtering on content cannot provide 
accurate recommendations to recipients of knowledge because 
it is not connected with the characteristics of recipients of 
further education. To provide excellence in specialization and 
accuracy in Desire2Learn proposals, the Recommendation 
system should contain the attributes of the recipient [5]. 

In this paper, we recommend the Desire2Learn 
recommendation technique to recommend Desire2Learn 
learning courses by combining collaborative filtering and 
methodology, with the primary objective being to improve the 
specialization and accuracy of recommendations. 
Anthropology is used to integrate the characteristics of the 
learner such as the nature of culture, the level of educational 
attainment, and the level of academic advising that affect the 
recipients of knowledge. 

The rest of has been structured as follows: In Section II, we 
present the Literature survey, Related Work, RS techniques. 
Section III offers a framework of PDRS, Section IV discusses 
the Drsire2Learning RS method based on Ontology-CF. 
Section V Discussion and Result; and Section VI presents the 
conclusion and future work. 
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II. LITERATURE SURVEY 

A. Previous Related Studies 

Most recent studies have focused on recommendation 
systems by combining recommendation techniques as a way to 
develop effective, high-impact recommendations. This 
combination of techniques requires combining at least two 
techniques to develop performance more effectively. For 
instance, John et al. 2017, proposed the technique of 
recommendation, which proposes combining the cooperative 
liquidation and the ontology to recommend courses and various 
training courses through the Internet. To integrate the 
characteristics of learning recipients in the recommendation 
process with classifications with phytology, on the other hand, 
the filtering feature cooperates in classifying the exact 
assessment process and generating recommendations. The 
study showed that the accurate evaluation proposed 
recommendation progresses in the performance of the 
cooperative liquidation directly in terms of the allocation and 
process of evaluation accuracy of the recommendation [6]. Wei 
et al. describe an approach for technical recommendation 
containing CF and deep education to alleviate the cold startup 
problem of renewable elements. The study showed that the 
technique of the recommendation significantly improved 
performance and alleviate the problem of cold start [7[. Da 
Silva et al. used technology to develop that incorporates CF-
based recommendation techniques and their integration with 
genetic algorithms. The results of the study indicate that 
performance has improved [15]. Saman et al. 2010, describes 
an approach for an electronic recommendation, whereby the 
system helps the recipient of the education the ability to 
research and choose the appropriate educational courses in 
their field of specialization. This web-based system includes 
presence language and Web (OWL), which is used to filter the 
language base as a recommendation method. The modules of 
the subsystem have an observer, a metafile, education, caches 
recommendations, and user interface [9]. Ting et al. propose a 
recommendation technique based on weblog exploration and a 
two-slide diagram, the conclusion of the study the combination 
of weblog and graph increases performance and improves 
recommendation results [14]. Yu 2008 presented 
Recommendations in Ontology to Promote CF's Social 
Building Recommendation, the results of the study showed that 
CF-based community-based recommendation techniques offer 
better performance than the conventional method [17]. Leyla 
2010, presents a system based on a multi-model methodology 
to infer the educational content of the D2L base in universities. 
This multi-model acts as a model based on content and another 
model based on the recipient of knowledge. The oncology 
model is also used to represent courses through the hierarchy 
of definitions and sub conceptions. This combination of the 
learning recipient's epistemology and subgroup and the 
database used for mixed recommendations provides each of the 
rearrangements of files retrieved at different weights [13]. 

Qwaider 2017, The study presented an application on the 
D2L portal based on the database of the admission and 
registration system at Majmaah University, where EPERS can 
help students choose the courses in line with their educational 
level and the previous requirements for studying the course 
they wish to study, in this framework the developed D2L rules 

related to Registering students with the courses they want to 
study that meet their needs [2]. This paper discusses the 
recommendation technique the necessity of Personalized 
Desire2Learn materials RS Based on CF algorithm and 
Ontology. Furthermore, there are many several problems for 
new items forecast with collaborative filtering algorithm and 
Ontology (CFO) recommendation technique based on issues. 
Compared with the filtering and ontology (Ontology-CF) and 
(algorithm-CF). 

B. Recommendation Systems Techniques 

 Recommendation systems - enables users and experienced 
people to benefit from other experts with the same 
specialization and exchange notes [6], knowledge and 
cooperation among them, and it can be determined as any 
system that produces individual recommendations as a product 
that has an impact on directing the user in a way that is 
dedicated to the things of interest or useful purposes in the 
areas available options. Recommender systems were developed 
to support Internet users in the decision-making process by 
selecting information that would be useful to them when faced 
with situations where they did not have sufficient experience in 
the available alternatives. Collaborative filtering (F) does not 
rely on satisfaction analysis by the computer [15]. 

There are many algorithms used to measure the similarities 
of users' tastes in the proposed systems, including k-nearest 
neighbor k-NN and Pearson Correlation, It assumes that users 
will be similar in their choices as before and with the same 
amount of love for the same things. There are three major 
problems faced by the collaborative filtering system: cold start, 
expansion, scattering in the early stages [7]. 

In the content-based (CB) approach, Content-based filtering 
is the filtering method based on the content that describes the 
product and the user's preferences. Use keywords to describe 
this product and build a user account to identify the type of 
product they like [14]. In the knowledge-based (KB) technique, 
and recommends elements based on the comparison of the 
satisfaction of the features and the profile of the user's needs 
and preferences. In the Desire2Learn context. The satisfaction 
of each component is a set of learning materials constructed by 
analyzing the satisfaction of the elements that the user may see 
applied in the recommendation process [8]. 

Knowledge management is scientifically based because 
knowledge is categorized and based on predefined Ontology-
based recommenders theory in structures or semi-data bases 
and KB recommender systems bases for use in so-called expert 
systems, knowledge-based systems, databases, case-building 
systems, etc. Where the computer uses the rules of reference to 
answer the questions of the investor, which reduces the 
problem of cold start, expansion, and scattering. In contrast, a 
hybrid recommender system approach combines collaborative 
filtration with content duration and can be more effective in 
some cases [9]. 

III. OUR RECOMMENDATION APPROACH FOR DESRS 

Fig. 1 shows outlines of the general recommendation of e-
learning (DESRS). The model contains the following main 
components: Student Profile, Learning Object Ontology, 
Student Database Preprocessing, Recommendation incentive, 
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(DKM), (LMT), Portal D2L. The flowing explain 
recommendation model works: 

1) Student profile: The student's file contains all the 

information about the student. This information is obtained 

from the student, placed in his/her data, and stored. The 

student file includes the following information (student's 

name, gender, nationality, age, educational level, and 

cumulative average). The collaborative filtering 

recommendation engine has been done to take advantage of 

this information on student Ontology to make the expected 

recommendations [16]. 

2) Learning object ontology: Once the student has 

accepted the course, the next stage, learning resource ontology 

containing the name of the classes and the information about 

the educational material, has stored. The class that the student 

wishes to register for is the content format, such as text, 

image, etc. 

3) Student database preprocessing: Database from both 

the student and learning object ontology and processed in a 

positive format for the recommendation incentive. The 

student's primary data processing component and the learning 

Ontology component. 

4) Recommendation incentive: After data processing is 

completed, the drive calculates predictions of the target 

learner's assessment based on ontology. Finally, the 

Recommendation incentive creates customized 

recommendations for the target learner through D2L [14]. 

5) Domain knowledge management (DKM): The teacher 

can provide the scientific material through the content icon 

and upload the classes online through the establishment of 

LMT. 

6) Learning Material Tree (LMT): In the curriculum tree, 

the name of the course or code where the tree of the 

curriculum is split into chapters and each chapter is split into 

study units and then sub-presented in different ways on the 

Internet such as PPT. 

7) Portal D2L: The University uses the D2L program in 

the e-learning department where the teacher uploads the 

scientific material or training course on the D2L system and 

also contains the duties and tests, attendance system, absence, 

forums, meetings, virtual classes, and more. 

 

Fig. 1. Ontology-based Recommendation Desire2Learn Model. 

The greater the similarity in the matrix the more similar the 
learning objects (the nearest neighbors). the learning objects 
are, Prediction based on mathematical models is computed 
using the k most similar LO (k nearest neighbors) who 
characterized by the most similar LO I, Using the most similar 
learning objects in the classification and evaluation process, the 
following mathematical formula was used: 

   (   )  
∑(         )  (         )

√∑(         )
 

 √∑(         )
 
             (1) 

where      is the rating given to learning object   by learner 
 , ṝι is the mean rating of all the ratings provided by   based on 
ontology knowledge. 

     
∑  (   (   )      (    )

∑  (    (   )  )    
             (2) 

A. Recommendation Algorithm 

For Fothehe conceptual recommendations (top     ) for the 
determined learner based on the ontology and the forecast 
estimate (2), we use an algorithm (Algorithm 1). 

Algorithm 1: Recommendations D2L (          ) 

Input 

learning objects of D2L 

LO = *               + 

Ontology 

O = *          + 

Output 

Foresee ratings and top N recommendations D2L 

Procedure: Generate_ Desire2Learn _Path 

Method 

1: for each, I   LO, o   O, do 

2: Compute ontological likeness Sim (      ) using (1)  

end  

3: Compute foresee ratings      using (2) 

4: Generate learning top N recommendation for target         ɭt. 

IV. APPLICATIONS AND EVALUATION 

 The study was conducted at the Majmaah University, MU-
CSHSG. Table I presents a course entitled "Management 
Information Systems" (MIS), which is offered to non-
specialized students who come from many other colleges. The 
number of students participating in the registration of the 
course 84 students using the electronic learning system D2L to 
reach them during the process of education for the second 
semester of the academic year 2018/2019. The D2L system 
allows students to register for the MIS course from various 
relevant scientific disciplines. Students have evaluated 
concerning whether the course is a mandatory requirement or a 
choice from other academic departments. The recommended 
system to identify students who study the course as the masters 
of the subject and students other than the students of 
specialization according to the MIS curriculum according to 
the appearance of the personal student obtained through the 
similarity in classification and ontological knowledge. 

The algorithm based on ontology has been evaluated. The 
participating students were divided into the first group with the 
specialization and the second group that did not specialize in 
the course. 
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TABLE I. MU-CSHSG - MIS 

No. of students 

pertinent 

No. of students 

not pertinent 

Total 

students 

No. of 

ratings 

32 52 84 33,124 

A. Experimental Results 

 Two experiments have been used for the same students 
involved to extract algorithm performance evaluation. The first 
experiment is a set of CF and Ontology-CF. Experiment 
number two is algorithm-CF. Moreover, the results have been 
compared from the two operations. 

1) Accuracy experiments: The MAE has been used to 

assess the accuracy of the algorithm in the application of this 

experiment. Mean absolute error (MAE) can predict 

accurately used rates, error assessment, and actual and 

predicted deviations of the proposed algorithms. 

The results of the evaluation of the accuracy of the 
experiment showed that prediction in the Ontology-CF 
algorithm is more accurate than the conventional Algorithm-
CF results. Ontology-CF and algorithm-CF results are more 
relevant to the number of neighbors (84). Outcomes Ontology-
CF were generally superior to Algorithm-CF as illustrated in 
Fig. 2. 

    
 

  
 ∑ ӏ       

 
    ӏ             (3) 

2) Performance measure: Fig. 3 shows the comparison of 

algorithms based on Ontology-CF and the Algorithm-CF 

algorithm. The F1 scale has been used to compare 

measurement (4). 

   
                     

                 
             (4) 

 

Fig. 2. Accuracy using MAE Measure. 

 

Fig. 3. Performance F1 Measure. 

The F1 scale is accurate and recalls one value, which 
facilitates comparison and gives equal weight. As shown by the 
figure, Ontology-CF performance achieves the best 
performance in accuracy and recall from Algorithm-CF. 

V. DISCUSSION AND RESULT 

To evaluate the performance and accuracy of Ontology-CF 
compared to the same algorithm CF for the same students, the 
results of the experiment showed that the prediction of the 
Ontology-CF algorithm is more accurate than the traditional 
algorithm-CF results, Ontology- CF, and algorithm-CF are 
more accurate when the number of neighbors (84). Outcomes 
Ontology-CF are superior to algorithm-CF on their own. The 
reason for the superiority of Ontology-CF. One of the most 
critical advantages of Ontology-CF is generally the integration 
of student or learner characteristics, such as the nature of 
education, the level of educational attainment, and the level of 
academic advising that affect the recipients of training, the 
recommendation process using the knowledge of the field of 
ontology. Also, it helps to mitigate the problem of cold start 
through expansion, scattering the early stages of the 
Desire2Learn Recommender System in the deprivation of 
adequate valuation. 

Fig. 3 shows the comparison of algorithms based on 
Ontology-CF and the algorithm-CF algorithm. The F1 scale 
was used to compare measurement (4). The F1 range is 
accurate and reminds one value, which facilitates comparison 
and gives equal weight. As shown by the figure, Ontology-CF 
performance achieves the best performance in accuracy and 
recall from Algorithm-CF on its own. 

VI. CONCLUSION AND FUTURE WORK 

The Desire2Learn recommender system has played an 
essential role in solving the problems of downloading 
information that increases educational resources through the 
Desire2Learn system. It is also possible for recipients of 
education to find the required educational courses within 
multiple and broad areas. However, conventional education 
techniques such as CF and CB continue to challenge by 
recipients of knowledge in different disciplines such as the 
nature of education, the level of educational attainment, and the 
level of academic advising that affect the recipients of 
education. In this study, the researcher presented a 
recommendation technique combining cystic fibrosis and 
ontology to recommend the use of courses in different 
disciplines for learners through Desire2Learn taking into 
account the features of the recipients of education. In this 
technique, no presence is used to integrate the characteristics of 
the learning recipient into the recommendation process. Results 
showed that the technology based on Ontology-CF 
outperformed the traditional performance of the CF algorithm 
on its own regarding performance and accuracy of prediction in 
the recommendations system. Also, it helps to mitigate the 
problem of cold start through expansion, scattering the early 
stages of the Desire2Learn Recommender System in the 
deprivation of adequate valuation. For future work, we will 
incorporate some courses and courses for the recipients of 
education. By establishing the science of existence using one 
of the programming languages such as the language Visual 
Basic (VB) and based on the database and ontology. Taking 
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into account the factor of time, location, and method of 
education. 
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Abstract—Refactoring activity is essential to maintain the 

quality of a software’s internal structure. It decays as the impact 

of software changes and evolution. Class decomposition is one of 

the refactoring processes in maintaining internal quality. Mostly, 

the refactoring process is done at the level of source code. 

Shifting from source code level to design level is necessary as a 

quick step to refactoring and close to the requirement. The 

design artifact has a higher abstraction level than the source code 

and has limited information. The challenge is to define new 

metrics needed in class decomposition using the design artifact's 

information. Syntactic and semantic information from the design 

artifact provides valuable data for the decomposition process. 

Class decomposition can be done at the level of design artifact 

(class diagram) using syntactic and semantic information. The 

dynamic threshold-based Hierarchical Agglomerative Clustering 

produces a more specific cluster that is considered to produce a 

single responsibility class. 

Keywords—Refactoring; design level refactoring; software 

refactoring; hierarchical clustering; class decomposition 

I. INTRODUCTION 

Refactoring alters software's internal structure without 
changing the external behavior [1]. The primary purpose of the 
refactoring process is to preserve the quality of internal 
structure as the impact of change implementation in the 
evolution cycle of software. The quality of software's internal 
structure may decay during evolution. Many research and tools 
exist to expose the mostly get the structural decay as an impact 
of the software evolution [2]. The reduced quality of software's 
internal structure impacts the next changes. Decreasing the 
internal structure also decreases the maintainability of software 
and increases the effort of the next changes [3], [4]. Therefore, 
refactoring is recommended to solve the structural decay and to 
avoid the high cost that the developer must pay during the 
software changes process. 

There are many options for refactoring the software artifact. 
Researchers already report and give guidance to refactoring 
based on the specific smells. One of the refactoring activities is 
the extract class. The class can be fat of functionality as an 
impact of the changes. The extract class decomposes the class 
due to class growth as changes happened during the evolution. 
According to the guidelines, the class must handle clear 
responsibility or function. Therefore, the extract class helps to 
maintain the class stay in clear functionality. Many research 
reports the methodology for class decomposition at the source 

code level [5]–[14]. Mostly was done by using the clustering of 
the class elements based on various points of view and done at 
the source code level. 

Hamdi et al. proposed the class decomposition 
methodology and named it Threshold-driven Class 
Decomposition based on the Agglomerative Hierarchical 
Clustering (AHC) algorithm [11]. The class decomposition 
uses several metrics that can only be easily calculated at the 
source code level. For example, direct and indirect call 
dependency, internal and external call dependency, and 
attribute sharing. The main result in the research of Hamdi is 
applying the threshold to HAC to determine the termination 
point in the process of decomposition. The result of Hamdi's 
algorithm sounds more promising in the case of termination 
state than the other approach. 

Now-a-days, researchers have changed the refactoring 
object and shifted it to the design level. Shift to the design is 
considered necessary due to the easiness of model 
transformation. Model as an object of transformation is like a 
bridge between software artifacts (act integrally). It is bridging 
between the requirement and the implementation artifact. The 
model refinement is close to the requirement and 
implementation artifact. It will have an impact on both sides. It 
can also be used for software evolution and implementation in 
code. Vertical and horizontal model transformations are both 
possible. Vertical transformations are used when the source 
and target models have different levels of abstraction. On the 
other side, a horizontal transformation occurs when the source 
and target models have the same abstraction. The source model 
transformation does not impact the target model's behavior 
[15]. 

The class diagram is one of the design or model artifacts. 
The class diagram is more abstract than the source code. 
According to the limited information, working with the higher 
model level has a big challenge. The lower level of abstraction 
of the model has more detailed information than the higher 
level of the model. The similarity metric was used to do 
decomposition using Hamdi's approach. The metric is 
calculated based on the information in the source code. Using 
Hamdi's metric is difficult if the experiment’s object is changed 
to the class diagram. The similarity value between elements is 
the mandatory requirement for clustering or decomposing 
using a hierarchical clustering algorithm. Shifting the 
experiment’s object to the class diagram gives the 
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consequences to define the new similarity metric based on the 
information from the class diagram. One outcome of this 
research is determining the new similarity metrics calculated 
using all of the data or information from the class diagram. The 
metrics have a function to measure the distance between 
elements. In the case of class, it is not only the methods but 
also the attributes. The similarity metrics are considered the 
class's syntactic and semantic information in the class diagram. 
Besides shifting the experiment’s object, the decomposition 
process only focused on the Blob class in the class diagram. 

The rest of the paper is organized as follows. Section 2 
summarizes the state of the arts of class decomposition 
approach. Section 3 describes the class usability and 
compactness of the class in the decomposition process. 
Sections 4 and 5 explain the proposed algorithm and the 
research scenarios. Section 6 describes the result and 
discussion. Then the last is the conclusion and future work in 
Section 7. 

II. RELATED WORK 

Several researchers are researching class decomposition as 
the refactoring activity. The class decomposition is used to 
maintain the class stay in the clear functionality. The 
development of research on class decomposition is as follows. 

A Two-Step Technique for Extract Class Refactoring by 
Bavota et al. told about the extract class's approach based on 
the responsibility [5]. The object study is source code. This 
experiment considers the structural and semantic information 
inner the class. Specifically, this uses the metrics to measure 
the structural and semantic similarity. The metrics are 
Structural Similarity between Methods (SSM), Call-based 
Interaction between Methods (CIM), and Conceptual Similarity 
between Methods (CSM). The chains extraction (The 
Transitive Closure), as the proposed approach, is obtained by 
computing the transitive closure of the method-by-method 
matrix. The value of the matrix is calculated based on the 
combination of three metrics. Then, the approach is used to 
extract the class using the threshold minCohesion and 
minLength. minCohesion is the similarity value between 
methods, and minLength is the minimum chain length in the 
graph. By using both thresholds, the class is split into several 
classes. 

The following paper from Bavota et al. discussed the 
identification of extract class refactoring opportunities using 
structural and semantic cohesion metrics [6]. In Bavota's 
refactoring process, the class partition process uses the 
MaxFlow-MinCut algorithm. Bavota implemented the 
algorithm as follows. In particular, let   be the class to be 
refactored and  ( )  *          +  be the set of its 
methods (including the constructor and static methods). The 
first main process in this approach is defining the graph 
showing the relationships between methods. The complete 
graph is defined as   . A set of weighted edges connects all 
the class's pairs of methods. The weight of each edge is 
represented by the value of the relatedness rate of a pair of 
methods. The weight of edges is computed by considering the 
Structural Similarity between Methods (SSM), Call-based 
Dependence between Methods (CDM), and Conceptual 
Similarity between Methods (CSM). Once the graph is 

computed (weighted), a MaxFlow-MinCut algorithm is used to 
obtain a partition of the original class. 

The next paper of Bavota et al. discussed the usefulness of 
using class structural and semantic information to extract class 
[7]. The structural and semantic are measured using SSM, 
CDM, and CSM. The final conclusion is that using a 
combination of structural and semantic information is worth 
doing extract class. This paper also said that the transitive 
closure approach is better than the MaxFlow-MinCut approach. 
Also, Bavota compares the transitive closure with the other 
approach, for example, Fokaefs et al., that uses a hierarchical 
clustering to extract class refactoring [10]. The transitive 
closure can split a Blob class into more than two classes, 
overcoming the MaxFlow-MinCut approach. And, it can 
automatically define the number of classes that should be 
extracted from a Blob class. 

Isong Bassey et al. talk about the metric-based refactoring 
opportunities identification (ROI) for object-oriented software 
systems [14]. They carried out a comprehensive analysis on 
sixteen (16) primary studies to identify the state of the practice 
in ROI. This paper is summarized all refactoring opportunities 
that already existed before 2016. They separated analysis into 
three groups: the structural, the semantic, and the structural and 
semantic. This paper focuses on the source of information that 
can be used to identify the refactoring opportunities using the 
matrices. This paper summarized several research experiments, 
such as Al Dallal for the structural approach, Bavota and Al 
Dallal for the structural and semantic approach already 
published in several papers. All papers use a metric-based 
analysis approach. The same review is also already done by Al 
Dallal [16]. 

Wang Ying et al. talk about automatic software refactoring 
using weighted clustering [12]. This paper focuses on class-
level refactoring. They consider the dependency relation 
between methods (as nodes) described as a network. Three 
matrices explain the relationships between methods, (i) 
attribute sharing (Sharing Attribute Weight/ SAW), (ii) method 
invocation (Method Invocation Weight/ MIW), and (iii) 
functional coupling (Functional Coupling Weight/ FCW). Not 
only the tree matrices but also Semantic Similarity Weight 
(SSW) is used to calculate the weight of the edge. The most 
beneficial cluster with the specific weight is chosen as the 
solution. The result is compared with the experiment conducted 
by Bavota and Fokaefs. Wang only compares the algorithm 
with Bavota and Fokaefs in terms of the effectiveness of 
clustering. Wang's approach can resolve cohesion and coupling 
problems without changing the code's external behavior. And, 
it can help to improve the understandability, flexibility, 
reusability, and maintainability of code. 

Mohammed Hamdi talks about the class decomposition 
method using the Hierarchical Agglomerative Clustering 
(HAC) [11]. The decomposition is iterative until classes have a 
single responsibility. The main problem is considering the 
difficulty of terminating the decomposition process. This paper 
defines the notion of threshold to determine the termination 
point in the decomposition process. This paper explains that 
class responsibility is identified using method similarity based 
on internal and external class relationships. There are six 
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matrices, Internal Attribute Sharing (IAS), Internal Direct Call 
dependency (IDC), Internal Indirect Call dependency (IIC), 
Internal Method Sharing (IMS), External Indirect Call 
dependency (EIC), and External Call Dependency (ECD). By 
using the weighted AHC, the result is considered better. This 
approach looked like solving the problems of limitation of a 
number of resulting classes and the termination state of the 
decomposition process. The research conducted by Hamdi is 
the latest research that raises the problems in previous research. 

III. SYNTACTIC AND SEMANTIC METRICS 

Shifting to the design artifact, especially the class diagram, 
brings out the new challenge of defining new metrics. The 
metrics are used to calculate the similarity score between the 
class's elements (attribute and method) used in the 
decomposition process. The metrics are calculated based on the 
information in the class diagram. There are two approaches to 
define the similarity rate between class elements: syntactic and 
semantic analysis. It means that the two approaches measure 
the similarity score using the similarity of syntax and meaning. 

The class diagram is one artifact that shows the relation of 
objects in the software system. It shows the inner structure of 
every class and the relation between them. When reading the 
class diagram, we got pure in the model level consisting of text 
and notation. It is not easy to collect information based on the 
image of the class diagram. However, by converting it into the 
XML file, all the information of the class diagram is easier to 
collect. [17], [18]. Extracting the information from the XML 
file uses the text-based extraction method. Therefore, syntactic 
and semantic analysis is appropriate to calculate the similarity 
metric from the XML class diagram. 

A. The Type References Similarity (Syntactic) 

Syntactic analysis means the analysis based on the actual 
syntax that lies on the class diagram. This approach is inspired 
by Al Dallal et al. [19] in their proposed cohesion metrics. In 
this approach, the class elements are considered a relationship 
if they have the same type. The type similarity is based on the 
type of attributes and methods (references variable or return 
value). The value will be 0 or 1. 0 means there is no relation, 
and one, there is a relation between method and attribute. 

    {
                
                

            (1) 

All the attribute and method data types are collected and 
then mapped into the relation matrix between them in every 
class. 

B. The Meaning Similarity (Semantic) of the Label 

Semantic analysis is the meaning analysis between attribute 
and method. This analysis considers the meaning of every label 
in the class (related to the class elements)—for example, the 
name of a method, attribute, and method's parameters. The 
label names are split into some words to make it easier to get 
the meaning. The semantic similarity is calculated based on the 
closest meaning between words with a value between 0 and 1. 
The higher value means the close of meaning. Semantic 
similarity can be calculated using the following formula. 

    
     |     |    (| (     )| | (     )|)

|  | |  |
           (2) 

Previously, the formula was used to calculate the semantic 
similarity between process names by Dijkman et al. [19]. From 
that formula,    and    are the word collections from every 
compared label. The words are extracted from the attributes or 
methods labels. The Dijkman’s formula is considered 
appropriate to use in the case of class element’s label. For an 
example of the splitting process, there is a label named 
"transcriptType." Then the "transcriptType" is split into 
"transcript" and "Type." Sometimes, the label of attributes or 
methods is written without using capital characters as a 
beginning of words. If not possible to split appropriately, then 
the splitting process is done by comparing the longest fragment 
of a word with the dictionary. If it exists in the dictionary, then 
it will be separated from the label.  (     ) or  (     ) is 
the number of words that have a synonym relationship between 
two labels. The synonymity of words is based on the 
calculation of relatedness by considering the depths of two 
words in the WordNet taxonomy (Wu-Palmer) [20]. A couple 
of words above 0.5 is considered a synonym.    and    are 
the weight that is defined for a similar word and the word that 
has semantic similarities (synonym). Dijkman defines the value 
of      and         [19]⁠. 

C. Elements Similarity Metric 

The element similarity metric is the combination of both 
syntactic and semantic metrics. The formula to calculate the 
similarity between method and attribute is described as 
follows.     and     are syntactic and semantic similarity 
scores respectively. Then,     and    are elements in the class. 
It can be the attributes or methods of the class. The whole 
formula for the element similarity metric is described as 
follows. 

   (     )  
       

 
              (3) 

This formula is used to define the similarity matrix that will 
be an input to the algorithm for decomposing the class. 

IV. THRESHOLD-BASED AGGLOMERATIVE HIERARCHICAL 

CLUSTERING ALGORITHM 

Threshold-based agglomerative hierarchical clustering is 
divided into static threshold and dynamic threshold hierarchical 
clustering. The difference between static and dynamic is the 
definition of the threshold. The static approach defines the 
threshold value at the beginning of the decomposition process. 
It is done only one time. The dynamic approach calculates the 
threshold in every cycle of the decomposition process. The 
threshold is adjusted based on the matrix changes in every step 
[11]. This research uses Hamdi's algorithm but is implemented 
at the design level. The similarity matrix considers syntactic 
and semantic aspects of the element's label. The decomposition 
is based on the similarity matrix composed using the formula 
(3) value. Later, the similarity matrix is used to compose the 
dissimilarity matrix to validate the decomposition result. Fig. 1. 
shows the dynamic threshold for threshold-based 
agglomerative hierarchical clustering. The static and dynamic 
threshold differences are located at the calculated threshold 
process. The calculation threshold is done once in the static 
approach and done in every process cycle in the dynamic 
approach. The process is run recursively and implemented in 
the prototype application. 
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Fig. 1. Dynamic Threshold-based Agglomerative Hierarchical Clustering 

[11]. 

V. RESEARCH SCENARIOS 

This chapter explains the scenarios of the experiment using 
new metrics from the class diagram and implements it using 
the threshold-based AHC by Hamdi. The scenario explains the 
dataset, tools, and validation process. 

This experiment focuses on shifting from the source code 
to the design level. The proposed metric is implemented using 
two cases. First is the same case as Hamdi's paper (Transcript 
class), then called case 1. The Transcript class is regenerated as 
a class diagram using the Visual Paradigm and converted into 
XML files. It has been modified at the data type of the 
parameters variable using the types often used for those 
variables. The class Transcript is described as Fig. 2. 

Second is the other case based on the smell dataset from the 
Landfill dataset [21]. Case 2 is the MDIApplication that is 
taken from the jHotDraw application. The MDIApplication is 
considered as Blob class based on the Landfill dataset. The 
MDIApplication is shown in the following Fig. 3. 

The threshold-based agglomerative hierarchical clustering 
algorithm proposed by Hamdi et al. is implemented into the 
prototype application. This application is considered important 
due to the time of the calculation process. Also, the prototype 
application is built for the accuracy of the calculation. It also 
implements the tree-based keyword search algorithm useful for 
information collected over the XML class diagram [17]. The 
calculation of similarity meaning between words (semantic) is 
using the WordNet library for Java to support the semantic 
score between labels using formula (2). 

The class diagram from the example cases (Fig. 2 and Fig. 
3) is converted into an XML file then extracted using the 
prototype application. Then, the prototype application will 
automatically generate the similarity matrix based on the 
formula (3). Table I shows the value of similarity between 
elements (attributes and methods) of the Transcript class. 
Before that, the labels of every element are named using the 
prefix "a" for attribute, and "m" is for a method then followed 
by a number as elements index. Finally, the decomposition 
process is done using the threshold-based AHC (both static and 
dynamic). And the result of the experiment will be compared 
with the result of class decomposition at the source code level. 
Table II shows Hamdi’s similarity matrix of the Transcript 
class. 

 

Fig. 2. Transcript Class. 

 

Fig. 3. MDIApplication Class from the jHotDraw. 

TABLE I. THE SIMILARITY MATRIX OF TRANSCRIPT CLASS (DESIGN 

LEVEL) 

  a1 a2 m1 m2 m3 m4 m5 m6 m7 

a1   0.59 0.15 0.23 0.65 0.28 0.16 0.28 0.93 

a2     0.15 0.09 0.58 0.19 0.05 0.14 0.65 

m1       0.92 0.63 0.73 0.73 0.92 0.75 

m2         0.71 0.78 1.00 1.00 0.88 

m3           0.65 0.59 0.71 0.79 

m4             0.71 0.83 0.80 

m5               1.00 0.73 

m6               
 

0.94 

m7                   

TABLE II. THE SIMILARITY MATRIX OF TRANSCRIPT CLASS (PREVIOUS 

APPROACH) [11] 

  m4 m5 m6 m7 m8 m9 m10 

m4   0.25 0.33 0.25 0.25 0.32 0.25 

m5     0.18 0.18 0.18 0.19 0.18 

m6       0.08 0.08 0.26 0.2 

m7        0.22 0.12 0.05 

m8         0.05 0.05 

m9          0.19 

m10               
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The validation uses two approaches. The first approach is 
by comparing the compactness rate using the Silhouettes index 
of cluster result. And the second approach is the conformance 
rate between the source code and the class diagram level’s 
result. The compactness rate of every cluster resulting from the 
decomposition process will calculate using the Silhouettes 
index. Silhouettes index is the method that can be used to 
validate the consistency data in the cluster [22]. Then, the deep 
analysis of the result according to the applicability of the class 
is also considered important. 

VI. RESULT AND DISCUSSION 

A. Result of Experiment 

The two metrics (    and    ) are used to calculate the 
similarity between class elements then the similarity matrix is 
composed for every case. Finally, the similarity matrix from 
the two cases is used for the decomposition process using the 
prototype application. Case 1 is the decomposition process 
using class Transcript at the design level. The result of 
decomposition is differentiated based on the approach (static 
and dynamic threshold). First, the static threshold 
decomposition result is shown in Table III. Then, the result of 
the dynamic decomposition is shown in Table IV. 

Table III shows the result of the decomposition process 
using the static threshold. It also shows the result of the 
Silhouettes index for every element inner the cluster. There are 
two clusters resulting from the static threshold decomposition 
process. The average of the Silhouettes index for all elements 
is 0.24. 

Table IV shows the result of decomposition using the 
dynamic threshold. It is shown that the number of clusters 
resulting from the decomposition process is four clusters. 
Every element in the clusters has the Silhouettes index score 
that expresses the validity of the position of current elements in 
the specific cluster. If the score is close to 1, it is considered in 
the better cluster. Otherwise, it is considered the worse cluster. 
The average of Silhouettes from all elements is 0.35 using the 
dynamic threshold decomposition process. 

Case 2 is taken from the jHotDraw application. The class 
MDIApplication will be decomposed due to the Blob 
indicators that are shown in the Landfill dataset.  Same with the 
first case, the second case also threatened using the same 
experiment. The result of the static threshold decomposition is 
described in the following Table V. 

There are two clusters resulting from the static threshold 
decomposition process. Every cluster represented the class 
after decomposition. Every element of the class has a 
Silhouettes index score representing the specific cluster's 
validity position. Many elements have negative of Silhouettes 
index. The average of Silhouettes for all elements is 0.08. 

The dynamic decomposition result using case number two 
is described in Table VI. There are 12 clusters, and every 
element of each cluster is calculated. There are also many 
negative Silhouettes scores. The average Silhouettes of all 
elements is 0.15. This is because many clusters only have one 
element. 

TABLE III. THE STATIC THRESHOLD DECOMPOSITION (CASE 1) 

Cluster Elements Silhouettes Index 

1    canGraduate -0.52  

 
   releaseTranscript -0.31  

 
   runAcademicServices -0.72  

 
   formTranscript -0.03  

 
   transcriptType 0.38  

 
   major 0.37  

2    isPassed 1.00  

 
   releaseFinalGrade 1.00  

 
   getFinalGrade 1.00  

Average Silhouettes 0.24  

TABLE IV. THE DYNAMIC DECOMPOSITION (CASE 1) 

Cluster Elements Silhouettes Index 

1    formTranscript -0.34  

 
   major -0.11  

2    canGraduate -0.18  

 
   runAcademicServices -0.48  

3    releaseTranscript 0.50  

 
   transcriptType 0.80  

4    isPassed 1.00  

 
   releaseFinalGrade 1.00  

 
   getFinalGrade 1.00  

Average Silhouettes 0.35  

TABLE V. THE STATIC DECOMPOSITION (CASE 2) 

Cluster Elements Silhouettes Index 

1    parentFrame -0.12  

     MDIApplication -0.03  

     desktopPane 0.01  

     Show -0.41  

     isSharingToolsAmongViews -0.01  

     Hide -0.39  

     serialVersionUID -0.03  

     scrollPane 0.03  

     Prefs 0.00  

2    createFileMenu 0.30  

     Init 0.01  

     getComponent 0.06  

     createViewActionMap 0.31  

     Configure 0.05  

     createModelActionMap 0.15  

     toolBarActions -0.01  

     createViewMenu 0.30  

     updateViewTitle 0.32  

     createHelpMenu 0.34  

     createWindowMenu 0.30  

     initLookAndFeel 0.11  

     wrapDesktopPane 0.04  

     createMenuBar 0.21  

     createEditMenu 0.32  

     Launch 0.05  

Average Silhouettes 0.08  
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TABLE VI. THE DYNAMIC DECOMPOSITION (CASE 2) 

Cluster Elements Silhouettes Index 

1    isSharingToolsAmongViews -0.12  

 
   Prefs -0.08  

2    scrollPane -0.27  

3    parentFrame 0.00  

 
   desktopPane 0.03  

4    MDIApplication 0.27  

 
   serialVersionUID 0.22  

5    Show -0.19  

 
   Hide -0.12  

6    getComponent -0.51  

7    Launch -0.62  

8    createFileMenu -0.84  

 
   Init -0.39  

 
   initLookAndFeel -0.49  

 
   createMenuBar -0.58  

9    updateViewTitle 0.28  

 
   Configure 0.08  

10    createViewMenu 0.78  

 
   createHelpMenu 0.89  

 
   createWindowMenu 0.75  

 
   createEditMenu 0.73  

11    wrapDesktopPane 0.95  

 
   toolBarActions 0.98  

12    createViewActionMap 1.00  

 
   createModelActionMap 1.00  

Average Silhouettes 0.15  

B. Compared with the Previous Approach 

The result of the experiment using new metrics (    and 
   ) at the design artifact shows different from the result of 
the previous approach. The previous approach uses six metrics 
at the source code level to calculate the similarity between 
class elements. The decomposition result using the previous 
approach will be assessed using the Silhouette index, then 
compared with the result of the current experiment. This 
comparison will focus on the Silhouette index value of 
decomposition using case 1. 

The calculation of the Silhouette index of previous is based 
on the dissimilarity matrix calculated from the similarity 
matrix. The Silhouette index comparison of the previous and 
proposed approaches using case 1 is shown in Table VII. Based 
on the result shown in Table VII, the average of Silhouette 
using the previous approach is shown little different from the 
current approach. In the previous approach, using the static 
threshold, the average of the Silhouette index is 0.05. The 
dynamic threshold approach produces the average Silhouette as 
-0.02. The current approach for static and dynamic are 0.24 and 
0.35, respectively. The experiment is used the prototype 
application to apply the decomposition using the previous 
approach's similarity matrix (Table II). 

The previous experiment uses the six metrics to calculate 
the similarity between the class's elements at the source code 
level. The current experiment is done at the design level using 

two metrics gathered from the class diagram. The comparison 
previous and proposed approach is to know how the 
conformance rate between each other. 

Tables VIII and IX show the clustering result using each 
approach (previous and proposed). Using different metrics and 
objects of study, the previous and proposed approach results in 
the same number of clusters but different elements. The 
conformance is calculated by dividing the number of 
conformed elements at both results by the number of all 
elements. For example, for the static threshold AHC, four 
elements conform at both sides of the result. m4 and m6 are 
located at the same cluster (also m5 and m8). The rest element, 
m7, m9, and m10, are considered not to conform. It is similar 
to the dynamic threshold AHC. Four elements conform at both 
sides (m10, m7, m9, and m6). The conformance rate for both 

results is 
 

 
       . The proposed experiment uses two 

metrics from the class diagram to do the class decomposition 
results 0.5714 conformance rate. 

C. Discussion 

Tables III, IV, V, and VI show the result of the experiment, 
not only the number of the cluster but also the Silhouettes 
index score for every element. The Silhouettes index shows the 
validity of every element placed in a specific cluster. A higher 
score is better for Silhouettes. 

TABLE VII. THE AVERAGE SILHOUETTE INDEX COMPARISON (CASE 1) 

  
Previous Approach Current Approach 

Static Dynamic Static Dynamic 

Case 1 0.05 -0.02 0.24 0.35 

TABLE VIII. THE AVERAGE SILHOUETTE INDEX OF STATIC THRESHOLD 

(CASE 1) 

Static Threshold 

Cluster Previous Cluster Proposed 

1    m5 1 m7 

 
   m7 

 
m10 

 
   m8 

 
m4 

 
   m10 

 
m6 

2    m4 2 m8 

 
   m6 

 
m9 

 
   m9 

 
m5 

TABLE IX. THE AVERAGE SILHOUETTE INDEX OF DYNAMIC THRESHOLD 

(CASE 1) 

Dynamic Threshold 

Cluster Previous Cluster Proposed 

1    m5 1 m6 

 
   m10 2 m7 

2    m7 
 

m4 

 
   m8 3 m10 

3    m9 4 m8 

4    m4 
 

m9 

 
   m6 

 
m5 
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The differences and the trend of the Silhouettes index 
between static and dynamic threshold AHC are interesting to 
discuss. Case 1 shows that the average of Silhouettes of static 
threshold is 0.25. And, the dynamic threshold has the average 
of Silhouettes is 0.35. In case 2 from jHotDraw, the static 
threshold shows that the average Silhouettes are 0.08 and 0.15 
for the dynamic threshold. The dynamic threshold AHC 
produces the higher Silhouettes index score from the two cases. 
The dynamic threshold AHC is better than the static threshold 
AHC for those two cases in the design phase. 

The comparison with the previous approach's average 
Silhouette shows a different trend. The previous approach 
shows that the static threshold AHC has a better value of the 
Silhouette index than a dynamic threshold. It is shown that the 
value of static and dynamic are 0.05 and -0.02, respectively. In 
this case, the value of the similarity matrix used in the 
experiment to decompose the class is taking an important 
position. The use of six metrics to calculate the similarity value 
and then decomposed using the static and dynamic threshold 
AHC is slightly lower than the use of two metrics (proposed 
experiment). The compactness of each cluster resulting from 
the decomposition process depends on the metrics used. Using 
two metrics, it shows the conformance rate of about 0.5714. It 
means that four elements conformed to each other (previous 
and proposed approach). With the 0.5714 conformance rate, 
the proposed approach’s result has a better average of 
Silhouettes. But, this result cannot be used to justify which one 
is better. The decomposition result's correctness might be able 
to be found by deep analysis at the implementation level after 
the decomposition is finished. 

The other angle of results shows that there are many 
elements with negative Silhouettes. It means that the elements 
are placed in the worse cluster. Silhouettes also show the 
density of every element in every cluster. The higher 
Silhouettes score shows the distance between elements inner 
the specific cluster is close to each other and far from the other 
cluster. High differentiation of distance between clusters is 
better for clustering results. 

The decomposition of class using static and dynamic 
threshold AHC leaves the existence of many elements with a 
negative score of the Silhouettes index problem. To overcome 
this problem is needed to move the element with negative 
Silhouettes to the other cluster by comparing the Silhouettes 
score before and after movement. The better Silhouettes score 
will be chosen to increase the validity of the cluster. 

The other point that is interesting to discuss is the result of 
clustering. The number of clusters between static and dynamic 
thresholds is always increased. The dynamic threshold 
produces more clusters than static. The static threshold 
produces less number of clusters, and the other side consists of 
a bigger element inner of every cluster and vice versa for the 
dynamic threshold AHC. Hamdi et al. said that the static 
threshold is suitable for fine-grained decomposition, and the 
dynamic is suitable for coarse-grained decomposition [11]. 
Based on the definition, the fine-grained will produce smaller 
objects. 

 

Fig. 4. Cluster Number Two. 

Fine-grained produces more objects than coarse-grained 
decomposition. But it differs from Hamdi's result in the class 
diagram and uses the two metrics (    and    ) for distance 
similarity calculation. In this experiment, using dynamic 
threshold AHC creates more clusters with smaller elements. 
And the static threshold produces a smaller number of clusters 
with a bigger number of elements in every cluster. It can 
happen because of the threshold. Different from the static, the 
dynamic threshold alters the threshold in every cycle of the 
decomposition process to find the separation limit. That is why 
the dynamic threshold has higher opportunities to create a new 
cluster in every decomposition cycle. 

In the class decomposition process, the main purpose is to 
decompose the class by distinguishing the functionality of the 
class. The dynamic threshold AHC can find the single 
functionality inner the decomposed class. Using syntactic and 
semantic metrics in the class diagram, the dynamic threshold 
AHC is more distinctive than the static threshold to do 
decomposition. The dynamic threshold that is calculated on 
every cycle process makes the decomposition done in fine-
grained size. 

The dynamic threshold AHC results in more clusters than 
static, but the number of elements in every cluster is smaller 
than the static threshold. Some clusters only consist of one 
element, for example, cluster number two resulting from 
dynamic threshold decomposition of case 2 (see Table VI). The 
element in cluster number two is only scrollPane, and it is an 
attribute. From the detailed class in Fig. 3, the scrollPane has a 
private modifier. This will be the next interesting problem to 
discuss. Cluster number two will be one class with only one 
attribute and is private. Fig. 4 shows how cluster number two is 
realized into the class. 

Class from cluster number two is doubtful to use. There is 
only one attribute, and it has a private modifier. The object 
from the class of cluster number two will be unable to access. 
The other word, the object will not collaborate with the other 
objects in the software system. The main purpose of object in 
the software system is to do sub-function to fulfill at least one 
of the software functionality. Ideally, the attribute is private to 
match the theory of information hiding. But, usually, at least 
there is one method that has a public modifier. The method has 
functioned as the object's boundary to access the data or 
process provided by the object. If there is no public method, 
then it will be an unuseful object. The movement process must 
solve this condition. For the class that only has private 
elements, the element must be moved to the other more valid 
cluster by comparing the validity or compactness rate of the 
element. 

VII. CONCLUSION AND FUTURE WORK 

The refactoring can be done by using the design artifact. 
This paper shows the new metrics from the class diagram to do 
the decomposition of class using the class diagram. The 
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metrics are     and     that measure using analysis of syntax 
and meaning. The metric uses the information gathered from 
the class diagram to calculate the similarity matrix. The 
decomposition process uses the algorithm from the previous 
approach but is implemented in the class diagram as a design-
level artifact. The decomposition result shows a few points of 
conclusion. 

The first conclusion is the differences between the previous 
and the current decomposition result. The current result of 
decomposition shows that the clusters resulting from the static 
and dynamic threshold AHC are more compact than the 
previous approach's result. It is validated using the Silhouette 
index to measure the compactness of the clusters. 

Both approaches produce the same number of clusters, 
whether using the static or dynamic threshold AHC. But, some 
of the elements are different between previous and proposed 
approaches. The conformance rate of both (previous and 
proposed) approaches is 0,5714, with the proposed approach 
result showing higher compactness. 

In the proposed experiment, there is a trend in the 
Silhouette index value of the proposed experiment's static and 
dynamic threshold result. The dynamic threshold is higher than 
static in the Silhouette value in both cases. Dynamic threshold 
AHC produces a more compact cluster than the static. The 
dynamic threshold AHC also produces more number of a 
cluster than the static threshold. On achieving single 
responsibility principles, the dynamic threshold AHC's result 
shows more specific than static because the result of the cluster 
consists of a lower number of elements but a higher Silhouette 
index as a measurement of compactness. 

The result shows the advantages that can be obtained and 
shows that there are still shortcomings. The decomposition 
result still shows the elements that have the negative Silhouette 
value. The negative Silhouette value shows that the distances 
of the current element are far from the other elements in the 
same cluster. The other word, the negative Silhouette elements 
are considered the worse place. The enhancement for the 
moving mechanism of the negative element is considered 
important. 

The result also shows that some clusters are considered 
unable to implement because the cluster may produce objects 
that cannot collaborate with others. The cluster that only has 
one element, specifically if the element has a private modifier, 
is considered a useless cluster. From this fact, it is considered 
important to include the modifier aspect to do the 
decomposition process. It is important to avoid the emergence 
of useless clusters. 
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Abstract—e-Governance is the system in which all the public 

services are made available in the online platform with the help 

of secured cyber architecture. Government along with the people 

have praised the ability of Information and communications 

technology (ICT) around the world in stimulating the various 

vital sectors of the economy. The advanced technologies have 

provided speed, inexpensive and convenient method of 

interaction and communication. In various developing and 

developed countries, these newly adopted technologies have 

shown direct positive impact on the country’s productivity, 

efficiency and thus leads to rapid development. This work 

represents a comparative study of various Multi-Criteria 

Decision Making (MCDM) techniques like Technology, Multi-

criteria Decision making, Ranking, Technique for Order of 

Preference by Similarity to Ideal Solution (TOPSIS), Weighted 

Sum Model (WSM) and Weighted Product Model (WPM) to find 

the ranking of various attributes responsible for better decision 

making for implementing successful e-Governance in developing 

country, India. 
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I. INTRODUCTION 

The word e-Government refers to a broad set of 
applications defined and created in order to solve various 
administrative issues, i.e Government services or government 
sector-related issues. The development in utilize of Information 
Technologies and Communication Technology (ICT) has 
extended to new domains starting from entertainment and 
information sharing, to medicine, education and science [14]. 
Most of the e-Governance services are web-based applications. 
This helps the citizens for better access to the various e-
Governance services [8]. e-Governance in India has advanced 
persistently beginning from digitization of government offices 
and departments to segregated sectors centered at adapting e-
Governance usages in different areas of the government at 
various levels i.e. national, district, state or local levels. These 
segregated sectors were unified into a single vision and 
strategy given by the National e-Governance Plan (NeGP) in 
2006 [3]. The NeGP takes a holistic scenario of e-Governance 

plans, strategy and activities within the nation, merging them 
into a cumulative and collective view for a common shared 
cause. Revolving around this digitization concept, a huge 
nation-wide infrastructure is evolving and made accessible to 
the people of the remotest of villages, and expansive scale 
digitization of records is been undertaken to have easy, secured 
and reliable access over the Internet services. e-Governance 
plays a major component of the country’s governance system 
and also is a vital part of the administrative reform agenda in 
developing country like India. The NeGP organization has the 
capability to accumulate large savings in costs by the method 
of sharing of core and support infrastructure, empowering 
interoperability through measures, and of presenting a seamless 
view of government to citizens. The ultimate objective is to 
allow transparent public services to citizens. 

In the course of time various strategies are planned and are 
implemented for designing better e-Governance for the 
citizens. But despite of so many proposals, some fail because 
of the improper implementation attributes. In order to make a 
project successful, it is required to study all the critical factors 
starting from governance, management to implementation and 
getting feedback on services responsible for making a 
successful project. 

Multi-criteria Decision making techniques (MCDM) are 
useful in cases where many factors stands validated for the 
success of one cause. The conflicting areas are analyzed 
effectively in this process of decision making. In a typical 
MCDM algorithm, weights are assigned to each criteria 
available for analysis, and basing on the weights, each criteria 
is analyzed with reference to some collected data or 
information. Basing on the algorithm, the criteria are ranked or 
weighted in order of their dependency for the success of a 
given solution. The method of structuring difficult problems 
properly and focusing on multiple attributes explicitly proceeds 
to more informed and good decisions. A number of approaches 
and techniques have been proposed and applied in different 
fields for better decision making considering various attributes 
of a problem [11, 12]. 

Therefore, in this paper various models of decision making 
are analysed in order to find the preference order of attribute 
ranking for making better decision for successful and proper 
implementation of e-Governance in India. 
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II. LITERATURE REVIEW 

There are various authors who have used the methods such 
as TOPSIS, WPM and WSM for ranking various attributes in 
order provide efficiency in the system. Some of the noted 
works of the authors are cited below. 

Mela et.al (2012) have selected various MCDM techniques 
like WSM, WPM, VIKOR, TOPSIS, PROMETHEE II for a 
comparative study for building design. They have tested 
against various criteria that are responsible for generating 
better designs [1]. 

Velasquez et.al (2013) have reviewed various MCDM 
techniques for better performance attributes. The authors have 
concluded that, MCDM techniques provides a whole new 
approach for better decision making for any problem which 
combines multi-criteria attributes for evaluation[2]. 

Mulliner et. al (2015) have compared the performance of 
methods like WPM, WSM, AHP, TOPSIS and COPRAS for 
assessment of sustainable housing affordability. The authors 
have evaluated 20 criteria and 10 alternatives taking Liverpool 
as a case study. The reason for using the MCDM techniques is 
to evaluate the robustness and contrasts in the result rankings 
[4]. 

Karande et.al (2016) compared the most popular six 
comprehensive MCDM methods such as WSM, WPM, 
MOORA, MULTIMOORA and WASPAS for industrial robot 
selection problems using two real time values. Local weights 
were under-taken and stability were maintained by designing 
proper interval ranges. MOORA have given robust and best 
values for the most critical criteria [5]. 

Kolios et.al (2016) have used the TOPSIS method from 
MCDM techniques in order to provide enrichment for 
accounting stochastic variable inputs. Along with TOPSIS, 
PROMETHEE is also used for predicting the optimum design 
alternative [6]. 

Ansar et.al (2018) have used various MCDM methods like 
WPM, WSM, AHP, TOPSIS, SMART on 10 alternatives and 
criteria in order to evaluate the success of information system 
selection. Among the MCDM techniques, TOPSIS resulted in 
better and sophisticated values for ranking the alternatives in 
their order for efficient information system selection [7]. 

Mondal et.al (2021) have implemented the MCDM 
techniques for evaluation of factors and attributes responsible 
for smart city governance. The author has used Agartala city 
for the case study. The work is focused the various applications 
under taken for Smart cities. Both qualitative and quantitative 
analysis has been implemented. After evaluation of the criteria 
and its attributes, the author concludes that it would take 5 
years of time for completion of project for making Agartala a 
smart city [9]. 

Chakraborty et.al (2021) have applied Decision making 
trial and evaluation laboratory (DEMATEL) method for their 
work. They have taken the case studies of 98 Indian smart 
cities for evaluation against 11 criteria. The proposed work also 
include k-means clustering algorithm for reduction of datasets. 
Finally, after the application of MCDM techniques, they have 
found out the results along with strengths and weakness 

relating to the progress of smart cities and measures for 
strengthening the lagging infrastructure for Smart cities [10]. 

III. METHODOLOGY 

Multi-Criteria Decision Making techniques are used by 
decision makers for evaluating the conflicting criteria present 
as alternatives for taking proper and wise decision regarding a 
problem statement. Solving a particular problem has various 
options [12]. It may be finding the best alternative of the given 
set of alternatives, or ranking the alternatives to find the most 
critical factor for a given problem domain, or finding the 
deviation of the alternatives from a given set of most accurate 
alternatives or may be outranking the relations among the 
alternatives or may be deciding the criteria weights for each 
alternatives such that the best optimal solution are found from 
the given set of alternatives. A MCDM technique not only 
finds the best alternatives, it also provides a set of weak criteria 
or non-critical alternatives so that filtration can be made among 
the alternatives and would be helpful for the decision makers to 
take the best solution for the problem statement. Techniques 
like Aggregated Indices Randomization Method (AIRM), 
Analytical hierarchy Process (AHP), Analytical Network 
Process (ANP) are used for finding the weighted criteria for 
each alternative for finding the best solution to the given 
problem. Best Worst Method (BWM) is another technique 
used for finding the worst possibilities so that worst factors can 
be eliminated and best decision can be taken by the experts for 
decision-making. Some methods like ELECTRE and 
PEOMETHEE are used for outranking the alternatives and 
finding the most critical factors for decision-making in various 
fields. Techniques like Weighted Sum Model (WSM) and 
Weighted product Model (WPM) are used for finding the 
weights on each criterion for helping in decision making 
procedure. PAPRIKA is a technique to find the pairwise 
ranking among all possible alternatives available to find 
optimum solution. Ranking techniques such as Superiority and 
inferiority ranking method (SIR Method) , Technique for the 
Order of Prioritization by Similarity to Ideal Solution 
(TOPSIS) and Evaluation based on Distance from Average 
Solution (EDAS) are used for finding the differences among 
the similarity indices, or superiority and inferiority of 
alternatives for helping decision makers as most alternatives 
gets filtrated and best alternatives are outshined. Many MCDM 
techniques are available and each technique has some unique 
features for various problems. Techniques are applied looking 
into the problem statement defined and the results as desired by 
the researchers. In this research some MCDM Techniques like 
WSM, WPM and TOPSIS are used on the same set of criteria 
for evaluation of success of e-Governance Services in Indian 
Government. The techniques are compared and best fit 
technique is taken into account for the evaluation process. 

A. Weighted Sum Model (WSM) 

The importance of this technique is to simple add weights 
to each alternatives in the criteria for better assessment results 
[16]. The weights are evaluated using the following equation: 

Ai
WSM- value

 = ∑wj aij for i= 1,2,3,…., n and j= 1 to n           (1) 

This technique is helpful for ranking of alternatives for 
better decision making. 
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B. Weighted Product Model 

The method is called dimensionless analysis as the 
mathematical components eliminate the units of measurement. 
It was first experimented by Bridgman and Miller and Starr in 
1922 [15]. The equation is stated as follows: 

P (AK) = ∏ (aKj)
w

j for K=1,2,3…m. and j=1,2,3….,n.           (2) 

This method can also be used for comparison between two 
alternatives as per the following equation: 

P(AK/ AL) = ∏ (aKj aLj)
w

j for K, L=1,2,3…m. and j=1,2,3….,n  (3) 

C. Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS) 

In the TOPSIS method, the objective is to choose the 
alternative by measuring the shortest geometric distance from 
the positive ideal solution (PIS) and the longest geometric 
distance from the negative ideal solution (NIS). The technique 
was developed by Ching-Lai Hwang and Yoon in 1981 [13]. In 
this technique of decision making, a set of alternatives are 
compared by identifying weights for each criterion, 
normalizing the scores for each criterion and finally calculating 
the distance from the most ideal alternative available. 

Steps for TOPSIS Method: 

1) Creating the evaluation matrix having n-criteria and m-

alternatives, with the intersection of each alternative to the 

given criteria denoted as xij of size (n x m). 

2) Next step is to normalize the matrix values to form a 

Normalized matrix (R). 

R= (rij )n x m by the method. 

rij = 
   

√∑    
  

   

 , i= 1,2,3,……,m ; j=1,2,3,…,n.           (4) 

3) Next step is to calculate the weighted normalized 

decision matrix. 

tij = rij x wj ; i=1,2,….,m and j= 1,2,…., n.           (5) 

wj = 
  

∑   
 
   

 , j=1,2,…., n so that ∑    
 
   = 1, and Wj is the 

original weight given to the indicator           (6) 

4) Finally, the worst alternative (Aw) and the best 

alternative (Ab) were determined. 

Aw = {[max (tij |i=1,2,3,….,m) | j ϵ J-]}, [min(tij |i=1,2,3,….,m) 

| j ϵ J+} ={twj| j=1,2,3,….,n)}            (7) 

Ab = {[min (tij |i=1,2,3,….,m) | j ϵ J-]}, [min(tij |i=1,2,3,….,m) | 

j ϵ J+} = { tbj| j=1,2,3,….,n)}            (8) 

J+ = {j=1,2,…,n|j}             (9) 

having positive impact value on the criteria and 

= {j=1,2,…,n|j}  (10) having positive impact value on the 

criteria. 

5) The distances between the chosen alternative i and the 

worst chosen alternative is calculated by 

diw= √∑ (       )
 

 

   
 i=1,2,3,…,m.         (11) 

the distance between the alternative i and best chosen 
condition is calculated by. 

dib= √∑ (       )
 

 

   
 i=1,2,3,…,m.          (12) 

Similarity to worst condition is calculated by: 

siw = diw / (diw + dib), 0<= siw <= 1; i-1,2,3,…,n        (13) 

siw =1 iff alternative is the best condition, 

siw =0 iff alternative is the worst condition. 

The alternatives are ranked according to siw (i=1,2,3….m). 

There are various criteria for evaluation of e-Governance 
projects at national, state, district and zonal level. The criteria 
are broadly classified as Governance, Management, Resources 
and Promotion. 

Each broad criteria is again categorized into various sub-
criteria such as follows: 

Governance is sub categorized into ministerial and 
parliament. Management is divided into Administrative and 
opportunities. Resources are grouped into technical and non-
technical and finally promotion is segregated as social media 
and advertisement. 

Each sub-criteria is again divided into various alternatives 
as described below: 

Ministerial covers policy maker, strategy planner, legal 
framework and stakeholders as its alternatives. Similarly, 
Parliament has political willingness, information sharing, scope 
and collaborations as its alternatives. Administrative 
encompasses administrative policies, administrative strategies, 
evaluation and financial budget as its alternatives for ranking 
of attributes. Opportunities has user friendly, design and 
navigation, leadership and economy as its alternative attributes. 
Technical criteria has ICT infrastructure, software 
development, security and privacy as its alternatives. Non-
technical covers support staff, awareness, disaster recovery and 
helpdesk as the alternatives. Social media has Facebook, 
twitter, WhatsApp and Google share as its alternatives. Lastly, 
advertisement covers television, print media hoardings and 
airshows as its alternatives. 

The division of criteria, sub-criteria and alternatives are 
designed in order to bring clarity in the valuation process and 
also it helps for better decision making as the attributes are 
collected take all- round aspects of e-Governance system in a 
developing country like India. 

Questionnaire and feedback mechanism were taken into 
consideration to put the numeric values against each attribute 
and criteria for ranking of the attributes for good governance 
system in India. 

Each criteria is evaluated in three different methods using 
TOPSIS, WPM and WSM. And ranking of attributes are made 
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depending on the importance of attributes for providing good 
governance system to the citizens through cyber space. 

IV. RESULTS AND COMPARISON 

Information and data were collected from various experts in 
the e-Governance sectors through questionnaire in various 
national, state and district level governance management 
systems. Along with this, feedback were also included that 
were collected from various existing e-Governance projects for 
making them successful at different levels of operation. 

The methods like WSM, WPM and TOPSIS were used to 
analyse the responses obtained from the questionnaire and the 
feedback system. The responses were in both numeric grading 
and linguistic order. All the linguistic values were converted 
into numeric ranking in terms of percentage values and were 
mapped against each attributes. Finally the methods of WSM, 
WPM and TOPSIS were applied and the ranking of attributes 
from most preferable to least preferable are ranked in terms of 
1, 2, 3 and 4. 

The results are compared for each attribute in the following 
tables: 

From Table I, it is noted that Strategy planner is given more 
priority as per TOPSIS method, WPM Method and WSM 
Method. 

TABLE I. RANKING OF ALTERNATIVES FOR MINISTERIAL SUB-CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Policy Maker 2 3 2 

2 Legal Framework 3 2 3 

3 Strategy Planner 1 1 1 

4 Stakeholders 4 4 4 

From Table II, scope has been given highest priority on 
analyzing in all the three methods. 

TABLE II. RANKING OF ALTERNATIVES FOR PARLIAMENT SUB-CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Political Willingness 4 2 4 

2 Information sharing 3 3 2 

3 Scope  1 1 1 

4 Collaborations 2 4 3 

The results in Table III, assigns highest priority to 
Evaluation in WPM and WSM method and Administrative 
policies in TOPSIS Method. 

TABLE III. RANKING OF ALTERNATIVES FOR ADMINISTRATIVE SUB-
CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Administrative policies 4 2 2 

2 Administrative policies 2 3 1 

3 Evaluation 1 1 3 

4 Financial Budget 3 4 4 

TABLE IV. RANKING OF ALTERNATIVES FOR OPPORTUNITIES SUB-
CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 User friendly 4 2 2 

2 Leadership 2 3 1 

3 Design and Navigation 1 1 3 

4 Economy 3 4 4 

From the Table IV, of Opportunities sub-criteria, TOPSIS 
ranks Leadership as most priority and WSM and WPM ranks 
Design and Navigation as the most preferred attribute. 

As per Table V, ICT Infrastructure and software 
development are the most important attributes for governance 
system from the technical point of view. 

TABLE V. RANKING OF ALTERNATIVES FOR TECHNICAL SUB-CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 ICT Infrastructure 1 2 1 

2 Software Development 2 1 2 

3 Security & Privacy 4 3 4 

4 Accuracy 3 4 3 

In Table VI, Awareness and Disaster recovery of the ICT 
systems are most important and hence are given highest 
priority. 

TABLE VI. RANKING OF ALTERNATIVES FOR NON-TECHNICAL SUB-
CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Awareness 1 2 2 

2 Disaster Recovery 2 1 1 

3 Support staff 4 4 3 

4 Help Desk 3 3 4 

The importance of good governance system can be shared 
and spread through social media. Therefore, Facebook, Twitter 
are mostly used for sharing the information in promotion of e-
Governance systems in Table VII. 

TABLE VII. RANKING OF ALTERNATIVES FOR SOCIAL MEDIA SUB-
CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Face book 2 1 2 

2 Twitter 1 4 1 

3 WhatsApp 4 2 3 

4 Google share 3 3 4 

Television and print media are popularly used for 
advertising various e-Governance systems for its promotion as 
per the results shown in Table VIII. 

Similarly the ranking order of all the criteria are done using 
WPM, WSM and TOPSIS Methodology. 
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TABLE VIII. RANKING OF ALTERNATIVES FOR ADVERTISEMENT SUB-
CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Television 2 1 2 

2 Print Media 1 4 1 

3 Hoardings 4 2 3 

4 Air Shows 3 3 4 

TABLE IX. RANKING OF SUB-CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Ministerial 6 5 4 

2 Parliament 5 6 5 

3 Administrative 4 1 1 

4 Opportunities 1 2 3 

5 Technical 2 3 2 

6 Non-Technical 3 4 6 

7 Social Media 7 7 7 

8 Advertisement 8 8 8 

From the Table IX, the priority ranking of various sub-
criteria are as follows: 

Using WSM, the ranking order are Opportunities> 
Technical> Non-Technical> Administrative> Parliament> 
Ministerial> Social Media> Advertisement. 

Using WPM, The ranking orders are Administrative> 
Opportunities> Technical> Non-Technical> Ministerial> 
Parliament> Social Media> Advertisement. 

Using TOPSIS, the ranking order are 
Administrative>Technical>Opportunities> 
Ministerial>Parliament> Non-Technical>Social Media> 
Advertisement. 

The final ranking of criteria that are responsible for success 
of e-Governance system is shown in Table X. 

TABLE X. RANKING OF CRITERIA 

Sl No Attributes WSM WPM TOPSIS 

1 Governance 2 1 1 

2 Management 1 2 3 

3 Resources 3 3 2 

4 Promotion 4 4 4 

The overall ranking of criteria are as follows: 

In WSM method, Management> Governance> Resources> 
Promotion. 

In WPM method, Governance> Management> Resources> 
Promotion. 

In TOPSIS method, Governance> Resources> 
Management> Promotion. 

The various criteria, sub-criteria and alternatives are 
compared and ranked according to their priority such that 
multi-criteria analysis can be done for better decision making 
for success of e-Governance in India. 

V. CONCLUSION AND FUTURE WORK 

The implementation of e-Governance in a developing 
country like India is very challenging in nature. The factors 
such as secured cyber space, advanced ICT infrastructure, 
disaster recovery strategies, proper planning, better scopes and 
collaborations are limited in India for which better facilities are 
not made available to the citizens. Moreover, Government 
plans and strategy also plays a vital role in the proper 
implementation and success of e-Governance Projects in India. 
The Government plans are not based on scientific weightage of 
various parameters for the success of e-Governance. 

The above discussion in the results and comparison section 
gives the various ranking of alternatives and criteria. These 
priority ranking of criteria and alternatives are useful for better 
decision making approach in the Governance system as they 
are analysed by taking multiple criteria from all sectors of 
implementation starting from planning and governance to 
availability of resources and ICT support staff for helping 
citizens to become aware of the e-Governance Services. This 
paper mainly aims to provide the priority order ranking of the 
attributes that are possibly held responsible for healthy decision 
making process for real e-Governance in India so that it will 
reach enmass pan India to reach the unreached. 
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Abstract—Opinion mining or analysis of text are other terms 

for sentiment analysis. The fundamental objective is to extract 

meaningful information and data from unstructured text using 

natural language processing, statistical, and linguistics 

methodologies. This further is used for deriving qualitative and 

quantitative results on the scale of ‘positive’, ‘neutral’, or 

‘negative to get the overall sentiment analysis. In this research, 

we worked with both approaches, machine learning, and an 

unsupervised lexicon-based algorithm for sentiment calculation 

and model performance. Stochastic gradient descent (SGD) is 

utilized in this work for optimization for support vector machine 

(SVM) and logistic regression. AFINN and Vader lexicon are 

used for the lexicon model. Both the feature TF-IDF and bag of a 

word are used for classification. This dataset includes "Trip 

advisor hotel reviews". There are around 20k reviews in the 

dataset. Cleaned and preprocessed data were used in our work. 

We conducted some training and assessment. A classifier's 

accuracy is measured using evaluation metrics. In TF-IDF, the 

Support Vector Machine is the more accurate of the two 

classifiers used to assess machine learning accuracy. The 

classification rate in Bag of Words was 95.2 percent and the 

accuracy in TF-IDF was 96.3 percent on the support vector 

machine algorithm. VADER outperforms the Lexicon model with 

an accuracy of 88.7%, whereas AFINN Lexicon has an accuracy 

of 86.0%. When comparing the Supervised and unsupervised 

lexicon approaches, support vector machine model outperforms 

with a TFIDF accuracy of 96.3 percent and a VADER lexicon 

accuracy of 88.7%. 

Keywords—NLP; sentiment analysis; SGD (stochastic gradient 

descent); machine learning; TFIDF; BoW; VADER; SVM; AFINN 

I. INTRODUCTION 

With the use of natural language processing, data from 
online reviews can be leveraged to extract business 
intelligence. It is an area of artificial intelligence and 
linguistics-focused on teaching computers to understand 
human language statements or words. It was designed to make 
users' life easier and also help them in communicating easily 
with the system using natural language [1]. The application of 
sentiment analysis is very broad and powerful, such as 
Expedia Canada; Canadians employ sentiment analysis when 
they see that people complain about their television station's 
music. Rather than dismissing a bad comment, Expedia 
capitalizes on it by airing all-new soulful music on their 
channel [2]. Supervised and unsupervised learning are two 
machine learning methodologies for sentiment classifiers. In a 
supervised technique, the classifier requires labeled training 

data as well as the target. In the present study, sentiment 
classification is done using a supervised and unsupervised 
approach. Calculating the values of parameters of functions 
that minimize a cost function using „stochastic gradient 
descent is a simple yet effective optimization strategy that 
converges on a solution to a problem by selecting an arbitrary 
solution, examining the goodness of fit (under a loss function), 
and then stepping in the direction that minimizes loss. Support 
vector machine and logistic regression classifiers for this 
model‟s accuracy are used in the first approach. Support 
vectors are the coordinates of each unique observation, to put 
it simply. The SVM classifier is a frontier that effectively 
separates the two classes (hyper-plane/line). The decision 
function only uses a subset of training points, making it 
memory efficient. Logistic regression is a supervised learning 
algorithm used most commonly to solve binary classification 
problems. The model might be developed using supervised 
learning to read the data and predict sentiment. More 
specifically, classification models would be used to solve the 
challenge. In another approach, using unsupervised lexicon-
based models like „afinn lexicon‟, Vader lexicon is used for 
sentiment analysis lexical model is a vocabulary of words that 
have been specifically matched for sentiment analysis, 
frequently including positive and negative phrases, as well as 
the magnitude of the polarity. We used the TF-IDF and BoW 
for feature engineering. Word embedding is a vector-based 
technique that represents text as a vector. To evaluate the 
classification system's accuracy, different evaluation 
measures, such as the F-Score and Accuracy score, have been 
employed. For text normalization, we employed various 
preprocessing steps like tokenization, stop words, 
lemmatization, n-gram, and punctuation removal to increase 
our system's performance. In this paper, Section II explains 
the related work and Section III tells the method, and 
workflow diagram in Section IV describes the result and 
discussion. Section V is the conclusion. 

II. LITERATURE REVIEW 

One can understand the analysis of sentiment as a type of 
data mining using computational linguistics, NLP, and text 
analysis for examining people's feelings. There are primarily 
two methods for extracting sentiment from reviews and 
categorizing the outcome as good or negative. Machine 
learning and lexicon-based approaches are examples. The 
lexicon-based strategy necessitates a predetermined lexicon, 
but the Machine Learning approach automatically classifies 
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the review and thus needs training data. Here, a task related to 
it is discussed. Utilizing an existing generated annotated 
corpus, using citation sentences, this study analyzes the 
sentiment expressed in scientific articles. There are 8736 
citation sentences in this corpus. They used the classification 
method to create six different machine learning algorithms. 
The system's accuracy is then assessed using various 
evaluation indicators. Using n-gram features in SVM 
classifier, the author showed commendable accuracy with 
micro-F. In comparison to the baseline system, their solution 
enhanced performance by a maximum of nine percent [2]. 
This paper provides a framework for automatically classifying 
internet news articles and reviews several existing approaches 
for classifying online news articles. Various classifiers were 
tested to get high accuracy. Using a Bayesian classifier, the 
experimental technique obtained the best accuracy in terms of 
confusion measures [3]. It is an automated text classification 
that has long been seen as an essential tool for organizing and 
analyzing massive volumes of digital documents that are 
widely dispersed and expanding. It has been discovered that 
the classification performance of classifiers based on different 
training text corpus differs, even for the same classification 
strategy, and that these differences might be quite 
considerable in some cases [4]. In this study use of an 
imbalanced and multi-classed data set of large size was made 
to determine an effective approach for sentiment analysis. 
Both features, bag-of-words, and tf-idf together with multiple 
machine learning algorithms (SVM, LR, MultinomialNB, 
Forest Tree) were used. Using support vector machine and 
logistic regression with BoW techniques, their best approaches 
outperform well on SVM and LR [5]. To classify movie 
reviews, this article employs NLTK, Text Blob, and the 
VADER Sentiment Analysis Tool. The results of this study's 
experiments show that Vader outperforms in comparison to 
text blob [6]. They show how to extract sentiment from text 
using a lexicon-based technique. The Semantic Orientation 
CALculator (SO-CAL) integrates intensification and negation 
and uses dictionaries of words tagged with their semantic 
orientation (polarity and strength). SO-CAL is used in the 
polarity classification task, which entails labeling a text with a 
positive or negative label that reflects the text's attitude toward 
its major subject matter. It demonstrates that SO-performance 
CAL's is consistent across domains and in data that has never 
been seen before.[7] Researchers devised a multi-
classification technique for studying tweets, and they used 
Vader to categorize tweets on the 2016 US election. 
According to the results, this Sentiment Analyzer was a good 
choice using Twitter data for sentiment analysis classification. 
A large amount of data could be classified rapidly by using 
VADER [8]. The use of a Rule-based classification system for 
improving sentiment analysis in online communities is also 
feasible. In addition to general-purpose sentiment analysis, 
researchers employ emoticons, modifiers, SWN-based 
sentiment classification, and domain-specific phrases to 
analyze evaluations within online communities. A 
disadvantage of this strategy in terms of classification efficacy 
for domain-specific words is the need for automatic 
classification and scoring of words [9]. In this study, the next 
word negation is used to classify the sentiment of text using 
frequency-inverse document frequency. For text classification, 

the binary model of a “bag of words, tf-idf, and TF-IDF-NWN 
model” was also compared [10]. To automatically evaluate 
sentiment polarity and score, this method used an upgraded 
bag-of-words model that used word weight instead of term 
frequency to evaluate sentiment polarity and score. This 
technique may also classify reviews based on scientific topic 
area traits and keywords. This provided solutions to typical 
sentiment analysis issues that are suitable for use in a review 
system [11]. LeSSA was a new framework for textual 
sentiment classification that they had created. He made three 
key contributions: he established the K-means cluster from 
lexicon creation, offering a high-quality, broad-coverage 
sentiment lexicon, and he employed three strategies to build a 
high-quality training dataset for classification models. In terms 
of classification accuracy, their approach exceeds previous 
semi-supervised learning strategies [12]. In their research, 
they used four classifiers for sentiment analysis optimization: 
naive bayes, „OneR‟, „BFTree‟, and „J48‟. In terms of 
precision, F-measure, and correctly classified cases, OneR 
appears to be more promising than others. [13]. They used the 
word embedding technique is word2vec in their model for the 
word vector. Then applied the LDA model with weighted tf-
idf. Their approach showed b [14]. 

III. METHODOLOGY 

This section establishes the methodology's goal. Fig. 1 
illustrates our process. We used the “trip advisor hotel review” 
dataset in my work. One can examine what constitutes a 
wonderful hotel with this dataset, which has 20k reviews 
scraped from Trip Advisor which was downloaded from 
kaggle.com. It has two columns „Review' and 'Rating'. Five 
ratings appear in the rating column. Positive reviews receive a 
rating of (4,5), negative reviews (1,2), and neutral reviews (3) 
[15]. Our analysis only considers positive and negative 
reviews in our dataset. It is a comma-separated (.csv) file. We 
utilized the ScikitLearn python machine learning library, and 
for text processing, NLTK library from natural language 
processing for implementing the system. First, we do, data 
Pre-processing, calculating sentiment, features, and 
classification are all part of the classification process. In the 
unsupervised method, we used preprocessed data, then extract 
the data, model generation, calculating polarity score, and 
predicted sentiment. 

Data Pre-Processing: 

It is one of the initial steps in the feature engineering and 
modeling process. During the pre-process we clean the data, 
and normalize the corpus which has phrases and words into a 
standard form. This allows for document corpus 
standardization, which aids in the development of critical 
features and noise reduction caused by unwanted objects. We 
utilized the NLTK tool kit to perform data preprocessing. We 
go through the following procedures during test preparation, 
which is listed below: 

 Cleaning Text-Unnecessary content, such as HTML 
tags, frequently appears in our text, adding little value 
to sentiment analysis. As a result, we must ensure that 
they are removed before extracting features. 
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 Lower Case-Because the computer sees lower case and 
upper case differently, if the text is in the same case, 
the machine can simply comprehend the words. To 
avoid problems like these, we should make all of the 
text in the same case, with a lower case being the best 
option. 

 Remove special characters and digits-This is another 
text preprocessing strategy that can handle the words 
'hurray' and 'hurray!' or game45. Because this type of 
word is difficult to digest, it is preferable to eliminate it 
or replace it with an empty string. For this, we employ 
regular expressions. 

 Tokenization - Converting sentences into words. 

 Stopword Removal - Stopwords are the most common 
words that provide no meaningful information in a text. 
It includes words like „they‟, „there‟, „this‟, „there‟,‟ a‟, 
„an‟, and „the‟. NLTK library is a commonly used 
library for stopword removal. We can quickly add any 
new word to a list of terms by using the added 
technique. The function removes stopwords () helps 
eliminate stopwords from a corpus while keeping the 
most important and contextual words. 

 Lemmatization - In the same way, as stemming 
removes affixes words to get to a word's fundamental 
form, lemmatization does the same. In actuality, it‟s a 
technique for reducing words to their lemma by 
comparing them to a linguistic dictionary. 
WordNetLemmatizer is a tool provided by nltk. The 
stem is commonly used for lemmatization. Now we get 
the clean review for further procedure. 

 

Fig. 1. The Flow of System Work. 

A. Sentiment Calculation for ML Model 

We calculate sentiment over „Rating column in the dataset 
during supervised learning. Based on the rating column, we 
estimated sentiment. '1' denotes a positive sentiment, whereas 
'0' denotes a negative sentiment, the result of sentiment as 
depicted in Table I. 

TABLE I. SENTIMENT EXAMPLE 

Reviews Sentiment 

unique, great stay, wonderful time hotel monaco... 1(positive) 

ok, nothing special charge diamond member hill... 0(negative) 

B. FeatureEngineering for Supervised Machine Learning 

Models with Bag of Word and TF-IDF 

The process of transforming raw data into attributes helps 
aid predictive models in gaining a deeper understanding of the 
situation, resulting in enhancing the accuracy of previously 
unknown data. This is also known as feature engineering. The 
goal of feature-selection approaches is to reduce the dataset's 
dimensionality by deleting features that aren't essential to the 
classification [16]. A bag- of- word is converted text into 
vectors using the count vectorizer function. BOW extracts 
words from a text and creates a list of all the words and their 
frequency. To put it another way, a dictionary of all the words 
in the text is constructed. Because the structure of words and 
their meaning in context is gone, it is referred to as a bag of 
words. The combination of sequenced words in a text is 
referred to as an n-gram, with n denoting the number of words 
in the combination. When N equals 1, shows the text has a 
single word. If N equals 2, it refers to a pair of words that have 
been sequenced. In our classification, we used many types of 
N-grams, each of which yielded different results. Table II 
shows N-grams with various N values as an example based on 
the sentence “I like to eat pizza”. The feature is employed as a 
bigram in our model. 

TABLE II. N-GRAM 

Value of N Gram-Value Example 

N equals 1 Uni-gram I, like, to, eat, pizza 

N equals 2 Bi-gram I like, like to, to eat, eat pizza 

N equals 3 Tri-gram I like to, like to eat, to eat pizza 

1) Term Frequency-Inverse Document Frequency (TF-

IDF) -The primary premise behind that words that occur more 

frequently in a document are given more weight than terms 

that appear less frequently. The frequency of each term is 

referred to as term frequency in this case. The tf-idf model 

performs effectively and prioritizes rare words over the binary 

bag of words approach, which treats all words equally [10]. 

Term frequency displays the significance of the word to a 

document, based on the assumption that the more terms in the 

document, the greater the importance. 

                                  

Inverse document frequency demonstrates how a term is 
genuinely useful. It is not required that a phrase that appears 
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frequently in some documents, such as stopwords, be relevant 
(the that, of, etc.). Stopwords obscure the context and should 
therefore be avoided. IDF operates in such a way that they are 
completely ignored calculated by: 

                                                  ⁄   

2) Calculate TF-IDF for matrix generation- The tf-idf 

score (w) for a word in a corpus document is obtained by 

combining these two features. To create a composite weight 

for every phrase in each document by using the tf-idf model. 

Term ‟t‟ is given a weight in the document „d‟ via the tf-idft 

weighting technique. When ‟t‟ appears repeatedly in a small 

number of documents, it has the maximum impact. 

                         

When a term appears fewer or more times in a document, 
it is considered lower. 

C. Classification Classifiers 

The next stage is to use classification algorithms after 
preprocessing and feature selection. In the literature, several 
text classifiers have been proposed [17]. We employed 
machine learning algorithms such as SGD-Support Vector 
Machine (SVM) and Logistic Regression (LR). 

 Support Vector Machine - Creates a decision boundary 
that is as robust as possible by using linearly separable 
classes. This indicates that the position of the boundary 
is determined by the points nearest to it. The decision 
boundary is a line or hyperplane that is as far away 
from either class's nearest training instance as possible. 
The SVM algorithm is a constraint-based optimization 
problem with inequality constraints. To address this 
problem, we employed support vector machine 
optimization with a hard margin (SGD). 

 Stochastic Gradient Descent - Updates a set of 
coefficients by taking a "step" of a certain size in the 
opposite direction to the gradient, determining the 
gradient of the loss function at a specific point in the 
dataset, and updating the coefficients. The method 
modifies the coefficients iteratively, moving them 
away from the steepest ascent and toward the 
minimum, emulating a solution to the optimization 
issue. 

 LR (Logistic Regression)- It is used when the 
dependent variable (target) is categorical. For binary 
and linear classification challenges, it is a simple and 
effective strategy. It's a straightforward classification 
model that produces outstanding results with linearly 
separable classes [18]. 

On a training review, build BOW and TF-IDF features, 
then transform test reviews into features and get the train and 
test shape. Using Logistic Regression and the SGD classifier 
for both features, before testing the model's performance, we 

fitted it to the train set and used predict to make predictions. 

D.  Sentiment Analysis using Unsupervised Lexicon-Based 

Models 

This methodology stores specific information about words 
and phrases, such as sentiment polarity, objectivity, and 
subjectivity, with well knowledge bases, ontologies, lexicons, 
and databases. Many sentiment analysis methods rely heavily 
on an underlying opinion. “Lexicon features lists that are 
generally labeled according to their semantic orientation as 
either positive or negative is called sentiment lexicon” [21]. 
These lexicons frequently incorporate both positive and 
negative scores. There are a variety of popular lexical models 
for sentiment analysis. Some examples include the afinn and 
the Vader. 

 Afinn Lexicon- It is one of the most basic and 
frequently used for sentiment analysis. It contains 
about 3300 words, each of which has a polarity score. 
The greatest features for conducting Twitter Sentiment 
Analysis are AFINN and Senti-strength. As a result, 
they're an excellent starting point for Twitter Sentiment 
Analysis [19]. 

 VADER Sentiment Lexicon- The sentiment dictionary 
with Valence The human-validated reasoning 
sentiment lexicon is of gold-standard quality [20]. It is 
open-source and included in the NLTK package, 
allowing it to be used directly on unlabeled text data. It 
is capable of detecting emotional polarity and intensity. 
It‟s a sentiment analysis model that can analyze a text 
by considering the text emotion‟s positive/negative 
polarity and its intensity. A decimal (float) value in the 
range [-1,1] indicates the text's polarity. It expresses 
the sentence's positive tone. When the polarity is less 
than zero it denotes negative polarity otherwise 
positive. 

E.  Sentiment Evaluation using Lexicon Model 

Our unsupervised model, we used AFINN and VADER 
lexicon. We must first clean our data before proceeding with 
our analysis. It refers to the process of pre-processing and 
normalizing the text for analysis, which we have done earlier. 
Tokenized sentences are matched with words in the model to 
determine context and sentiment if any. We use a combining 
function such as sum or average to determine the final 
prediction about the overall text composition. In our work, 
using preprocessed data, we extract test reviews and test 
sentiments data for model evaluation. We then apply the 
above lexicon models to the reviews and calculate the polarity 
score as shown in Tables IIIA and IIIB. 

TABLE III. (A). SENTIMENT AND POLARITY SCORE USING AFINN 

Sample-Review Sentiment score 

shame hotel wasn‟tgood restaurant, arrived...... negative -0.5 

great location, partial  
ocean view room larger……. 

positive 19.0 
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(B).SENTIMENT AND POLARITY SCORE USING VADER 

Sample-Review Sentiment score 

shame hotel wasn‟t good restaurant, arrived...... negative -0.3 

great location, partial  
ocean view room larger……. 

positive 28.9 

Using the polarity score, we predicted sentiment for 
review data, evaluated model performance, and predicted 
sentiment for positive and negative classes. 

IV. RESULT AND DISCUSSION 

We have done so to complete the experimental task. Due 
to any process, the maximum dataset which is to be generated 
is imbalanced. Using the above-mentioned data set, there are 
two columns in the dataset that is „Review‟ and „Rating‟. 
Taking positive and negative reviews which have ratings (4,5) 
for positive and (1,2) for negative from the dataset. We used 
an imbalanced dataset with two classes („positive‟ and 
„negative‟) for work. Ten thousand sample reviews are taken 
from the dataset for a model. Review is preprocessed using the 
NLTK tool. The sentiment is calculated over the 'Rating label'. 
Training and testing sections of the dataset are separated, with 
test data making up 30% of the total for both machine learning 
and lexicon model, but only test data is used in the lexicon 
model. Various algorithms of machine learning are used for 
classification. The sentiment of the target dataset is utilized to 
generate features. In ML, feature generation was done by Bow 
and tf-idf, model is generated using classifiers such as SGD-
SVM and logistic regression for accuracy calculation 
Stochastic Gradient Descent is used to solve hard margin 
support vector machine optimization. A fit function is used in 
the train set to fit the model and the prediction function 
applies to the test set, and objects were created for these 
functions. Can see in the Table IV(a) applied SVM and 
logistic regression as classifiers using a bag of word features 
for accuracy calculation. Table IV(b) shows that TFIDF 
features are used by both classifiers (SVM and LR) for 
accuracy. Stochastic Gradient Descent on Support Vector 
Machines was used. On comparing the result from the 
Table IV(a) and Table IV(b), we get that the SVM model 
performs well on both features. The SVM model using TF-
IDF features performs the best, as can be observed, because of 
its high level of accuracy. 96.3 percent by displaying the graph 

in Fig. 2. For both features, several classifiers such as 
MultinomialNB, Decision Tree, and Random Forest are used. 
On the bag of a word, these classifiers exhibit (82 percent, 74 
percent, and 78 percent) accuracy, using tf-idf feature the 
classifiers give an accuracy of MultinomialNB, decision tree, 
and random forest (74 percent, 76 percent, and 78 percent). 
Hence we figure out that using tf-idf features our model shows 
the best result in supervised learning. 

 

Fig. 2. Classification Model Accuracy. 

 

Fig. 3. Unsupervised Lexicon Model Accuracy 

TABLE IV. (A). COMPARATIVE RESULT TABLE OF SUPERVISED LEARNING APPROACH USING BAG OF WORD 

Class LR-BOW SVM-BOW 

 Precision Recall F1-Score Accuracy Precision Recall F-Score Accuracy 

0 0.86 0.59 0.70 0.917 0.87 0.84 0.85 0.952 

1 0.92 0.98 0.95  0.97 0.97 0.97  

(B). COMPARATIVE RESULT TABLE OF SUPERVISED LEARNING APPROACH USING TFIDF 

class LR-TFIDF SVM-TFIDF 

 Precision Re-call F1-score Occur. precision Re-call F1-Score Occur. 

0 0.97 0.36 0.53 0.893 0.95 0.82 0.88 0.963 

1 0.89 1.00 0.94 - 0.97 0.93 0.98  
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TABLE V. COMPARATIVE ANALYSIS OF PROPOSED APPROACH PERFORMANCE OF LEXICON-BASED APPROACHES 

Class AFINN Lexicon VADER-Lexicon 

 Precision Recall F1-Score Accuracy Precision Recall F-Score Accuracy 

negative 0.59 0.78 0.67 0.86 0.91 0.43 0.58 0.887 

positive 0.95 0.88 0.91  0.89 0.99 0.93  

During the unsupervised lexicon model, we extract 30% of 
test data. Proposed data are used in the model. For test review, 
the AFINN and VADER lexicon models were utilized to 
generate polarity scores and accuracy. We predicted sentiment 
using these polarity scores in the model. Positive and negative 
classes are used in it. The true label is used for the test 
sentiment whereas the predicted label is used for the predicted 
sentiment, for evaluating the model's performance. We used 
Afinn and Vader lexicon model for sentiment and accuracy. 
We calculate sentiment polarity using Afinn-score over the 
„Review‟ column. For sentiment prediction, we used 
sentiment polarity. Now, the predicted label shows the 
predicted sentiment and the true label has test sentiment. We 
evaluate model performance and accuracy using these labels. 
Model performance using precision, recall, f-measure, 
accuracy for both classes. Performance results are shown in 
the Table V. The Vader (“Valence Aware Dictionary and 
sEntiment Reasoner”) is a lexicon and rule-based tool for 
sentiment analysis. SentimentIntensityAnalyzer () function 
takes a string and produces a dictionary of scores in positive, 
negative, compound, etc. categories. A compounded score is a 
statistic that adds up all of the lexical ratings, normalized 
between -1 for the most severe negative and +1 for the most 
extreme positive. We apply this function over 'The „Review‟ 
column of the dataset and predict sentiment using a compound 
score. We evaluated model performance using the predicted 

sentiment and test-sentiment label. On comparing the result 
for lexicon models, The Vader model exceeds the lexicon 
Afinn models with the highest 88.7% accuracy percent, which 
is depicted in the graph in Fig. 3. 

Now, we compare both models, the supervised and 
unsupervised lexicon models. In the supervised model, on 
comparing Table IV(a) and (b) we get that SVM outperforms 
using feature tf_idf with the accuracy of 96.3% which is the 
VADER lexicon model performs well with 88.7% accuracy. 
As a result, the graph in Fig. 2 depicted a significant upgrade 
in the value of accuracy of classifier in the supervised model, 
and Fig. 3 shows the accuracy of lexicons in the unsupervised 
model, comparing the accuracy of both models from the 
graphs, we can see that the supervised model outperforms the 
lexicon approach. 

V. CONCLUSION 

In this paper, we analyze sentiment using both supervised 
and unsupervised models. For both features BoW and TFIDF, 
we employed SGD-SVM and logistic regression as classifiers, 
with bi-gram words in the classification model whereas 
AFINN and Vader lexicon was used in the unsupervised 
lexicon model. We discovered that the Vader lexical model is 
88.7 percent more accurate than other lexical models. Other 
models' performance on the given data is found to be 
comparable to VADER. In terms of Supervised Learning 

models, the SVM model on TF-IDF features is the best, with 
96.3 percent accuracy. We may conclude that typical 
supervised models outperform lexicon models by equating the 
top models from both models. The limitation is that tone can 
be difficult to decipher vocally, and even more difficult to 
decipher in writing. Things become far more difficult when 
trying to analyze a huge volume of data having both subjective 

and objective responses. 
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Abstract—This paper reviews a host of other peer-reviewed 

articles related to the detection of COVID-19 infection from X-

ray images using Convoluted Neural Network (CNN) 

approaches. It stems from a background of a pandemic that has 

hit the world and negatively affected all spheres of life. The 

currently available testing mechanisms are invasive, expensive, 

time-consuming, and not everywhere. The paper considered 33 

main articles supported by several other articles. The 

measurement metrics considered in this review are accuracy, 

precision, recall, F1-score, and specificity. The inclusion criteria 

for studies was that the article should have been written after the 

pandemic began, deliberates on CNN, and attempts to detect the 

disease from X-ray images. Findings suggest that transfer 

learning, support vector machines, long short-term memory, and 

other CNN approaches are highly effective in predicting the 

likelihood of the disease from X-rays. However, multi-class 

predictions seemed to score lowly on the accuracy score relative 

to their binary counterparts. Also, data augmentation 

significantly improved the performance of the models. Hence, the 

paper concluded that all reviewed approaches are effective. 

Recommendations are that analysts should integrate transfer 

learning procedures in the model formulation process, engage in 

data augmentation practices, and focus on classifying data based 

on binary classes. 

Keywords—Convoluted neural networks; COVID-19; chest x-

ray; transfer learning; support vector machines; long short-term 

memory 

I. INTRODUCTION 

COVID-19 is a respiratory disease caused by a relatively 
new virus belonging to the coronavirus family. It was 
discovered in late 2019, and it has since wreaked havoc 
globally [1] and compromised the global health system by 
clogging it with patients [2]. It has had a catastrophic effect on 
the economy, social lives, education, and other sectors of life. 
While the proportion of deaths resulting from this disease is 
low on average, the absolute number of deaths stands at 5.41 
million [3]. One of the major issues aggravating the spread of 
COVID-19 is the fact that testing is not universally available 
to everyone [4, 5]. Governments prioritize persons with flu 
signs to take these tests. If one is detected positive, they are 
advised to quarantine and or hospitalized. This approach has 
helped arrest cases that would have spread undetected. The 
limitation with the testing approach is that there are limited 
testing equipment because of the novelty of the virus. 
Additionally, these testing systems are not available 
everywhere because some locations are remote. The tests are 
also invasive and time-consuming [6]. Artificial intelligence in 

the form of convoluted neural networks comes in as a more 
convenient substitute [7]. It works by consolidating X-ray data 
from previously tested individuals and checking new ones 
against this database. The X-ray technology is available 
almost everywhere, which makes it a good candidate for a 
more inclusive testing system. With the right level of 
accuracy, it is possible for this new testing approach to 
become just as reliable. 

The study investigates the effectiveness of different deep 
learning approaches in the detection of COVID-19 using X-
ray images. The study is significant to stakeholders in the 
medical sector because the problem of testing individuals for 
the virus is clear [8, 9]. By presenting and discussing the 
effectiveness of different approaches, these practitioners will 
be able to objectively decide which approaches to adopt in 
enhancing the accuracy and reliability of their test results. The 
study is also significant to future researchers who may wish to 
read the comparisons between the selected approaches in 
detecting COVID-19 from examining X-ray images. The field 
of deep learning allows researchers to use several models in 
modeling problems and solutions. Not all models fit to all 
problem scenarios. Hence, this study will examine the 
approaches featuring prominently in the previous studies 
examining that have examined COVID-19 scenarios, which 
are CNN with transfer learning, CNN with support vector 
machines, CNN with Long Short-Term Memory, and other 
CNN approaches. 

The first three approaches seem to be the basis of the 
majority of studies within the selected studies. The approaches 
have also been in use for quite some time, hence explaining 
the number of studies willing to integrate them into their 
models. Approaches that the researcher did not find to be 
thematically feature in many studies were consolidate in the 
fourth group of ‘other CNN approaches.’ A myriad of studies 
comprised this group. However, there was no central theme in 
the approaches considered within them. Finally, the study will 
investigate sundry approaches used in the detection of the 
virus from X-ray images. Ultimately, the study will compare 
the usefulness of these approaches with respect to their 
performance in precision, recall, F1-score, support, accuracy, 
sensitivity, specificity scores. 

II. BACKGROUND 

The COVID-19 pandemic is the worst pandemic that has 
plagued the world in recent times. It has succeeded in bringing 
the world to a halt in almost of spheres of life and has had a 
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devastating effect on the global population [10]. The economy 
has taken the biggest hit as estimates indicate that the global 
economy will have declined by about 5.7% in 2021 measured 
in GDP [11]. Social lives have also not been the same with 
stringent measures imposed on the public on how to interact 
with each other on top of travel restrictions. Places of worship 
have also experienced several restrictions from governing 
authorities [12]. But the most important statistics related to the 
number of people that have contracted the disease and those 
that have succumbed as a result. The World Health 
Organization estimates that there have been 274 million cases, 
while the number of deaths stands at 5.41 million [3]. 
Evidently, all people wish that this virus disappears because of 
the disastrous impact it has had on their lives and livelihoods. 

To the time of writing, scientists have been successful in 
discovering an array of vaccines, which continue to be 
distributed across the world. The effectiveness of these 
vaccines to end the pandemic has been questioned because of 
several factors such as limited supply, vaccine hesitancy, and 
the rise of new variants like the most recent Omicron variant 
[13]. It seems that scientists have to strongly rely on testing 
and quarantining infected persons as a formidable way of 
arresting the virus. The challenges bedeviling this approach 
are many and significant. Firstly, the cost of testing is way 
beyond what ordinary people would afford, especially 
periodically [14]. Secondly, testing equipment is costly and 
limited in number. Thirdly, the tests take long before they are 
verified. The reading time taken by radiologists also needs to 
be reduced for efficiency purposes [15]. For these reasons 
(and many more), deep learning enthusiasts have been 
challenging themselves to map X-ray images from persons 
tested using the conventional approaches and mapping them to 
their results [16]. As a result, they have come up with models 
attempting to classify and predict one’s COVID-19 status 
based on their chest X-ray scans. 

The use of neural networks in classifying X-ray images of 
possible COVID-19 patients has been an ongoing research 
endeavor that has attracted the scholarly attention of several 
scholars, thereby creating a body of scholarly research that is 
growing by the day. These researchers have engaged with 
different methods, approaches, and techniques to improve the 
accuracy score of their models [5]. An examination of these 
approaches, techniques, and methods should inform the 
progress that has been made in this regard. It also gives other 
researchers the motivation to join the race for the attainment 
of 100% accuracy scores across the precision, recall, F1-score, 
support, accuracy, sensitivity, specificity scores [17]. This 
study reviews some of the most significant research papers 
that have engaged in this field, and therefore, compares the 
approaches used by the researchers. 

III. METHODOLOGY 

A. Study Design 

The study adopts the design of a systematic literature 
review of peer-reviewed papers submitted and published in 
prominent journals. The review compares and contrasts 
findings reported in these studies and therefore gives an 
objective analysis on the same. The performance scores of the 
tests and procedures carried out in these analyses inform the 

reliability of the approaches taken this study examines the 
accuracy, precision, recall/sensitivity, F1-score, specificity 
scores obtained in running the tests and suggests whether the 
approaches taken are reliable. These comparisons are the basis 
of the study recommending specific approaches while casting 
aspersions on the testing reliability of others. 

B. Measurement Metrics 

1) Accuracy: Accuracy refers to the level of correctness 

with which a model identifies the positives and negatives 

during classification. In a confusion matrix, True Positives and 

True Negatives are added and their ratio to the total number of 

subjects computed to give the accuracy score [18]. Many 

studies rely on this measure to determine the validity of their 

results. 

2) Precision: Precision refers to the level of correctness 

with which a model identifies the positive cases out of all the 

positive cases detected. This computation involves taking the 

ratio of True Positives and False Posisive from the confusion 

matrix [19]. It is a measurement metric that also features 

prominently in several studies. 

3) Recall (Sensitivity): Recall (otherwise known as 

sensitvity) refers to the proportion of correctly labelled 

positive cases against the total number of actual positive cases. 

It determines how accurately a model correctly detects 

positive cases [17]. The numerator is the number of positively 

labelled cases, while the denominator is the number of all 

positive cases regardless of whether they were detected as 

positive or not. 

4) F1-Score: The F1-Score refers to a compromise 

between the precision and recall values. It is the harmonic 

mean between the two metrics [20]. The metric is reliable only 

if there is some balance between the two. Otherwise, if there is 

a tradeoff between them, the F1-Score is not likely to be high. 

5) Specificity: Specificity refers to the proportion of actual 

negative cases that were predicted as negative by the model. It 

is the same as recall or sensitivity only that this time the group 

in focus contains negative cases. 

C. Inclusion and Exclusion Criteria 

The number of studies considered in this approach is 33, 
with additional studies backing up these papers by providing 
context. The researcher procedurally filtered out articles to 
remain with the ultimate 33 papers based on several criteria. 
On the criterion of relevance, several parameters were 
considered. Firstly, a study was considered only if it was about 
detecting COVID-19. Secondly, a study should be using CNN 
approaches for it to qualify. Thirdly, the CNN approaches 
should take chest X-ray images. On the time criterion, a study 
should have been conducted between 2019 and 2021. Since 
the disease was discovered in 2019, this filter did little to 
reduce the number of studies. Finally, the study considered the 
credibility criterion where a study was only considered if it 
was peer-reviewed. This filtered was also responsible for 
eliminating web-based studies, those that did not have clear 
sources of data, and papers whose methodological approaches 
seemed flawed. Fig. 1 shows the paper search procedure, 
while Fig. 2 illustrates how the studies were filtered out. 
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Fig. 1. Paper Search Procedure. 

 

Fig. 2. Filtering Out Studies. 

D. Definition of Key Terms and Abbreviations 

ACGAN   Auxiliary Classifier Generative Adversarial 

Network 

ARIMA   AutoRegressive Integrated Moving Average 

AUC  Area Under the Curve 

Bayesnet Classifier   A Bayesian network that is applied 

to CNN classification 

CapsNet   Capsule Neural Network 

CFS   Correlation-Based Feature Selection 

CNN   Convoluted Neural Networks 

CNN-RF   A hybrid of Convoluted Neural Network and 

Random Forest classifier 

CNN-Softmax   Convoluted Neural Network mostly 

applicable in a multi-class setting 

Coro-Net  One of the many models designed to detect 

coronavirus from xray images using CNN 

DarkNet   An open source high performance framework 

used to implement neural networks 

DenseNet-121   It is a deep learning architecture that 

enable deep learning networks to to have a deeper reach but 

still maintain efficiency in its training 

DTL  Deep transfer learning 

GDP   Gross Domestic Product 

Inception-ResNetV2   It builds on the inception family 

while also incorporating residual connections 

InceptionV3  It is a CNN that assists in the detection of images 

and analysis of images 

LSTM  Long short-term memory 

MobileNetV2   It is an architecture that assumes an 

inverted residual structure in which the input-output are thick 

bottleneck layers, and are not the expanded representation of 

the input 

PA  The Prophet Algorithm 

ResNet  It is an artificial neural network that works by 

stacking residual blocks to eventually form a network 

ResNet101   A ResNet that is 101 layers deep 

ResNet152   A ResNet that is 152 layers deep 

ResNet18   A ResNet that is 18 layers deep 

ResNet50   A ResNet that is 50 layers deep 

ResNet50V2   A better performing version of ResNet50 

RT-PCR  Reverse transcription polymerase chain reaction 

SqueezeNet   It is a CNN that actively uses fire modules to 

reduce the number of parameters 

SVM  Support vector machines 

VGG16   16 layers deep CNN 

VGG19   19 layers deep CNN 

Xception   A CNN whose depth traverses 71 layers 

IV. RESULTS 

This section analyzes the application of three main CNN 
approaches in predicting COVID-19 positivity using X-ray 
images. The methods analyzed herein are transfer learning, 
support vector machines, and long-term short-term memory. 
Other minor CNN approaches are also analyzed in the fourth 
subsection. The goal is to establish their performance and with 
respect to the performance metrics discussed in the previous 
sections of this paper. 

A. CNN with Transfer Learning 

Several studies combined the convoluted neural networks 
with transfer learning to examine the model’s outcome. In 
[21], the study applied a dense convoluted network with 
transfer learning and considered three labels, namely patients 
with COVID-19, with Pneumonia, and Normal. The study 
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worked with 112,120 chest X-ray images, which were 
obtained from 30,805 patients. The specific transfer learning 
approach adopted was known as twice-transfer learning 
whereby the study used the NIH ChestX-ray14 dataset as the 
intermediate step. The study reported an improvement in the 
model’s effectiveness and the performance of the deep neural 
network, which is consistent with the findings established in 
[22]. Results indicated that the researchers were able to attain 
an accuracy of 100% on the dataset, which affirms the role 
played by transfer learning. These findings are similar to [23], 
whereby, the study employed the transfer learning approach 
with VGG19, MobileNetV2, Inception, Xception, and 
Inception-ResNetV2. The researchers assembled 1427 X-ray 
images. Accordingly, the study found that the application of 
the approach yielded remarkable positive results. The outcome 
yielded an accuracy of 96.78%, 98.66% sensitivity, and 
96.46% specificity. 

Some studies were prudent enough to mitigate the issue of 
small sample sizes by applying the transfer learning approach. 
The investigation by [24] is one such study, and it examined 
X-ray images to determine the effectiveness of deep learning 
and convoluted networks in detecting COVID-19. The dataset 
used consisted of 112 X-rays from each of the three classes – 
with COVID-19, with Pneumonia, and normal. Using transfer 
learning, the researchers successfully extracted knowledge 
from pre-trained models and used it on the model to be 
trained. Ultimately, the two best models by the study scored 
an accuracy of 95%.  Sensitivity scores for the two best 
models VGG16 and VGG19 were 96% and 92%. Fig. 3 shows 
training loss, validation loss, training accuracy, and validation 
accuracy of the two top-performing epochs. 

 

Fig. 3. Comparing VGG16 and VGG19 [24]. 

The investigation further constructed the confusion 
matrices for the models it ran, and the matrices for the two-top 
models VGG16 and VGG19 are shown in Fig. 4. 

 

Fig. 4. Comparing Confusion Matrices between VGG16 and VGG19 [24]. 

Similar studies were conducted that reported findings 
resonating with those established in the above study. The 
research by [25] finds that transfer learning is an impeccable 
approach to boost the effectiveness of neural network models 
that predict COVID-19 from X-ray, ultrasound, and CT scan 
images. Using the VGG19 model, the study found that 
ultrasound images had the highest precision, which was 100%, 
followed by X-ray (86%), and CT scans (84%). Transfer 
learning algorithms are critical to the improvement of model 
results in neural networks [26]. Using publicly available 
datasets, the researchers report an accuracy of 96.3%, which 
they consider to be very high and reliable. The sample size 
employed was quite minimal as it comprised images from 65 
male and 45 female sources, which totals 110. The confusion 
matrix suggests that out of the 34 sick patients, the model 
managed to correctly predict 33. On the other hand, out of the 
75 normal cases, the model correctly predicted 72. Transfer 
learning was essential to attain these results because the 
approach extrapolates training models from other successful 
pre-trained data. 

Transfer learning has also been used with InceptionV3 and 
ResNet50 models to predict COVID-19 based on X-ray 
images. The study by [27] developed a deep transfer learning 
(DTL) where they employed convoluted neural networks 
using X-ray data obtained from Kaggle. The dataset used 
comprised 160 COVID-19 X-ray images and another 160 
normal X-ray images. The InceptionV3 model scored a 
99.01% accuracy, while ResNet50 model managed to score an 
accuracy of 98.03%. The models’ performance was slightly 
higher than other models against which the study was 
benchmarking its results. In [28], the study considered more 
than the two models encompassed in the study above. 
Specifically, the investigation considered DenseNet-121, 
SqueezeNet, ResNet18, and ResNet50. The dataset contained 
5000 X-ray images. These neural networks were trained using 
the transfer learning approach on a subset of 2000 radiograms. 
3000 images were used in validating the model. Findings 
suggested that the model’s sensitivity rate was 98%, while its 
specificity rate was 90%. 

Some studies have used the transfer learning approach to 
investigate the effectiveness of neural networks in predicting 
COVID-19 from X-ray images. The investigation by [20] 
examined VGG16 and VGG19 to establish which one 
maximizes the effectiveness of the model. Like many other 
studies, this investigation also used image data from public 
repositories, which had images classified into three groups, 
namely COVID-19, pneumonia, and normal. The highest 
AUC value was found to be 0.950 (95.0%) – VGG16. The 
VGG16 neural network achieved higher performance scores, 
where it obtained an accuracy of 95.9%, sensitivity of 92.5%, 
and specificity of 97.5%. Fig. 5 shows the accuracy level of 
the two neural networks across the number of fine-tuned 
convolutional blocks. 
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Fig. 5. Comparing the Accuracy of VGG16 and VGG19 Models [20]. 

Transfer learning can also be useful in building models 
that classify image data into more than three categories. In 
[29], the study employed this approach in classifying images 
into six diseases. The goal was to use X-ray data for known 
six diseases and determine whether or not the patients had 
COVID-19 too. The study used a dataset containing 3905 X-
ray images. The specific neural network used in this 
investigation was MobileNetV2, which was trained using the 
data from patients suffering from the six diseases. Results 
showed that the classification accuracy was 87.66%. Other 
measures were accuracy (99.18%), sensitivity (97.36%), and 
specificity (99.42%). Table I shows the outcomes against the 
specific diseases. 

TABLE I. CONFUSION MATRIX RESULTS [29] 

 Actual classes 

 
Covi

d19 

Ede

ma 

Effus

ion 

Emphys

ema 

Fibr

osis 

Pneum

onia 

Nor

mal 

Predicted classes       

Covid19 21 0 1 1 0 1 0 

Edema 270 254 210 199 155 171 136 

Effusio

n 
4 5 24 4 6 0 1 

Emphys

ema 
15 16 34 49 31 4 7 

Fibrosis 46 17 35 50 78 3 18 

Pneumo

nia 
91 1 3 4 2 712 287 

Normal 8 0 4 8 8 19 892 

B. CNN with Support Vector Machines (SVMs) 

Support vector machines have been in use to detect the 
likelihood of patients having the virus causing COVID-19. 
The study by [30] faults the generic means through which 
clinicians test for the virus, which is known as the real-time 
reverse transcription-polymerase chain reaction (RT-PCR) 
method. According to the source, the approach yields low 
positivity rates among persons who have recently contracted 
the virus. Hence, the study considers the method unreliable for 
such cases. Instead, the source suggests the use of CNN with 
support vector machines to conduct these tests. This method is 

said to be effective because regardless of when one contracted 
the virus, chest X-rays of a normal person, that of a 
pneumonic person, and that of a COVID-19 infected person 
shall always be different. The dataset used for the analysis is 
from the first worldly available dataset on the same. The 
number of cases in the selected dataset was 71, where 48 were 
for COVID-19 infected persons, while the rest (23) were from 
normal people. The dataset also underwent augmentation to 
avoid possible overfitting by the model. This specific study 
reported an accuracy score of 90.5%. This value was 
acceptable but it was lower than that of using the CNN-
SoftMax model. However, the selected approach scored a 
higher accuracy compared to the CNN-RF method. Table II 
compares the accuracy, sensitivity, specificity, and precision 
scores as reported in the study. 

TABLE II. PERFORMANCE METRICS AGAINST DIFFERENT MODELS [30] 

Classifier Accuracy Sensitivity Specificity Precision 

CNN-Softmax 95.2% 93.3% 100% 100% 

CNN-SVM 90.5% 86.7% 100% 100% 

CNN-RF 81% 76.5% 100% 100% 

The Support vector machines method has been used with 
kernel functions such as Gaussian, linear, cubic, and quadratic. 
In the study by [31], the goal was to establish the effectiveness 
of using support vector machines and neural networks in 
detecting COVID-19 in X-ray images. The model employed 
pre-trained models in training the data. The pretrained models 
that were used are the VGG16, the VGG19, the ResNet18, the 
ResNet50, and the ResNet101. The dataset contained 380 
images data, 200 of which were for normally healthy persons, 
and the other 180 were from persons infected with the novel 
coronavirus. The ResNet50 fine-tuned model produced results 
with an accuracy of 92.6%. However, the ResNet50 when 
used with linear kernel produced an accuracy of 94.7%. The 
findings indicated that the deep learning methodologies are 
more efficient in detecting COVID-19 compared to the 
descriptors of local texture. These findings are also consistent 
with [32] and [33], which came to similar conclusions. Table 
III is a summary table comparing the performance of the 
selected neural network models in terms of their accuracy 
scores. 

The confusion matrix below illustrates that out of the 
possible 45 COVID-19 cases, the model accurately predicted 
43. On the other hand, out of the possible 50 non-COVID-19 
cases, the model accurately predicted 45. Fig. 6 shows the 
confusion matrix associated with this analysis. 

TABLE III. COMPARING ACCURACY SCORES ACROSS DEEP CNN MODELS 

[31] 

Fine-tuning Accuracy 

VGG16 85.26% 

ResNet18 88.42% 

ResNet50 92.63% 

ResNet101 87.37% 

VGG19 89.47% 
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Fig. 6. Confusion Matrix  [31]. 

At times, separating the classes into two (infected and not 
infected) can have a significant positive effect on the 
outcomes of models using the support vector matrix. In the 
study conducted by [34], the researchers used CNN to conduct 
feature extraction and support vector matrix as the 
classification method. Using InceptionV3, ResNet50, 
ResNet101, and Inception-ResNetV2 as the pre-trained 
models of choice, the study attempted to classify the data into 
two (infected versus not infected) and into three (COVID-19, 
pneumonia, and normal). The accuracy of the instrument was 
97.33% when the researcher considered three classes, while it 
rose to 100% when the cases were separated into two. These 
findings suggest that the accuracy scores of a model can be 
significantly affected by the number of classification 
categories required. Fewer categories seem to produce more 
accurate results by the support vector-matrix model. Outcomes 
also suggested that the two top models were ResNet50 and 
ResNet101. Their confusion matrices as shown in Fig. 7. 

C. CNN with Long Short-Term Memory (LSTM) 

Some studies combined CNN with Long Short-Term 
Memory approach to predict the likelihood of a subject having 
COVID-19 based on their X-ray images. It is an architecture 
in the artificial recurrent neural network commonly used in 
deep learning [35]. It is different from conventional 
feedforaward neural networks in that Long Short-Term 
Memort approach has feedback connections [36]. For this 
reason, the network can process entire data sequences as 
opposed to processing a single data sequence. Its name is 
inspired by the fact that programs use short term memory 
structures to generate long-term memory. The complexity of 
LSTM models has made them perfect candidates for solving 
complex machine learning problems such as speech 
recognition, machine translation, and many more. In image 
classification, LSTM has also been a formidable and reliable 
approach as noted in [37]. The study finds that the proposed 
classification method using LSTM is far more effective in 
classifying images than other state-of-the-art classification 
methods. 

The use of CNN and LSTM has been found to result in 
high levels of accuracy. In [38], the study introduced a 
combined CNN-LSTM model of predicting the likelihood of 
COVID-19 infection given X-ray images. CNN was 
responsible for extracting features from the images, while 
LSTM was the method used to classify these images. The 

research utilized 4575 X-rays from random subjects. Among 
the images, 1525 were for confirmed COVID-19 cases. 
Another 1525 were from patients with regular pneumonia, 
while the other 1525 from for normal patients without 
pneumonia and COVID-19. The outcome suggested that the 
accuracy of this model stands at 99.4%. Its AUC was 99.9%, 
F1-Score 98.9%, sensitivity 99.3%, and a specificity of 99.2%. 
The performance of the combined model was far more 
effective compared to if LSTM was not used. Fig. 8 shows the 
confusion matrices obtained from running the model on the 
data comparing the usage of LSTM and the lack of it. 
Evidently, using LSTM improved the model’s performance by 
reducing incorrectly predicted COVID-19 cases from 3 to 2. 

LSTM has been used alongside other methods to predict 
COVID-19 infection based on X-ray images. One study used 
CNN with LSTM, autoregressive integrated moving average 
(ARIMA), and the Prophet Algorithm (PA) [39]. Overall 
results suggest that the accuracy of the models ranged between 
92.33% and 99.94% when predicting confirmed cases. The 
models seemed to perform relatively poor in predicting 
recovered and death cases. For the recovered cases, the best 
model attained an accuracy of 90.29%, while the worst model 
achieved an accuracy metric of 63.52%. Regarding death 
cases, the best model attained 94.18% as its accuracy value, 
while the worst model attained an accuracy value of 78.02%. 
Findings from the study established that while LSTM did well 
to predict confirmed and death cases, the model performed 
relatively poor in predicting recovered cases. All the same, 
LSTM seemed more effective in predictions compared to 
ARIMA. However, the Prophet Algorithm was the best model 
of the three in predicting all of confirmed, recovered, and 
death cases. Other studies that have affirmed the reliability of 
LSTM in COVID-19 prediction are [40] and [41]. Table IV 
compares the performance of the various models used in the 
study. 

 

Fig. 7. Comparing Confusion Matrices ResNet50 and ResNet101 [34]. 

 

Fig. 8. Comparing Models with and without LSTM [38]. 
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TABLE IV. PA, ARIMA AND LSTM PERFORMANCE SCORES [39] 

Prediction Algorithm Accuracy 

PA (confirmed cases) 99.94% 

PA (recovered cases) 90.29% 

PA (death cases) 94.18% 

ARIMA (confirmed cases) 92.33% 

ARIMA (recovered cases) 63.52% 

ARIMA (death cases) 78.02% 

LSTM (confirmed cases) 94.16% 

LSTM (recovered cases) 86.44% 

LSTM (death cases) 92.76% 

D. Other CNN Approaches 

Many other studies utilized various approaches in reaching 
the same goal. The study by [42] found that by leveraging 
Auxiliary Classifier Generative Adversarial Network 
(ACGAN), the mode’s accuracy improved from 85% to 95%. 
In another study by [43], the researchers engage in a model 
utilizing depthwise convolution with fluctuating rates of 
dilation in a multi-class detection system. The COVID-normal 
test produced an accuracy score of 97.4%. In [44], the study 
considered 1215 images sourced online, which were taken 
through an augmentation process to end up with 1832 images. 
Furthermore, the study engaged in stage-I and stage-II deep 
network model designing. Using these methods and 
techniques, the ultimate model attained an accuracy of 97.7%, 
a precision value of 97.14%, and a recall value of 97.14%. 
The conclusion was that the model was effective in predicting 
COVID-19 infection from X-ray images. Another study 
reported in [45] developed a model that utilized the 
concatenation of Xception and ResNet50V2 networks. The 
researchers trained several deep convolutional networks, while 
leveraging 11,302 X-ray images sourced online. The proposed 
model achived an accuracy of 99.5%. For this reason, the 
authors find the model effective and reliable in determining 
whether a patient is infected with COVID-19. Other studies 
that employed the Xception model and reported similar 
findings are [46, 47]. It underscores the importance of the pre-
trained model in detecting COVID-19 infections. 

Some studies have established that there is a big difference 
when considering binary class and multi-class situations in 
favor of binary. For example, classifying X-ray images into 
COVID-19 and non-COVID yields a higher accuracy value 
compared to if the classes are COVID-19, pneumonia, and 
healthy. The investigation reported in [48] used the DarkNet 
model in classifying the X-ray images. Findings from the 
investigation suggest that classification accuracy when using 
binary classes was 98.08%, while that obtained in a multi-
class situation is 87.02%. Another study that utilized binary 
classification is [49], which assembled four classes, namely 
bacterial pneumonia, viral pneumonia, COVID-19, and 
healthy groups. Studies such as [50] use one pre-trained CNN 
model, the researchers adopted five pre-trained CNN-based 
models of ResNet101, ResNet50, ResNet152, Inception-
ResNetV2, and InceptionV3. Findings indicated that 
ResNet50 was the most effective as it resulted in 99.7% in one 
of the datasets used. It indicates that this pre-trained model is 
also effective in detecting COVID-19. 

In [51], the study used the ResNet101 CNN to examine the 
effectiveness of deep learning in detecting COVID-19 from X-
ray images. The researchers used publicly available ches 
radiographs in the thousands, some of which were from 
confirmed COVID-19 patients. Findings established that the 
accuracy of the resultant model was 71.9%, while its 
sensitivity and specificity were 77.3% and 71.8%, 
respectively. The training process involved creating a model 
that would positively identify radiographs images with chest 
abnormalities. The study’s strength is that it used mutually 
exclusive publicly available data and that it used labels with a 
strong clinical association with COVID-19 cases. 

Multi-CNN is another approach used in modeling and 
classification of image data in artificial intelligence. The 
approach was used in [49], and it involved utilizing Bayesnet 
Classifier and Correlation-Based Feature Selection (CFS). 
Using two datasets, the multi-CNN method was tested. The 
first dataset contained 453 X-ray images from COVID-19 
patients and 497 images from patients without the disease. The 
accuracy of the model on this dataset was 91.16% and an 
AUC of 96.3%. The second dataset contained 78 X-ray 
images; 71 of which were from COVID-19-infected patients. 
Findings on this data suggested that the accuracy score was 
97.44% and an AUC of 91.1%. The study concluded that pre-
trained multi-CNN was more effective in detecting the disease 
compared to using single-CNN approaches. 

Some studies have utilized capsule neural networks in 
detecting COVID-19 from X-ray images. Capsule networks 
are a form of artificial neural networks, and they are known 
for their ability to fetch spatial information thereby exhibiting 
great performance. Some studies used the method CapsNet to 
detect COVID-19 and found that binary classes seem to 
perform better than multi-class approaches [52, 18]. An 
analysis of the model’s performance on binary classes 
obtained an accuracy score of 97.24%, while in the multi-
class, the score was 84.22% in [52]. The study concluded that 
it is a reliable model for physicians to use in conveniently 
detecting the COVID-19 status of their patients. Fig. 9 shows 
the confusion matrices comparing the results of the two 
analyses with binary and multi-class situations. 

 

Fig. 9. Comparing Binary and Multi-Class Approaches [52]. 

The decision tree classifier has also been used in some 
studies alongside CNN to detect COVID-19 infection from X-
ray images. The studies by [53, 54] find the RT-PCR test as 
inconvenient as it is not time-friendly and it is also not 
affordable to the populace. The researchers suggest a system 
that utilizes the decision tree algorithm to separate COVID-19 
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cases from the rest. The first separation occurs by isoloating 
normal scans from abnormal ones. The second step in the 
decision tree classification involves telling between those that 
have signs of tuberculosis among the abnormal scans. The 
third step is similar to the second step only that this time it 
does so for COVID-19. The accuracy scores of these steps are 
98%, 80%, and 95% for the respective steps. 

V. DISCUSSION 

Many of the studies adopted transfer learning as their 
preferred method in attempting to improve the effectiveness of 
the model. Findings have been quite consistent in establishing 
that this method boosts the performance scores across 
accuracy, sensitivity, precision, and F1-scores. According to 
[27], transfer learning improves model effectiveness by 
ensuring that the analyst does not spend too much time 
training new models. Instead, an analyst relies on previously 
trained models with some few improvements. The study by 
[23] finds that using transfer learning is a key consideration 
among many analysts when dealing with CNN. Some studies 
have reported increased accuracy values running up to 100%. 
It underscores the need for data analysts to embrace this 
approach in their endevors, as it has proven to be reliable. 
Therefore, it is understandable why several studies settled for 
this approach. One important take-away from the review of 
transfer learning approach is that binary-class classification 
seems to be performing better than multi-class classification. 
Data augmentation was also prominent in this approach, 
which also contributed to the heightened effectiveness of the 
resultant models. 

The use of support vector machines in classifying images 
to detect COVID-19 infections was also clear from this 
review. This approach has been lauded in [34] as a formidable 
supervised approach to image classification because of its 
ability to classify and regress too. When combined with 
functions such as Gaussian, linear, cubic, and quadratic, its 
performance increases even further. While it is a relatively 
new classification method, its adoption in this regard is a 

testament to its effectiveness and reliability. The method is 
highly memory-efficient because its decision function uses a 
subset of training points. Perhaps, the only disadvantage with 
the SVM approach is that it is not efficient for large datasets 
because of the time it would take to train the model. For the 
case of COVID-19 detection, the required data does not have 
to be massive. Even here, data augmentation featured 
significantly, and it also positively affected the strength of the 
resultant models. 

CNN with Long Short-Term Memory als featured 
prominently in this review. Findings were clear that 
combining CNN with LSTM significantly improves the 
accuracy of the trained models. This view is consistent with 
[36] where the researchers argue that this approach is an area 
of growing interest because of its effectiveness. The large 
range of parameters provided by LSTM and the input and 
output biases strongly argue the case for its adoption in CNN 
classification models. The method is also a bit insensitive to 
gap length, which is an advantage it holds against the RNN. 
Such advantages seem to give the LSTM approach an edge 
and explain why data scientists would prefer to work on 
models that encapsulate this approach. LSTM in binary 
classification seemed to be more accurate than in multi-class 
classification situations. 

CNN has its pre-trained models that some studies have 
evidently taken advantage of to predict COVID-19 infections. 
Their usage is evident among the studies encapsulated in the 
‘other CNN approaches’ subection. Examples of common 
models are DenseNet-121, SqueezeNet, ResNet18, and 
ResNet50, among others [50]. They have proven to be highly 
effective in accurately predicting the disease based on X-ray 
images. Even here, binary-class classification seems to be 
performing better than multi-class classification. The use of 
decision tree classification was outstanding though it could not 
accurately predict recovery and death rates. 

Table V summarizes the findings and limitations of articles 
consulted throughout this paper. 

TABLE V. SUMMARY OF CONSULTED 

# Publication Author Date Accuracy Sensitivity Specificity F1-Score Purpose 
Model or 
Approach 

Limitation 

1 [21] 
(Bassi & Attux, 
2021) 

100.0% 100.0% 100.0% 100.0% 

Detecting 
COVID-19 
using X-ray 
images 

Transfer Learning 

Only 150 images 

2 [22] 
(Heidari, et al., 
2020) 

94.5% 98.4% 98.0% - 
Only investigates and 
tests two image 
preprocessing methods 

3 [23] 
(Apostolopoulos 
& Mpesiana, 
2020) 

96.8% 98.7% 96.5% - 
More patient data 
needed 

4 [24] 
(Makris, et al., 
2020) 

95.0% - - - None indicated 

5 [25] 
(Horry, et al., 
2020) 

86.0% 86.0% 86.0% 86.0% Inadequate data 

6 [26] 
(Vaid, et al., 
2020) 

96.3% - - - 
Lack of publicly 
available and expert 
labeled images 

7 [27] 
(Benbrahim, et al., 
2020) 

98.03% - 
99.01% 

- - - 
Transfer Learning, 
InceptionV3, 
ResNet50 

--- 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

86 | P a g e  

www.ijacsa.thesai.org 

8 [28] 
(Minaee, et al., 
2020) 

- 98.0% 90.0% - 

Transfer Learning, 
ResNet18, 
ResNet50, 
SqueezeNet, and 
DenseNet-121 

Limited number of 
COVID-19 images 

9 [29] 
(Apostolopoulos, 
et al., 2020) 

99.18% 97.36% 99.42% - 
Transfer Learning, 
MobileNetV2 

--- 

10 [30] 
(Alqudah, et al., 
2020) 

95.2% 93.3% 100.0% 100.0% SVM 
The need for more 
classifier types 

11 [31] 
(Ismael & Şengür, 
2021) 

94.74% 91.0% 98.89% 94.79% SVM, ResNet50 --- 

12 [32] 
(Saraswati, 
Wardani, & 
Indradewi, 2020) 

93.91% 98.75% 89.06% 91.26% 
SVM 

--- 

13 [33] (Saygılı, 2021) 94.5% 92.25% 90.00% - --- 

14 [34] 
(Novitasari, et al., 
2020) 

97.3% - 
100.0% 

- - - 
SVM, ResNet50, 
ResNet101 

Model time processing 
is long 

15 [36] 
(Sherstinsky, 
2020) 

- - - - 
Fundament
als of 
LSTM 

LSTM 

--- 

16 [37] 
(Öztürk & 
Özkaya, 2021) 

- - - - 
Image 
Classificati
on 

--- 

17 [38] 
(Islam, et al., 
2020) 

99.4% 99.3% 99.2% 98.9% 

Detecting 
COVID-19 
using X-ray 
images 

Small sample size 

18 [39] 
(Alazab, et al., 
2020) 

95.0–99.0% - - 
95.0-
99.0% 

--- 

19 [40] (Demir, 2021) 100.0% 100.0% 100.0% - --- 

20 [41] 
(Naeem & Bin-
Salem, 2021) 

98.94% 99.00% 99.00% 99.00% 
Limited number of 
COVID-19 images 

21 [42] 
(Waheed, et al., 
2020) 

95.0% 90/0% 97.0% - ACGAN Small dataset 

22 [43] 
(Mahmud, et al., 
2020) 

97.4% 97.8% 94.7% 97.1% 
Inception, VGG-
19 

--- 

23 [44] (Jain, et al., 2020) 98.9% 98.9% 98.7% 98.2% 
ResNet50, 
ResNet101 

Limited number of 
COVID-19 images 

24 [45] 
(Rahimzadeh & 
Attar, 2020) 

99.5% 80.5% - - 
ResNet50V2 and 
Xception 

Small dataset 

25 [46] 
(Khan, et al., 
2020) 

89.6% - - - Coro-Net, SVM More testing required 

26 [47] 
(Singh, et al., 
2020) 

95.8% 95.6% - 95.9% XceptionNet --- 

27 [48] 
(Ozturk, et al., 
2020) 

98.1% 95.1% 95.3% 96.5% DarkNet 
Limited number of 
COVID-19 images 

28 [49] 
(Abraham & Nair, 
2020) 

91.2% 85.3% 98.5% 91.4% 
Bayesnet 
Classifier 

Not tested in a multi-
class environment 

29 [50] 
(Narin, et al., 
2021) 

94.2% 95.4% 83.5% 74.8% 
ResNet50, 
ResNet101, 
ResNet152 

Limited number of 
COVID-19 images 

30 [51] 
(Che Azemin, et 
al., 2020) 

71.9% 77.3% 71.8% - ResNet101 Inadequate data 

31 [52] 
(Toraman, et al., 
2020) 

97.4% 97.2% 97.0% 97.2% CapsNet Small dataset 

32 [53] (Yoo, et al., 2020) 95.0% 97.5% 90.0% - ResNet18 --- 

33 [54] 
(Hassantabar, et 
al., 2020) 

93.2% 96.1% - - CNN-Softmax --- 
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VI. LIMITATIONS 

One of the most significant limitations of this study is that 
the COVID-19 virus is still mutating. As such, it is difficult to 
tell whether the virus will mutate into a state that causes 
different patterns on the X-ray image. If this happens, there 
will be a need to redo the models to fit this new data. Another 
limitation is that the data sourced by the various studies is not 
the same. Some sourced it from public repositories, some did 
so from private sources, some combined the two, while some 
engaged in augmentation practices. It would be more valid and 
reliable if the studies had sourced their data from the same 
source and applied the different methods. In such a situation, it 
would be reasonable to compare the accuracy scores and 
determine which method is more effective. Thirdly, some 
studies applied multiple methods and approaches to their 
model building process. It is difficult to tell which of the 
component approaches contributed mostly to the model’s 
effectiveness or whether they did not. 

VII. CONCLUSION AND RECOMMENDATIONS 

The study concludes that all the approaches reviewed in 
the discourse are valid and reliable. The slight differences in 
accuracy scores are not significant enough to warrant writing 
off some of the approaches. All of transfer learning, support 
vector machines, long short-term memory, and other CNN 
approaches delivered results that were basically above 90%. It 
explains the growing preference among physicians to use 
these technological methods in detecting COVID-19 early 
enough. The methods are all non-invasive, more affordable, 
and available almost everywhere because the only requirement 
is a chest X-ray of the subject. For the sake of improving the 
model’s accuracy, the study makes the following 
recommendations. 

1) Integrate transfer learning procedures in the model 

formulation process. The study has established that transfer 

learning boosts the formidability of models by allowing them 

to learn from previously trained models and data. 

2) Engage in data augmentation practices. In the pre-

processing segment of the data analysis phase, there is a need 

to augment data, especially where data is scarce. This study 

has found that data augmentation positively impacts the 

strength and viability of a CNN model. 

3) Focus on classifying data based on binary classes. 

Throughout this review, whenever a study compared the 

accuracy scores between binary- and multi-class situations, the 

binary-class scenario produced better results. Hence, it is 

prudent to consider it the main focus of model formulation. 
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Abstract—This paper aimed to discuss product design and 

expert validation of the mathematics web-based learning table set 

up activities in the hospitality industry. This research was a type 

of Research and Development, which aimed to develop a new 

product. The experts involved in this study were four experts. 

There were two experts in the field of learning technology as 

media validators and two experts in the field of mathematics 

education as material validators. In the process of validating the 

mathematics web-based learning in this study, using a 

questionnaire that had been prepared to evaluate it as a research 

instrument. This research had produced mathematics web-based 

learning which consists of five parts, namely, the initial part to 

recall about the Cartesian coordinates; the translation sub-

material section; the reflection sub-material section; the rotation 

sub-material section; and the dilatation sub-material section. In 

the review activity by experts, the average percentage of material 

validators was eighty five percent, its means is very good and the 

average percentage of media validators was ninety five its means 

is very good also. It showed that this mathematics web-based 

learning can be said to be proper to use. 

Keywords—Development; web-based learning; mathematics; 

table set-up; activities 

I. INTRODUCTION 

Mathematics subjects have a quite unique and important 
part in the competence learning of the tourism department [1]-
[2]. Understanding the right concepts in learning mathematics 
can train transcendental reasoning, range of thinking, and 
solving a case[3]-[4]. This will make students accustomed to 
completing case studies in tourism in a more analytical and 
realistic manner[5]. In general, this is in accordance with the 
statement which stated that mathematics shows outstanding 
skills in a person, both in terms of concretizing something 
abstract, finding the right solution in a case, as well as the 
power of thinking on an object[6]-[7]. 

In reality, mathematics is one of the subjects that are less 
attractive to Tourism Vocational School students[8]-[9]. This is 
because it is considered a difficult subject to learn and most 
students have not realized and understood the true meaning of 
mathematics[10]. This is in accordance with the opinion that 
most students do not want to focus on learning mathematics 
because of the assumption that mathematics is difficult, scary, 
boring and some people hate mathematics so that every time 
they take part in learning mathematics, someone immediately 
feels unwell[11]–[14]. 

Factors from students and teachers become the basis for the 
reason why many students are less interested in learning 

mathematics[15]. The factor from the students that became the 
basis for the reason was the classical view of students, namely 
that mathematics is a difficult subject to learn[16]. The factor 
from the teacher that became the basis for the reason was the 
difficulty of the teacher in finding the right method to lead 
students to participate in mathematics learning voluntarily 
without feeling coercion directly[17]. This difficulty causes 
students to feel bored and not enthusiastic to take part in 
learning mathematics[18]. This is supported by the opinion 
which stated that the difficulty in selecting methods that can be 
used to make students understand in learning mathematics is a 
teacher difficulty[19]. Another factor that causes students' lack 
of interest in learning mathematics is because the form of 
teaching materials has not been able to raise awareness of the 
importance of mathematics[20]. Teaching materials that still 
feature algorithms and formula derivations, raise students' 
assumptions about solid material, feel less clear and it is 
difficult to understand the material because of a dislike for 
math subjects[21]. This is supported by the results of research 
showing that: 1) learning by using textbooks is not liked by 
students, because it creates a sense of being lost in dense 
material and emphasizes algorithms so that students have 
difficulty accepting mathematics learning[22]; 2) The 
presentation of learning that is commonly done by teachers has 
not been able to arouse students' desire to learn, so students are 
not quite ready to receive lessons [23]; 3) students do not feel 
challenged to work on the questions available in mathematics 
learning, because the examples of questions and practice 
questions provided are difficult to understand [24]. 

In addition, Tourism Vocational School students only focus 
on the competencies of the majors they choose[25]. Many 
students think that Mathematics is not so applied in Business 
World or Industrial World where they carry out On the Job 
Training or their place to find work after graduating from 
Vocational High School[26]. Some explorations have also been 
carried out by Mathematics teachers, but the number of 
students who have an interest can still be counted on the 
fingers[27]. Students' understanding of the many mathematical 
concepts that can be applied in solving problems related to the 
tourism sector is still so minimal[28]. This causes the sinking 
of students' desire to study mathematics voluntarily[29]. 

Overcoming these problems requires the development of 
teaching materials that can make Tourism Vocational Schools' 
students interested in learning mathematics. The teaching 
materials is able to developed can be in the form of 
mathematics web-based learning[30]-[31] . Applications in the 
form of colorful pictures with interesting characters and 
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mathematical material treats in it[33]-[32]. The reality in the 
field is that there are many mathematical learning applications 
that have been developed. Some even carry applications with 
the STEM concept[34]. However, there is no mathematics 
web-based learning that carries the theme of tourism practice, 
so that Tourism Vocational School students understand that 
mathematics learning is also used in the work practice of the 
tourism industry. 

Based on this, this research was conducted to develop an 
application for learning mathematics that was raised in 
industrial work practices in one part of the food and beverage 
service. The material used in the development of this 
mathematics web-based learning is Transformation material. 
Where this Transformation material is raised in the table set up, 
that is the one of tourism practice activity. 

II. METHOD 

This research was a type of Research and Development 
(R&D), which aimed to develop a new product. The 
development activities carried out in this research were focused 
on product design and formative evaluation. The stages carried 
out consist of the Preliminary Research and Prototyping Stage. 

A. Preliminary Research 

The steps taken at this stage were literature studies to look 
for problems related in schools learning as well as deficiencies 
in existing mathematics learning. Field surveys to complement 
and strengthen the findings in the literature study also taken. 
This stage aimed to obtain information on problems in 
mathematics material and deficiency of previous instructional 
media. The field survey consisted of interviews with three 
teachers and distributing questionnaires to one hundred and 
eighteen students. 

B. Prototyping Stage 

The manufacture and improvement of product prototypes 
as a problem-solving medium obtained earlier was carried out 
at this stage, after finding problems in the learning process at 
the preliminary research stage. This stage consists of designing 
design guidelines, optimizing prototypes, formative 
evaluations. In the formative evaluation activity, it is the 
product evaluation stage (prototype) that had been made 
previously[35]. The prototype was tested in several stages of 
formative evaluation, including: 1) Research team members 
examined the design using a list of important characteristics 
from the intervention components; 2) A group of experts 
provide responses related to the intervention prototype. The 
experts involved in this study were 2 (two) experts in the field 
of learning technology as media validators and 2 (two) experts 
in the field of mathematics education as material validators. 
Usually this is done using open and closed questionnaires or 
interviews; 3) Walkthrough: through face-to-face researchers 
together with users (teachers and students) reviewing the 
intervention prototype; 4) Micro Evaluation was intended to 
evaluate a small group of users (students) to use the 
intervention section in normal situations; 5) Try-out a number 
of user groups (students) using the intervention. On the focus 
of effectiveness evaluation, evaluators did it by test. 

Expert validation questionnaires, student response 
questionnaires, and teacher response questionnaires were 
analyzed using a multilevel scale. The data obtained was 
quantitative data which was then translated into qualitative 
data. Respondents did not answer one of the qualitative 
answers on the multilevel scale model, but answered one of the 
quantitative answers which were provided. Five alternative 
answers were provided on a graded scale with a range of values 
from 0 to 4, which are shown in Table I. 

TABLE I. CRITERIA FOR GRADED SCALE 

Score Criteria 

4 Very Good 

3 Good 

2 Enough 

1 Bad 

0 Very Bad 

The percentage of answers for each question indicator can 
be calculated using the following formula. 

           
∑                       

∑               
      

The percentage of answers to all aspects of the question can 
be calculated using the following formula. 

           
∑                                    

∑              ∑       
      

In addition to using a multilevel scale in the expert 
validation questionnaire, the answers to the conclusions from 
the validation results used the Guttman scale. The Guttman 
scale yields an unequivocal “yes-no” answer. The “adequate-
not eligible” scale was used in this questionnaire. Drawing 
conclusions about the properly of the media used the following 
formula. 

           
∑                                  

∑             
      

III. RESULT AND DISCUSSION 

A. Preliminary Research 

In the Preliminary Research stage, several potentials and 
problems faced by students were found based on the results of 
the preliminary research questionnaire presented in Table II. 
The potential and the problem was that students were less 
interested in learning mathematics because of the assumption 
that mathematics has nothing to do with tourism activities. 
According to them, productive learning activities are more 
important and more fun to carry out than learning mathematics. 
Students feel lazy and find it difficult to learn mathematical 
material contained in textbooks. And there was no mathematics 
learning media that can link productive learning with 
mathematics learning. This was supported by the results of 
interviews with mathematics subject teachers which can be 
concluded as follows. 1) Most students feel lazy and have 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

91 | P a g e  

www.ijacsa.thesai.org 

difficulty in learning mathematics; 2) Some students feel less 
helped by the teaching materials which they use in learning 
mathematics; 3) The teaching materials used in learning 
mathematics are quite varied, it's just that there are no learning 
media that can be collaborated with productive learning; 4) 
When applying mathematics learning media that can be 
downloaded from the internet, students play with their 
cellphones instead of studying; 5) The mathematics material 

that they should have learned, especially in XI grade, was 
simply missed when they had carried out the On the Job 
Training program; 6) Educators expect mathematics material to 
be linked and collaborated with vocational practice activities; 
7) Some students who think that mathematics is not important 
prefer to participate in vocational activities, even though they 
already know that they are lagging behind in learning 
mathematics. 

TABLE II. RESULTS OF PRELIMINARY RESEARCH QUESTIONNAIRE 

No. Subject 
Item 

Total Percentage (%) 
1 2 3 4 5 6 7 8 9 10 11 

1 P1S1 1 0 1 0 1 0 1 0 1 1 0 6 54.55 

2 P1S2 1 0 1 1 0 0 1 1 1 0 1 7 63.64 

3 P1S3 0 1 1 0 1 0 1 0 0 1 1 6 54.55 

4 P1S4 0 1 0 0 1 1 1 0 1 1 1 7 63.64 

5 P1S5 1 0 0 1 1 0 1 0 0 1 0 5 45.45 

6 P1S6 0 1 0 1 1 1 1 1 1 0 0 7 63.64 

7 P1S7 1 1 1 0 1 1 0 1 0 1 0 7 63.64 

8 P1S8 0 0 0 1 0 1 1 1 1 0 0 5 45.45 

9 P1S9 1 1 1 0 0 1 1 0 1 0 0 6 54.55 

10 P1S10 0 1 0 1 0 0 0 1 0 0 1 4 36.36 

11 P1S11 1 0 0 1 1 1 1 0 1 0 1 7 63.64 

12 P1S12 0 1 0 1 0 1 1 1 0 1 1 7 63.64 

13 P1S13 1 1 1 0 1 1 1 0 0 1 0 7 63.64 

14 P1S14 0 1 0 1 0 1 0 1 1 0 0 5 45.45 

15 P1S15 1 0 0 1 1 0 0 1 0 1 0 5 45.45 

16 P1S16 0 1 0 1 0 1 0 0 1 1 1 6 54.55 

17 P1S17 1 0 0 1 1 0 0 1 0 0 1 5 45.45 

18 P1S18 0 1 1 1 0 1 1 0 0 1 1 7 63.64 

19 P1S19 1 0 1 0 1 1 0 1 0 1 1 7 63.64 

20 P1S20 1 1 0 0 1 0 1 1 1 1 1 8 72.73 

21 P1S21 0 0 1 0 1 1 0 1 0 1 0 5 45.45 

22 P1S22 1 0 1 0 1 1 1 0 1 0 1 7 63.64 

23 P1S23 1 1 0 1 0 1 1 0 1 0 1 7 63.64 

24 P1S24 0 1 0 1 1 1 1 1 0 0 0 6 54.55 

25 P1S25 1 0 0 1 1 1 1 0 1 0 1 7 63.64 

26 P1S26 0 1 0 1 0 1 0 1 0 1 1 6 54.55 

27 P1S27 1 1 1 0 1 0 0 1 0 1 0 6 54.55 

28 P1S28 1 1 0 1 0 1 0 1 1 0 0 6 54.55 

29 P1S29 1 0 1 0 0 1 1 1 0 1 0 6 54.55 

30 P1S30 1 1 0 1 0 1 1 0 0 1 1 7 63.64 

31 P2S1 1 0 1 0 0 0 1 0 1 1 0 5 45.45 

32 P2S2 1 1 0 0 1 1 0 0 1 1 1 7 63.64 

33 P2S3 1 0 1 0 1 0 1 0 0 1 1 6 54.55 

34 P2S4 1 1 1 0 0 1 0 0 1 0 1 6 54.55 

35 P2S5 0 1 1 1 1 0 0 1 0 0 1 6 54.55 

36 P2S6 1 1 1 1 0 1 0 0 1 0 0 6 54.55 

37 P2S7 1 0 0 1 0 1 0 1 1 1 1 7 63.64 

38 P2S8 0 1 1 0 0 1 1 0 1 0 1 6 54.55 

39 P2S9 1 1 0 1 0 1 1 1 0 0 1 7 63.64 

40 P2S10 1 1 0 1 1 0 1 0 1 0 1 7 63.64 

41 P2S11 0 1 0 1 1 1 1 1 0 1 0 7 63.64 

42 P2S12 1 0 0 0 1 1 1 1 1 0 0 6 54.55 

43 P2S13 0 1 0 1 1 1 0 0 0 1 0 5 45.45 

44 P2S14 0 1 0 1 0 1 1 1 1 0 1 7 63.64 

45 P2S15 1 1 1 0 0 0 1 0 1 0 1 6 54.55 

46 P2S16 1 0 0 1 0 1 1 1 0 0 0 5 45.45 

47 P2S17 0 1 0 1 0 1 1 0 1 0 1 6 54.55 

48 P2S18 1 0 0 1 1 1 0 1 0 1 1 7 63.64 

49 P2S19 0 1 0 1 0 1 0 0 1 0 1 5 45.45 

50 P2S20 1 1 1 1 1 0 0 1 0 1 0 7 63.64 

51 P2S21 1 0 1 0 0 1 0 1 1 0 0 5 45.45 

52 P2S22 1 1 1 1 0 0 1 0 0 1 0 6 54.55 

53 P2S23 1 1 1 1 0 1 0 1 0 1 1 8 72.73 

54 P2S24 1 0 0 1 1 0 0 1 1 0 1 6 54.55 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

92 | P a g e  

www.ijacsa.thesai.org 

55 P2S25 1 1 1 1 0 1 0 1 0 1 0 7 63.64 

56 P2S26 0 1 0 0 1 1 1 1 1 0 0 6 54.55 

57 P2S27 1 0 0 1 1 1 1 0 0 1 0 6 54.55 

58 P2S28 0 1 0 1 1 1 0 0 1 0 1 6 54.55 

59 P2S29 0 1 1 0 1 1 1 1 0 0 1 7 63.64 

60 P2S30 1 0 1 0 1 0 1 0 1 0 1 6 54.55 

61 P3S1 1 1 1 1 0 0 0 1 1 0 1 7 63.64 

62 P3S2 0 1 1 0 1 0 1 1 0 1 1 7 63.64 

63 P3S3 0 1 0 1 1 0 1 0 1 1 1 7 63.64 

64 P3S4 1 0 0 1 1 1 0 0 1 0 1 6 54.55 

65 P3S5 0 1 0 0 0 0 1 0 1 1 1 5 45.45 

66 P3S6 1 1 1 1 1 0 1 0 0 1 0 7 63.64 

67 P3S7 0 1 0 1 1 1 0 1 1 0 0 6 54.55 

68 P3S8 1 1 1 0 0 1 0 1 0 1 0 6 54.55 

69 P3S9 0 1 0 1 1 0 0 1 1 1 1 7 63.64 

70 P3S10 1 0 0 1 0 1 0 1 1 1 1 7 63.64 

71 P3S11 0 1 0 1 1 1 1 0 1 0 0 6 54.55 

72 P3S12 1 1 1 1 1 0 0 1 0 0 1 7 63.64 

73 P3S13 1 1 1 0 1 1 1 0 0 1 1 8 72.73 

74 P3S14 0 1 1 1 1 1 0 1 0 1 0 7 63.64 

75 P3S15 1 0 0 0 1 0 1 1 1 1 1 7 63.64 

76 P3S16 1 1 1 1 0 0 1 1 0 1 1 8 72.73 

77 P3S17 0 1 1 0 1 0 1 0 1 1 1 7 63.64 

78 P3S18 0 1 0 0 0 1 1 1 1 1 1 7 63.64 

79 P3S19 1 0 0 1 1 1 1 1 1 1 0 8 72.73 

80 P3S20 0 1 0 1 1 1 0 1 1 0 1 7 63.64 

81 P3S21 1 1 1 1 1 1 1 1 0 1 0 9 81.82 

82 P3S22 1 0 0 1 1 1 1 0 1 0 0 6 54.55 

83 P3S23 0 1 1 0 1 1 0 1 0 1 0 6 54.55 

84 P3S24 1 1 1 1 0 1 1 1 1 1 1 10 90.91 

85 P3S25 1 0 0 0 1 0 1 1 1 0 0 5 45.45 

86 P3S26 1 1 1 1 0 0 1 1 1 1 1 9 81.82 

87 P3S27 1 1 1 0 1 0 1 1 0 1 1 8 72.73 

88 P3S28 0 0 1 0 1 0 1 0 1 1 1 6 54.55 

89 P3S29 1 1 0 0 0 1 0 0 1 1 1 6 54.55 

90 P4S1 1 0 1 0 1 0 1 0 1 1 1 7 63.64 

91 P4S2 1 1 0 1 1 0 1 0 0 1 0 6 54.55 

92 P4S3 1 0 1 0 1 0 1 1 1 0 0 6 54.55 

93 P4S4 1 1 1 1 0 0 1 1 0 1 0 7 63.64 

94 P4S5 0 1 0 0 1 0 0 1 1 1 1 6 54.55 

95 P4S6 1 0 0 1 1 1 1 1 1 0 0 7 63.64 

96 P4S7 0 1 0 1 1 1 1 0 0 1 0 6 54.55 

97 P4S8 1 0 0 1 1 1 1 1 1 0 0 7 63.64 

98 P4S9 1 1 1 0 1 0 1 1 0 1 0 7 63.64 

99 P4S10 0 1 0 1 0 0 1 0 1 1 1 6 54.55 

100 P4S11 1 0 0 0 1 0 1 1 1 1 1 7 63.64 

101 P4S12 0 1 0 1 1 1 0 1 0 0 0 5 45.45 

102 P4S13 1 1 0 1 0 1 1 0 0 1 1 7 63.64 

103 P4S14 0 1 0 1 1 1 0 1 0 1 1 7 63.64 

104 P4S15 1 0 0 0 1 1 0 1 1 1 0 6 54.55 

105 P4S16 0 1 0 1 1 0 1 0 0 1 1 6 54.55 

106 P4S17 1 1 1 1 1 1 0 1 0 0 1 8 72.73 

107 P4S18 1 1 1 0 0 1 1 0 0 1 1 7 63.64 

108 P4S19 1 1 0 1 0 1 0 1 0 1 1 7 63.64 

109 P4S20 1 1 1 0 0 1 1 1 0 1 0 7 63.64 

110 P4S21 1 0 0 1 0 1 1 1 1 0 0 6 54.55 

111 P4S22 0 1 1 0 1 0 1 1 0 1 0 6 54.55 

112 P4S23 1 1 0 1 0 0 0 1 1 1 1 7 63.64 

113 P4S24 1 1 1 0 1 0 1 0 1 1 0 7 63.64 

114 P4S25 0 0 1 0 1 1 1 1 0 1 1 7 63.64 

115 P4S26 1 1 0 0 1 0 0 1 1 1 1 7 63.64 

116 P4S27 1 0 1 0 1 0 1 0 1 0 1 6 54.55 

117 P4S28 1 1 1 1 1 1 0 0 1 1 1 9 81.82 

118 P4S29 1 1 1 0 0 0 1 0 1 1 1 7 63.64 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

93 | P a g e  

www.ijacsa.thesai.org 

B. Prototyping Stage 

In the Prototyping stage, the researcher made a plan to 
determine the Basic Competence and Student Learning 
Experience and made a feasibility instrument. The selection of 
subject matter is done based on the consideration of the 
difficulties of teachers and students in learning mathematics. 
Transformation material in mathematics vocational high school 
XI grade was chosen because of the frequent delays in learning 
this material. This was because when these learning materials 
must have been given, students instead have to focus on 
vocational practice activities to face the On the Job Training 
(OJT) program. The students' too busy with vocational practice 
activities resulted in the Transformation material being missed 
and made students start to feel that mathematics was not 
important, the most important thing was a productive subjects. 

This mathematics web-based learning was developed to 
make students more aware that mathematics can be found in 
productive subjects. And in order the cognitive load of students 
in learning mathematics can be reduced, so that students begin 
to feel that learning mathematics is interesting to understand. 
At this stage the researchers collaborated between vocational 
practice activities and mathematics learning, where 
mathematics learning material was inserted into several steps 
of vocational practice activities. The parts of the developed 
mathematics web-based learning can be explained as follows. 

At the beginning section of the application before starting 
the Transformation lesson, students are invited to recall the 
Cartesian field. The initial part of this application can be seen 
in the form of Fig. 1. 

In this section, students are led to imagine the Cartesian 
coordinates on the table-set up practice. Students are stimulated 
to determine the correct Cartesian coordinates for placing 
flower vases and other table-set up practice equipment. 

The second part of the application is the part where 
learning mathematics begins to enter the sub-section of the 
translation material. The second of this application can be seen 
in the form of Fig. 2. 

In this section, the table-set-up practice has reached the 
laying of plates. Here students are led to understand the 
concept of translation material with cases of shifting plates and 
shifting other table-set up practice equipment. Students are led 
to understand that shifts that occur in plates or other items will 
only change the point of position, not the size or shape of the 
item. 

 

Fig. 1. Given the Cartesian Coordinates. 

 

Fig. 2. Translation Sub-Material Section. 

The third part of the application is the part where 
mathematics learning begins to enter the Reflection material 
sub-section. The third of this application can be seen in the 
form of Fig. 3. 

 

Fig. 3. Reflection Sub-Material Section. 

In this section the table-set up practice has reached the 
laying of the napkin on the plate. Here students are led to 
understand the concept of Reflection material with the case of a 
flower vase as a mirror, where the distance from plate A to the 
flower vase is the same as the distance from plate A' to the 
flower vase. Students are led to understand the reflection that 
occurs on plate A and plate B and determine the position of the 
image according to the coordinates of the points. Students are 
also led to understand that the mirror in this reflection material 
can be a point and can also be a line. 

The fourth part of the application is the part where 
mathematics learning begins to enter the Rotation material sub-
section. The fourth of this application can be seen in the form 
of Fig. 4. 

 

Fig. 4. Rotation Sub-Material Section. 
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In this section, the table-set up practice is equipped with 
cutlery placement. Here students are led to understand the 
concept of material Rotation with cases, rotation of the knife 
on the B&B plate marked with the letter "S" with the knife on 
the B&B plate marked with the letter "R". This rotation occurs 
with the flower vase as the axis. Students are led to understand 
the rotation that occurs if it is rotated clockwise or 
counterclockwise at a certain angle. 

The fifth part of the application is the part where 
mathematics learning has entered the Dilatation material sub-
section. The fifth of this application can be seen in the form of 
Fig. 5. 

 

Fig. 5. Dilatation Sub-Material Section. 

In this section the table-set up is complete, all the cutlery, 
crockery, glassware, and linen that are prepared on the table as 
a utensil to eat for a guest have been set up. Here students are 
led to understand the concept of Dilatation material with cases: 
replacement the show plate with B&B plate; And also with the 
replacement of other cutlery with the same shape but different 
sizes. Students are led to understand the enlargement or 
reduction that occurs if there is a replacement in the cutlery. 

This developed mathematics web-based learning had been 
validated by educational technology experts and mathematics 
education experts. In the process of validating the application 
of mathematics learning in this study, using a questionnaire 
that had been prepared to evaluate it as a research instrument. 
Adjusting the objectives of each questionnaire was taken into 
consideration in the preparation of this instrument. The 
questionnaires were media expert evaluation questionnaires 
and material expert evaluation questionnaires. The activity of 
reviewing the mathematics web-based learning was carried out 
by distributing questionnaires to experts. 

The results of the validation carried out by two material 
experts and two media experts on the mathematics web-based 
learning can be seen in Table III and Table IV. 

TABLE III. VALIDATION RESULTS OF MATERIAL EXPERT VALIDATION ON 

MATHEMATICS WEB-BASED LEARNINGS 

No. 
Evaluated 

Aspect 

Number 

of Items 

Validators Percentage 

(%) 
Revision  

I II 

1 
Learning 
Design 

16 11 14 78 
No 
revision 

2 
Teaching 

Material 
6 6 5 92 

No 

revision 

Mean   85  

TABLE IV. VALIDATION RESULTS OF MEDIA EXPERTS ON MATHEMATICS 

WEB-BASED LEARNING 

No. 
Evaluated 

Aspect 

Number 

of Items 

Validators Percentage 

(%) 
Revision  

III IV 

1 
Software 

engineering 
10 10 10 100 

No 

revision 

2 
Visual 

Communication 
13 12 11 89 

No 

revision 

Mean   95  

The validation of the mathematics web-based learning was 
carried out by four experts, namely two experts in the field of 
Learning Engineering education and two experts in the field of 
Mathematics Education. The evaluation carried out on the 
mathematics web-based learning used several aspects to 
measure it, including: software engineering, visual 
communication, learning design and teaching materials. In the 
aspect of "software engineering", evaluator III assigned an 
assessment score "1 (proper)" on each indicator with the total 
number of indicators was 10. Evaluator IV also gave an 
assessment score "1 (proper)" on each indicator with the total 
number of indicators was 10. So that obtained a percentage of 
100%. By matching the results of these percentages with the 
percentage level of achievement on a five scale, the "software 
engineering" aspect was included in very good qualifications, 
so there was no need to revise this aspect. In the aspect of 
"visual communication" there were 13 indicator items, 
evaluator III gave an assessment score "1 (proper)" on 12 
indicator items and "0 (it was not proper)" on 1 indicator item. 
Evaluator IV gave an assessment score of "1 (proper)" on 11 
indicator items and "0 (they were not proper)" on 2 indicator 
items. So that obtained a percentage of 89%. By matching the 
results of these percentages with the percentage level of 
achievement on a five scale, the "visual communication" aspect 
was included in the very good qualification, so there was no 
need to revise this aspect. In the aspect of "learning design" 
which consists of 16 indicator items, evaluator I gave an 
assessment score "1 (proper)" on 11 indicator items and "0 
(they were not proper)" on 6 indicator items. Evaluator II gave 
an assessment score "1 (proper)" on 14 indicator items and "0 
(they were not proper)" on 2 indicator items. So that obtained a 
percentage of 78%. By matching the results of these 
percentages with the percentage level of achievement on a five 
scale, the "learning design" aspect is included in good 
qualifications, so there is no need to revise this aspect. In the 
aspect of "teaching material" which consists of 6 indicator 
items, evaluator I gave an assessment score "1 (proper)" on all 
indicator items. Evaluator II gave an assessment score "1 
(proper)" on 5 indicator items and "0 (it was not proper)" on 1 
indicator item. So that the percentage obtained was 92%. By 
matching the results of these percentages with the percentage 
level of achievement on a five scale, the "teaching material" 
aspect is included in very good qualifications, so there is no 
need to revise this aspect. 

In addition to the results of the expert validity test, 
walkthrough activities were also carried out. In this case the 
author used it as a guide for revising the mathematics web-
based learning. The results of the walkthrough activities can be 
seen in Table V. 
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TABLE V. WALKTHROUGH RESULTS OF MATHEMATICS WEB-BASED 

LEARNINGS 

No. 
Evaluated 

Aspect 

Students 
Quantity 

Percentage 

(%) 
Note 

I II III 

1. Content 4 4 3 11 92 
Very 

Good 

2. 
Learning 

Design 
4 4 3 11 88 

Very 

Good 

3. 
Implement
ation 

3 4 3 10 83 
Very 
Good 

4. 
Technical 

Quality 
4 4 4 12 94 

Very 

Good 

Mean     89 
Very 

Good 

The results of the pretest and posttest of students who were 
included in the Walkthrough activity can be seen in Table VI. 

TABLE VI. PRETEST AND POSTTEST RESULTS ON WALKTHROUGH 

ACTIVITIES 

No. Students Pretest Posttest 

1 SPW01 65 80 

2 SPW02 70 85 

3 SPW03 60 75 

Mean 65 80 

In the walkthrough activity involving 3 students, the 
average increase in student learning outcomes was obtained 
which in the pretest the average learning outcome was 65% 
and in the posttest the average learning outcomes increased to 
80%. The average student response questionnaire results were 
also obtained by 89%. If the average value is matched with the 
percentage level of achievement on a five scale, the 
walkthrough activity was considered to be running very well. 
Based on the results of the expert validation and walkthrough 
activities, it can be concluded that the developed mathematics 
web-based learning is proper to used. After the formative 
evaluation of mathematics web-based learning passed through 
expert validation and walkthrough activities, it was continued 
with Micro Group Evaluation with a larger number of students. 
The Micro Group Evaluation results of the Mathematics web-
based learning can be seen in Table VII. 

The results of the pretest and posttest of students who were 
included in the Micro Group Evaluation activity can be seen in 
Table VIII. 

In the micro-evaluation activity that involved 15 students, it 
was found the average increase in student learning outcomes. 
The average learning outcome in the pretest was 69.3 and in 
the posttest the average learning outcomes increased to 79.6. 
The average student response questionnaire results of 97% also 
obtained. If the average value was matched with the percentage 
level of achievement on a scale of five, the micro-evaluation 
activity was considered to be running very well. Based on the 
results of the evaluation of the micro group, it can be 
concluded that the developed mathematics web-based learning 
was proper to use. Furthermore, the flow of formative 
evaluation continues to the last part, namely the Try-out. The 

Tray-out results of the Mathematics web-based learning can be 
seen in Table IX. 

TABLE VII. THE MICRO GROUP EVALUATION RESULT OF MATHEMATICS 

WEB-BASED LEARNING 

Students 
Efficienc

y 

Conten

t 

Learning 

Design 

Impleme

ntation 
Mean 

S1 4 4 3 4 3.75 

S2 4 4 4 4 4.00 

S3 3 3 4 4 3.50 

S4 4 4 4 4 4.00 

S5 3 4 4 4 3.75 

S6 4 4 4 4 4.00 

S7 4 4 4 3 3.75 

S8 4 4 4 4 4.00 

S9 4 4 3 4 3.75 

S10 4 4 4 4 4.00 

S11 4 4 4 3 3.75 

S12 4 4 4 4 4.00 

S13 4 4 3 4 3.75 

S14 4 4 4 4 4.00 

S15 4 4 4 4 4.00 

Quantity 58 59 57 58 58.00 

Percentage 
(%) 

97 98 95 97 97 

Note 
Very  

Good 

Very  

Good 

Very  

Good 

Very 

Good 

Very 

Good 

TABLE VIII. PRETEST AND POSTTEST RESULTS ON MICRO GROUP 

EVALUATION ACTIVITIES 

No. Students Pretest Posttest 

1 SPEM01 60 75 

2 SPEM02 75 82 

3 SPEM03 70 80 

4 SPEM04 70 84 

5 SPEM05 65 76 

6 SPEM06 75 84 

7 SPEM07 70 78 

8 SPEM08 65 80 

9 SPEM09 65 75 

10 SPEM10 75 85 

11 SPEM11 60 76 

12 SPEM12 70 79 

13 SPEM13 75 81 

14 SPEM14 75 84 

15 SPEM15 70 75 

Mean 69.3 79.6 
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TABLE IX. THE TRAY-OUT RESULT OF MATHEMATICS WEB-BASED 

LEARNING 

Students 

Evaluated Aspect 

Implementat

ion 

Sustainabil

ity 

Appropria

teness 

Acceptance and 

attraction 

S1 4 4 3 4 

S2 4 3 4 4 

S3 3 3 4 4 

S4 4 3 4 4 

S5 3 4 4 4 

S6 4 4 4 4 

S7 4 4 4 4 

S8 4 4 4 4 

S9 4 3 3 4 

S10 4 3 4 4 

S11 4 3 4 4 

S12 4 4 4 4 

S13 4 4 3 4 

S14 4 4 4 4 

S15 4 4 4 4 

S16 4 4 4 3 

S17 4 4 4 4 

S18 4 3 3 3 

S19 4 4 4 3 

S20 4 3 4 4 

S21 4 3 4 4 

S22 3 4 4 4 

S23 3 4 4 4 

S24 3 4 4 3 

S25 4 4 3 4 

S26 4 3 4 4 

S27 4 3 4 4 

S28 3 3 4 3 

S29 3 4 4 4 

S30 3 4 4 4 

Quantity 112 108 115 115 

Percenta

ge (%) 
93 90 96 96 

Note Very Good Very Good Very Good Very Good 

The results of the pretest and posttest of students who were 
included in the Try-out activity can be seen in Table X. 

In the Try-out activity involving 30 students, the average 
increase in student learning outcomes was obtained which in 
the pretest the average learning outcome was 67.8 and in the 
posttest the average learning outcome increased to 80.8. The 
average student response questionnaire results were also 
obtained by 93.8%. If the average value was matched with the 
percentage level of achievement on a five scale, the Try-out 
activity had been running very well. Based on the results of the 
Try-out activity, it can be concluded that the developed 
mathematics web-based learning was proper to use. 

TABLE X. PRETEST AND POSTTEST RESULTS ON TRY-OUT ACTIVITIES 

No. Students Pretest Posttest 

1 SPTO01 75 85 

2 SPTO02 75 86 

3 SPTO03 70 84 

4 SPTO04 65 78 

5 SPTO05 70 80 

6 SPTO06 60 75 

7 SPTO07 75 85 

8 SPTO08 70 82 

9 SPTO09 70 80 

10 SPTO10 60 76 

11 SPTO11 70 84 

12 SPTO12 70 81 

13 SPTO13 70 84 

14 SPTO14 70 80 

15 SPTO15 65 78 

16 SPTO16 60 82 

17 SPTO17 75 85 

18 SPTO18 70 80 

19 SPTO19 70 84 

20 SPTO20 60 76 

21 SPTO21 65 77 

22 SPTO22 75 85 

23 SPTO23 70 82 

24 SPTO24 65 80 

25 SPTO25 60 76 

26 SPTO26 65 79 

27 SPTO27 65 81 

28 SPTO28 70 84 

29 SPTO29 60 75 

30 SPTO30 70 80 

Mean 67.83 80.8 

The results of this study support several previous studies. 
The following is the previous research. Bailey et al. with 
research title Finding Satisfaction: Intrinsic Motivation for 
Synchronous and Asynchronous Communication in the Online 
Language Learning Context. The results of the research 
showed that students' attention and motivation to learning arise 
when learning materials are associated with what students 
enjoy[36]. Ruder et al. with research title Getting Started with 
Team-Based Learning (TBL): An Introduction. The results of 
the research showed that stimulating student activity can be 
done by presenting learning challenges and direct involvement 
of students in learning practices[37]. Ardana et al. with the 
research title “The expansion of sociocultural theory-oriented 
mathematical learning model. The results of the study indicate 
that learning mathematics must consider 4 pillars (learning to 
know, learning to do, learning to be, and learning to live 
together in peace and harmony) [38]. Wares with research title 
A Gift Box Filled with Mathematics. The results of the 
research show that the relationship between feedback and 
reinforcement will be strengthened if it is used frequently and 
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will decrease or even disappear if it is rarely or never used[39]. 
Therefore, activities related to repetition are very necessary in 
learning. Sudiarta et al. with the title Investigation on students' 
mathematical online discussion: A case study in grade 8 SMPN 
1 Denpasar. The research result showed that online discussions 
are able to create very significant mathematical abilities 
(conceptual understanding, procedural fluency, strategic 
competence, adaptive reasoning, and productive disposition) 
and communication skills (clarification, advice). So in this case 
web-based learning is needed to support discussion activities. 
Furthermore, Chen et al. with research title Extending 
Cognitive Load Theory to Incorporate Working Memory 
Resource Depletion: Evidence from the Spacing Effect. The 
results of the research indicated that teachers must be able to 
regulate learning activities, starting from planning, the 
implementation process to the final stage, namely assessment 
or evaluation, so that students can participate in the learning 
process well without significant differences[40]. Based on the 
results of the research and several supporting theories, it can be 
concluded that in vocational mathematics learning there should 
be a collaboration of mathematics learning materials with 
vocational practice activities so that in addition to learning in 
theory students also get hands-on practical experience in 
learning mathematics. 

IV. CONCLUSION 

This research has succeeded in developing a prototype of a 
mathematics web-based learning that carries the theme of table 
set-up industry practice in the Food and Beverage Service 
department. In the expert test activities, the average percentage 
of material validators was 85% (very good) and the average 
percentage of media validators was 95% (very good). In the 
walkthrough activity, an average increase in student learning 
outcomes was obtained, which in the pretest was 65 and in the 
posttest increased to 80. The average student response 
questionnaire results were also obtained by 89% (very good). 
In the micro-evaluation activity, it was found that the average 
increase in student learning outcomes.  The average in the 
pretest was 69.3 and in the posttest increased to 79.6. The 
average student response questionnaire results of 97% (very 
good) also obtained. In the Try-out activity, an average 
increase in student learning outcomes was obtained, which in 
the pretest was 67.8 and in the posttest increased to 80.8. The 
average student response questionnaire results were also 
obtained by 93.8% (very good). Thus it can be concluded that 
the mathematics web-based learning developed in this study 
has met the standards of validity, practicability and 
effectiveness to be said to be proper for use. Future work that 
can be done is to analyze the factors that are influenced by the 
use of this mathematics web-based learning and perform a 
comparative analysis with other equivalent learning 
applications. 
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Abstract—Recently, most software projects became naturally 

Distributed Agile Development (DAD) projects. The main 

benefits of DAD projects are cost-saving and being close to 

markets due to their distributed nature, such as in large-scale 

Scrum (LeSS). Developing LeSS projects leads to the emergence 

of challenges in risk management, especially the team 

collaboration challenges, where there is no standardized process 

for teams to communicate collaboratively. Team collaboration 

and the knowledge sharing is a vital resource for a large Scrum 

team's success. Hence, finding a dynamic technique that 

facilitates team collaboration in the LeSS environment is 

necessary. This paper proposes a risk management framework 

for LeSS using outer metadata requests. The proposed 

framework manages the outer requests amongst the distributed 

team. Therefore, it avoids missing team collaboration, risks, and 

threats to project completion. It also contributes to exchanging 

team skills and experience. The proposed framework is evaluated 

by applying it to two different case studies for large-scale Scrum 

projects. The evaluation results are given. The evaluation proved 

the effectiveness of the proposed framework. 

Keywords—Distributed agile development; knowledge sharing; 

risk management; large scale scrum; metadata outer request 

management 

I. INTRODUCTION 

Agile is more robust than traditional software development 
methods. The agile manifesto formulation emphasizes 
customer involvement in the project, change request flexibility 
at any stage of the project, and delivers quality software at a 
cost-effective low and on time. Hence, there is a trend for 
software companies to globalize their agile development. A 
new type of agile software development has appeared in which 
team members work from various remote sites, referred to as 
distributed agile development (DAD) [1,2,3,4,5,6,7]. DAD 
incorporates many benefits, such as low production cost, the 
opportunity to involve the most developers around the world, 
and faster time to market [8]. 

Agile methodologies include Extreme Programming (XP), 
Scrum, Dynamic System Development (DSD), Lean 
Development (LD), etc. Most agile methods promote 
development iterations, working software, close collaboration 
between customers and developers, and process adaptability. 
The most widely used methodologies based on agile principles 
are XP and Scrum, where the most recently used agile 
methodology is Scrum [5, 7, 9, 10]. 

The Scrum framework comprises three components: roles, 
ceremonies, and artifacts. First, there are three distinct roles in 
the Scrum process (i) Scrum master: who organizes the Scrum 
process, review sessions, and meet with the team members, (ii) 
the product owner responsible for managing the project 
requirements, and (iii) the development team responsible for 
developing the validated requirements. The product owner and 
the development team can be grouped into feature teams. 
Secondly, the ceremonies have activities such as daily Scrum 
every day and sprint planning. A sprint is started, reviewed 
against the product owner's feedback, and possible changes are 
analyzed and completed retrospectively to suggest process 
improvements after sprint completion. Thirdly, there are three 
artifacts: (i) product backlog, (ii) sprint backlog, and (iii) burn 
down chart [7, 8, 11, 12, 13]. 

There is a shortage of highly skilled software development 
human resources in some software project locations. The 
migration of the skillful team from one physical location to 
another is a costly and challenging task. In this case, the IT 
projects are either challenged, impaired, or completed but 
failed due to a lack of IT human resources with the desired 
level of expertise [14,15]. Consequently, there is a need to 
improve software development infrastructure and human 
resources. 

Organizations have to implement appropriate knowledge 
management practices. Previous studies have been analyzed 
proving that there are some problems of collaboration between 
distributed team members that affect knowledge sharing. 
Besides that, there are documentation obstacles like outdated 
documents and knowledge vaporization that result from much 
of the conversation and communication via chat [16]. 

In LeSS projects, Scrum team members can work from 
various remote sites to gain the maximum benefits of Scrum 
methodology. LeSS is a type of DAD. Many challenges are 
encountered when using Scrum methodology on LeSS projects, 
which are considered a primary source of emerging risks [7, 
11]. These challenges related to daily Scrum meeting sessions 
based on team communication and customer involvement. The 
main difficulties result from: (i) geographical distances that 
cause many challenges in communication, (ii) Poor 
coordination between multiple teams, (iii) Conflict in 
requirements amongst the development team and numerous 
product owners, and (iv) Cultural differences such as language, 
religion, and social status between team members. These 
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difficulties reduce team cohesion and interdependence, besides 
causing a lack of collaboration and experience in managing 
distributed projects [2,3,4,7,17,19,20,21]. 

Such challenges lead to the appearance of some risks in 
LeSS. The potential risks are grouped into categories, each 
category contains several risk factors (RF). The most common 
RFs that significantly influence LeSS are: 

1) Communication: There is no standardized process for 

the teams to communicate collaboratively [4]. 

2) Collaboration and coordination: due to the nature of 

LeSS, there are some difficulties in team coordination rules, 

plans, and feedback that cause misaligned software 

development activities during collaboration and iterative 

meetings among the teams [4]. 

3) Project management: One of its most essential tasks is 

risk management. Risk management implements several 

activities, such as (i) risk identification to identify and classify 

risks, (ii) risk evaluation to assess risks into three levels, such 

as (low, moderate, or high), and (iii) risk response to satisfy 

suitable actions and strategies to mitigate the impact of the 

risk, and (iv) risk monitoring to control and update the risk 

plan are all activities of project management [1,4,5,22,23]. IT 

project management activity includes all the structuring of the 

different phases of projects, so project objectives can be 

achieved optimally. As a result, there is a need to aggregate 

management methodologies into a single model, such as the 

approach to agile framework, Model-Driven Engineering 

(MDE) [24]. 

4) Software development lifecycle (SDLC): SDLC is made 

up of several phases that must be completed during the 

software development process, such as planning, analysis, 

design, implementation, and testing. Agile principles 

emphasized the individual's involvement in all SDLC phases, 

which is difficult in LeSS team development [23]. 

The goal of the proposed framework can represent many 
issues that can be summarized as follows: 

 Achieve a formal coordination strategy based on 
centralization: Each Scrum master on the sender side 
receives requests from his feature team and forwards 
them to the Scrum masters on the receiver side. Scrum 
masters on the receiver side communicate with their 
teams to find replies to these requests. They deliver 
these replies to the Scrum master on the sender side. 

 Help the Scrum masters carry out their risk management 
activities by:(i) risk identification through using the 
meta-data outer request attributes, where any request 
point includes a request from one side to the other side, 
and each request statement can be classified into a 
certain risk factor attribute. Therefore, the proposal can 
accommodate any type of risk factor that is involved in 
a specific request. (ii) risk evaluation. The feature team 
on each side assesses the requests' points by assigning 
each request point a reward value. (ii) risk response. 
The main plan for risk mitigation is that each team 
should receive accepted replies to each request's points. 

(iii) risk monitoring and control. This is achieved based 
on central management, where the Scrum masters can 
monitor the risks and their replies that are stored in the 
meta-data outer request attributes for all LeSS teams. 
Consequently, the Scrum masters successfully control 
these risks, ensuring that any emergence of new risks is 
covered. 

 Sharing knowledge and Exchanging experience: The 
coordination process's results are used in building the 
knowledge repository, thereby contributing to 
increasing the team’s learning process. 

This paper is organized as follows: Section II represents 
related work and background. Section III introduces the LeSS 
development methodology. Section IV explains the metadata 
management. Section V presents the proposed model (the 
metadata outer request risk management framework). 
Section VI presents the implementation plan for the proposed 
model. Section VII introduces the discussion. Section VIII 
introduces the conclusion. Finally, the implications, 
limitations and future work are expressed. 

II. RELATED WORK AND BACKGROUND 

There are several studies related to DAD risk management. 
Some of these studies introduce many new agile risk strategies 
to identify risks in DAD projects. Other studies determine new 
risk management practices for DAD projects. Some researchers 
have focused on finding solutions for knowledge sharing 
problems in distributed team's environment and have suggested 
frameworks in large-scale practices. 

First, in [17],Suprika et al. have identified and classified 
DAD risks into categories, each category is ranked 
numerically. In [18], Mohammad Shameem et al. have 
suggested three stages for defining DAD risks: (i) risk 
definition and categorization, (ii) verifying the validity of the 
risk's definition stage with expertise, and (iii) risk priorities 
according to their importance. In [21], Shrivastava et al. have 
proposed an approach to identify risks according to three goals: 
saving time, quality, and cost for DAD projects. 

Secondly, in [23], S. Bick et al. have applied a grounded 
theory data analysis on various datasets to prove that a lack of 
dependency awareness causes ineffective inter-team 
coordination, leading to misaligned planning activities. In [25], 
FS Rahayu et al. have proposed a Scrum framework based on 
the perspective of Scrum's stakeholders; they have analyzed the 
risk breakdown structure, the root of which represents the risk 
category and its related subcategories. In [26],Breno Gontijo 
Tavares et al. have presented a survey on risk management 
practices in agile projects. In [27], Rizwan Qureshi et al. have 
proposed a novel framework to improve communication and 
coordination among the Scrum master and team in Scrum 
methodology. Also, the proposed framework is validated 
through a questionnaire. In [28], Hoda et al. have suggested a 
framework for multi-level project management to achieve the 
"self-organized team" principle. The framework levels are 
(task-individual-team-project) and represent the role involved 
at each level. In [13], Tavares et al. have analyzed survey data, 
suggested risk management practices, and explained how risk 
management is carried out in Scrum software projects. In [29], 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

101 | P a g e  

www.ijacsa.thesai.org 

Bruno Gontijo Tavares et al. have proposed the Rm4Am (risk 
management for agile methods) tool to rank the list of 127 risk 
management practices into 48 subcomponents and then into 
five components (artifacts, features, events, roles, and 
methods). According to large-scale agile frameworks, there are 
difficulties encountered by companies. In [30], Kieran Conboy 
et al. have presented the three frameworks with LeSS complex 
adoption processes: (i)Safe, adoption of SAFe provides a 
comprehensive view of projects while requiring no significant 
restructuring of the company's processes. It is also a well-
documented framework, more complex compared to the other 
frameworks. Work is delivered by individual teams that 
collaborate and contribute to the larger whole, (ii) Scrum at 
Scale, it is a straightforward and effective framework for 
reducing and avoiding the introduction of new complexity. (iii) 
Spotify, which addresses short-term challenges effectively and 
responds quickly to changes. The success of the three 
frameworks depends on the effectiveness of cooperation 
between teams and the exchange of skills and experiences. 
There is also a need for management centralization to facilitate 
project management practices. Consequently, overcoming risks 
appears due to the nature of LeSS team and to be able to 
control all elements of management. 

Thirdly, in [31], Sara Waheed et al. have focused attention 
on finding a solution for only the knowledge vaporization 
problem that is related to the documentation process. It has 
proposed a framework for the documentation process to avoid 
the knowledge vaporization. The framework is evaluated using 
a real-life case study for distributed team members. The team 
members are satisfied with the proposed framework. In [32], 
Agile enterprise architecture (AEA) has been introduced for 
reducing IT costs and skill variation. Using the AEA, artefacts 
or models can enhance DAD team performance. It 
accommodates agile principles, focuses on collaborative 
incremental development and sharing of team skills and 
business information. 

There are some limitations to the previous studies. Each of 
the previous studies focused on solving a specific problem 
facing distributed teams. But to avoid distributed teams' risks, 
there is a need to develop a comprehensive solution to avoid 
risks and help the team develop as well. Especially this is due 
to the multiplicity of sources and reasons for the emergence of 
these DAD-related risks. 

Some of the previous studies relied on gathering limited 
data and risk management practices suggestions either from 
analyzing previous data surveys or from risk management 
practitioners. The collected data is mainly based on personal 
human observations, which raised some doubts about the 
validity of the data. Some of these studies suffered from the 
absence of dynamic risk management. So, the control and data 
updating have been carried out manually as a traditional risk 
management technique. Contrary to these studies, this paper 
proposes a comprehensive solution to the DAD-related 
problems. This paper proposes a risk metadata outer request 
risk management framework for LeSS projects. 

The proposed framework is embedded in the LeSS 
organization to manage four RFs in LeSS development: (i) 
communication, (ii) collaboration and coordination, (iii) project 

management, and (iv) SDLC. The proposed framework also 
contributes to knowledge sharing amongst the leSS distributed 
team to increase the team experience. It is applied to a case 
study of four user stories in a LeSS project sprint spread across 
three locations. Besides, being applied to two projects for a 
company, the proposed framework helps the Scrum master to 
manage the outer requests amongst the LeSS distributed team. 

III. LARGE SCALE SCRUM PROCESS 

The Scrum process has a management framework that 
manages complex software products and integrates many 
processes. The Scrum management methodology is applied to 
iterative and incremental life cycle models in software 
development. As presented in Fig. 1, the Scrum life cycle is 
divided into several stages. Each stage is called a "sprint", and 
the sprint period is usually from two to four weeks. It depends 
on five ceremonies; each ceremony has a short duration. If 
anyone's ceremony is not performed, they may lose an 
opportunity to complete a project. 

 

Fig. 1. A Scrum Framework for Software Development [7]. 

Scrum, as a management framework, has the facility of 
monitoring the developed product and identifying project risks. 
Scrum teams are multifunctional teams in which every member 
has a good understanding of all the development functions. 
Also, Scrum teams are self-organized and can satisfy the best 
way to carry out their work without being led by anyone [7,13]. 

The Scrum process is suitable for small or medium-sized 
teams and projects. Nowadays, there is a trend toward using 
Scrum in large-scale projects with multiple and distributed 
teams, especially in multi-site projects. The main disadvantage 
of the Scrum process is the daily meeting ceremony sessions in 
LeSS that require a face-to-face meeting, which is challenging 
to use in large-scale projects[33,34]. 

In project planning, the product owner on the customer side 
prepares the product backlog, which is divided into chunks of 
small, desired functions. For sprint planning, a set of user 
stories are created from the ready items offered by the product 
owner. Each user story describes who uses the user story, its 
value to the customer, and its function [33,34]. 

The best management for the LeSS process has helped in 
solving this LeSS limitation. The workflow of LeSS is 
presented in Fig. 2, where the LeSS project development can 
be described as follows: 
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1) Each feature team in a location is assigned to one or 

several user stories from the planned sprint. They do the work 

plan and establish the sprint backlog to satisfy user interface 

(UI), code, unit tests, user acceptance tests, and task 

estimation time [33,34]. 

2) After the sprint development started, there was a daily 

stand-up meeting between the Scrum master and the feature 

team in each location. The Scrum master is responsible for 

ensuring that the team delivers value, helping to build a self-

organizing team, and removing impediments [33,34]. 

3) After the sprint development is finished, a demo is 

prepared by the Scrum master to review the developed 

function with the development team. Then, sprint user stories 

in locations are integrated and thoroughly tested under the 

supervision of the product owner [33,34]. 

Finally, a retrospective meeting is conducted, and Scrum 
masters in each location integrate the results of their 
retrospective meeting [33,34]. 

 

Fig. 2. A Large-Scale Scrum Framework [7]. 

IV. METADATA MANAGEMENT 

The metadata management helps the project manager to 
perform all tasks related to project management by using data 
attributes. These data attributes carry the coordination and 
cooperation process of data through exchanging questions and 
dialogues among the project locations. The data recorded for 
these attributes facilitates the decision-making process. 

In addition, these stored coordination's results are shared in 
building the team knowledge. Every organization can identify 
the data attributes of interest to them in the management or 
team coordination process. 

 

Fig. 3. Metadata Management on Two LeSS Sides. 

This study applies metadata management to LeSS as a type 
of DAD project. Fig. 3 represents a metadata management 
process among two LeSS sides. The LeSS team coordination 
and the management process have been achieved through 
exchanging request points among the distributed team. 

There are two types of metadata attributes needed: 

1) Request metadata attributes: The request metadata 

attributes are request date, sprint number, point number, 

request description, risk factor (RF), and point reward ratio 

(PRR). 

2) Reply metadata attributes: The reply metadata 

attributes are point number, reply date, reply description, reply 

status, reply content accepted, reply period status, and reply 

point reward ratio. Each Scrum master of a location is 

responsible for sending or receiving the exchanged request 

points. He also delivers the metadata to their featured team. 
The request and reply metadata attributes will be explained 

in the next section. 

V. METADATA OUTER REQUEST RISK MANAGEMENT 

FRAMEWORK FOR LESS 

The architecture of the proposed metadata outer request 
risk management framework for LeSS is depicted in Fig. 4. It 
was applied to work on different sites in three locations. Each 
location has two roles, the feature team, and the Scrum master. 
Location A is for the sender's side, and locations B and C are 
for the receptor side. The framework consists of two main 
models: (i) the collaboration and coordination model and (ii) 
the knowledge sharing model. 

A. Collaboration and Coordination Model 

This model is responsible for collaborating and 
coordination between the sender and receiver sides by 
exchanging requests and replies for the shared tasks. 
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Fig. 4. Metadata Outer Request Risk Management Framework for LeSS. 

Fig. 5 represents the flow sequence for a meta-outer request 
management from one location to the other locations, as, e.g., 
The process flow sequence for a request sent from side (A) to 
the different sides (B, C) can be summarized as follows: 

1) At time t, the Scrum master on the sender side 

initializes the accumulative request reward at episode 0. The 

feature team on the sender side delivers the Scrum master 

metadata request that contains the obstacles that arises during 

the development process. It also includes the required 

coordination data with other locations. 

2) The Scrum master on the sender side conducts a 

meeting with the Scrum masters on the receptor side to discuss 

the metadata request that the sender team has received from 

the sender. Each receptor Scrum master sends the request to 

their feature team during their meeting together. Each feature 

team on the receptor side studies the metadata requests and 

prepares replies wherever there is a reply to each request 

point. Then, the feature team forwards the replies to the 

receptor Scrum master at time t+1. After that, the receptor 

Scrum master delivers the replies to the sender Scrum master. 

3) The feature team at the sender side evaluates the 

received replies using the assessment attributes for each reply 

point shown in Table I. The request point reward is calculated 

using a point reward (PR) function illustrated as follows: 

PR = FRS * Point Reward Ratio (PRR). (1), and FRS = RS 
* RCA * RPS. The feature team at the sender side issues a new 
request state with the reset of un-replied request points. 

4) Whenever request's replies are received, the sender 

Scrum master computes the Accumulative Reply Function 

(ARF) as in (Eq.2) that illustrate as follow:  ARF = Sum 

previous (TPR) value + Sum current (TPR) value. (2), and 

Total points reward (TPR) = sum (PR) (3). 

5) The Scrum master at the sender side checks if the 

request replies with optimal feedback rewards; if the optimal 

reward is not reached, the Scrum master resends the new 

request state to the receptor's Scrums and starts a new request 

action. 

 

Fig. 5. Flow Sequence for Meta Outer Request Management. 

TABLE I. REPLY ATTRIBUTES FOR THE ASSESSMENT REPLIES 

Factor name Factor description and related values 

Reply Status (RS) 

Indicate if there are a reply for the current request (value 

=1) point  

or not (value =0). 

Reply   

Content Accept 
(RCA) 

If the reply content is acceptable for the sender (value 

=1)  
If the reply content is not acceptable (value =0). 

Reply Period 

Status (RPS) 

Represents the reply to request points in time if the 

receptor responds to the request point in time less than 

or equal to 24 hours (value =1) else if greater than 24 
hours (value =0). 

Point Reward 
Ratio (PRR) 

The reward ratio for each request point is according to 
the evaluation of the sender feature team. 

Not 

optimal 
 

Optimal 
 

Sender Scrum starts action 

1. Sender Scrum master initializes the 

accumulative   request reward at the 

start state(s0) for the request.  

2. Starts new action by receiving the 

request state from his feature team. 

 

Sender Scrum master performs action 

1. Delivers current requests state to 

receptor Scrum masters. 

2. Gets new replies states from receptor 

side. 

3. Delivers new replies states to sender 

  feature team. 

 

Measure reward, release a new 

request state 

For each reply point, the sender feature 

team does the following: 

1. Computes reply points reward. 

2. Releases new request state for un-

replied request points. 

 

Is (ARF) 

value 

optimal? 

Sender Scrum master 

use the new request 

state and start new 

request action.  

Sender Scrum master updates and 

checks the accumulative replies reward 

Sender Scrum master does the 

following: 

1. Reads measured replies points reward. 

2.  Computes and update replies 

accumulative reward using ARF function. 

3.  Checks the ARF value.  

Sender Scrum master 

transfers the request 

points and their replies 

to the knowledge 
repository. 
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B. Knowledge Sharing Model 

The main objective of this model is to share information 
and exchange skills among the distributed team members. This 
can be achieved by building knowledge from the requests and 
replies to data exchanged amongst the LeSS teams. This 
knowledge is considered as a result of the coordination 
process. The scenario for building the knowledge repository is 
illustrated above at step (v) of the flow sequence. If a request-
reply achieves the optimal reward, the Scrum master will send 
the complete information for the request and their replies to the 
knowledge sharing repository to be used by the LeSS team. 

VI. IMPLEMENTATION 

In this section, the proposed metadata outer request risk 
management framework is implemented and applied to two 
case studies. The first one is related to developing one sprint of 
a sales project using the LeSS developing method for only one 
request. The second one is related to developing several sales 
and purchase projects sprints in a medical service company 
using the LeSS developing method for many requests. The two 
case studies consist of many projects distributed in various 
locations. Many scenarios are applied to show the effectiveness 
of the proposed model. 

A. Case Study 1: Sales Project 

This section applies the proposed framework to one sprint 
of developing a sales project (project ID = P_sale1). First, the 
product owner and the Scrum masters fill the product backlog 
and highlight the high priority requirements to be developed 
first. The product owner discusses the highlighted user stories 
of one sprint and assigns user stories to suitable locations. 

Table II shows the user stories assigned to locations A, B, 
and C in one sprint. User stories 1 and 4 are assigned to the 
development team in location A, user story 3 to the 
development team in location B, and user story 2 to the 
development team in location C. The sequence for managing 
the outer metadata request from one location to another can be 
described as the following: 

1) The feature team in location A delivers the Scrum 

master metadata request state (s0) as shown in Table III with 

obstacles that faced them while completing their work. 

Initially, at time t, as shown in Table IV, the Scrum master at 

the sender side creates a reward table and initializes the 

replies' accumulative reward to zero. It also determines the 

reward ratio for each request point according to their job 

priority. 

2) The Scrum master at location A executes an action a1 

at time t+1 to change the request state. During their meeting, 

he delivers the request state to the receptor Scrum masters of 

locations B and C. Then, the receptor Scrum masters of 

locations B and C send the metadata replies, including the 

overall state of their locations. Finally, the Scrum master in 

location A passes these replies to his feature team. Tables V 

and VI include the reply states (s1) and (s2) for locations A 

and B. 

3) The reward for reply state (s1) and (s2) for location A 

and location B is measured by the feature team in location A, 

as shown in Tables V and VI. The reward is computed using 

Total Points Rewards (TPR) function, where TPR for s1 = 

Sum (PR for s1) = (0 *0.20) + (0 *0.30) + (0 * 0.15) + (0 

*0.35) = 0, TPR for s2 = Sum (PR for s2) = (1 *0.20) + (0 

*0.30) + (1 * 0.15) + (0 *0.35) = 0.35. The feature team sends 

rewards for s1, s2, and sends the new request state(s3) (with 

the reset un-replied request points as shown in Table VII) to 

their Scrum master. 

TABLE II. A SPRINT WITH FOUR USER STORIES WERE DISTRIBUTED 

AMONGST THREE-TEAM LOCATIONS A, B, A, C 

User story of Location A User story of Location B 

User story 1 
As a system admin 

I want to add and control new users.  

So that I can control users and the user 
access to program components. 

Acceptance criteria 

1- I can enter a new user 
2-configure these users  

3-Assign them accessing some functions 

User story 3 

As A salesman 

I want a review of the 
available quantity and last 

price for a product. 

I can carry out operation 

processes, 

I can review my sales daily  

So that I can do sales 
operation in a suitable way 

Acceptance criteria 

 1- Review available quantity 
and last price for a product? 

2- Enter sales data for a 

customer contains?  
3-Review our daily job is in 

excel formats 

User story 4 

As an account manager 
I want a sales report to be sent daily to my 

mailbox. So that I can review the sale 

progresses.  
Acceptance criteria 

1- the report is sent daily to my mailbox 

2-report contains important sales details 
3-report is in excel formats 

User story of Location C 

User story 2 

As A storekeeper 
I want to enter store item quantity and price; I want to withdraw an available 

quantity from the store item.  

So that I can do sales operation in a suitable way 

Acceptance criteria 

1- I can enter store items, review the data for entered items? 

2- if withdraw a quantity larger than available quantity, system refuse 

TABLE III. STATE (S0) IS THE INITIAL STATE FOR THE REQUEST 

Metadata request from (A) for req. #1 for project (P_sale1) 

R
eq

u
es

t 

d
at

e 

S
p

ri
n

t 
#
 

P
o

in
t 

#
 

R
eq

u
es

t 

D
es

cr
ip

t 

io
n
 

R
F

 

P
R

R
 

2020/01/01 

01:12:00 PM 
1 1 

What are user data        
required to enter 

New user? 

Communication 
 With product  

owner 

0.20 

2020/01/01 

01:12:00 PM 
1 2 

What are items 

 balance attributes? 
Coordination 0.30 

2020/01/01 

01:12:00 PM   
1 3 

 What is UI and 

implementation to 

 print excel report? 

SDLC 0.15 

2020/01/01 
01:12:00 PM   

1 4 
What are the sales 
attributes?  

Collaboration 0.35 

Total Request Rewards 1 

TABLE IV. INITIALIZE REQUEST REWARD 

Request state Request reward 

s0 (Initial state for the request) 0 
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TABLE V. THE REPLY STATE (S1) FROM (B) AFTER ACTION A1 

Metadata reply from (B) after action a1 at t for request #1 

Poin

t # 

Reply 

date 

Reply 

description 

R

S 

RP

S 

RC

A 

FR

S 
PR 

1 
2020/01/01 

07:1:00PM 

Rep: user   
attributes are 

name, job, 

phone no 

1 1 0 0 
 0 

*0.20 

2 

2020/01/01   

09:12:00 

PM 

Rep: Not 
mine 

1 1 0 0 
0*0.3
0 

3  No reply 0 0 0 0 
0*0.1

5 

4 
2020/01/01 
03:12:00P

M 

Rep: Under 

construction 
1 1 0 0 

  0 

*0.35 

Total points rewards (TPR) = sum (RP) 0 

TABLE VI. THE REPLY STATE (S2) FROM (C) AFTER ACTION A1 

Metadata reply from (C) after action a1 at t for req. #1 

Poin

t 

# 

Reply 

 date 

Reply 

description 

R

S 

RP

S 

RC

A 

FR

S 
PR 

1 
2020/01/01 

07:1:00PM 

Rep: user 

attributes 
are name, 

job, phone 

no 

1 1 1 1 
1 

*0.20 

2 

2020/01/01 

    09:12:00 
PM 

Rep: -
Under 

constructio

n 

1 1 0 0 
  0 

*0.30 

3 

2020/01/01  
      

05:12:00 

PM   

Rep: -Ok, 

we try to do 
it 

1 1 1 1 
1*0.1

5 

4 

2020/01/01 
     

03:12:00P

M 

Rep: -Not 

mine 
1 1 0 0 

  

0*0.3
5 

Total points rewards (TPR) = sum (RP) 0.35 

4) Following action a1, the Scrum master at location A 

updates the reward table (as shown in Table VIII) with the 

replies accumulative reward using the accumulative reward 

(ARF) mentioned in (Eq. 2), where the sum of previous TPR = 

0, and the sum of current TPR =0.35. Then, ARF =0 + 0.35 = 

0.35, so the accumulative reward for initial request state is 

changed from 0 to 0.35. 

5) The scrum master checks: if the replies' accumulative 

reward is with optimal feedback (equal 1), so all request 

points that are replied with acceptable content, the sender 

Scrum master transfers the request and their replies to the 

knowledge sharing repository. The Scrum master starts a new 

action with the new request state if the optimal reply is not 

reached. Now, the Scrum master checks the request ARF 

value. He finds that it equals 0.35, which is not an optimal 

reward, so he starts a new action with the new request state 

(s3) shown in Table VII. 

TABLE VII. NEW REQUEST STATE (S3) AFTER ACTION A1 

Metadata request from feature team in location A for request #1 for the 

project (P_sale1) 

Request 

date 

Sprint 

 # 

Point 

# 

Request  

description 
RF PRR 

2020/01/01 

01:12:00PM 
1 2 

What are item 

balance 
attributes?  

 

Coordination 
0.30 

2020/01/01 

01:12:00 

PM   

1 4 
What are the 
sales attributes?  

 
Collaboration 

0.35 

Total Request Rewards 0.65 
 

TABLE VIII. REWARD TABLE AFTER ACTION A1 

Request state Action(a1) 

s0 (Initial state for the request) 0.35 

s1 0 

s2 0.35 

6) The scrum master performs action a2 at time t+2 and 

receives a new reply state (s4) and (s5) for locations A and B, 

respectively, as shown in Tables IX and X. He sends two reply 

states to his feature team. 

TABLE IX. THE REPLY STATE (S4) FROM (B) AFTER ACTION A2 

Metadata reply from B after action a2 at t+1for request #1 

Point 

# 
Reply date 

Reply 

description 
RS RPS RCA FRS PR 

2 
2020/01/04 

05:12:00PM 
Not mine 1 1 0 0 

0 

*0.30 

4 
2020/01/04 

08:12:00PM 

Customer 

attribute-: 
name, 

phone, 

 address, 
Item 

attributes: 

code, qty, 
unit price 

1 1 1 1 
1 

*0.35 

Total points rewards (TPR) = sum (RP) 0.35 

TABLE X. THE REPLY STATE (S5) FROM (C) AFTER ACTION A2 

Metadata reply from C after action a2 at t+1for request #1 

Point

# 

Reply 

date 

Reply 

descriptio

n 

R

S 

RP

S 

RC

A 

FR

S 
PR 

2 

2020/01/0
4     

05:12:00 

PM 

Reviewing 
with 

product 

owner 

1 1 0 0 
0 

*0.30 

4 

2020/01/0
4       

08:12:00 

PM   

Not mine 1 1 0 0 

  

0*0.3
5 

Total points rewards (TPR) = sum (RP) 0 
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7) The feature team in location A measures the reward for 

reply state (s4) and (s5) for locations A and B, respectively, as 

shown in Table IX and X. The reward for reply state (s4) and 

(s5) for location A and location B is measured by the feature 

team in location A, as shown in Tables IX and X. Total points 

rewards (TPR) for s4 = Sum (PR for s4) = (0 *0.30) + (1 

*0.35) = 0.35, TPR for s5 = Sum (PR for s5) = (0 *0.30) + (0 

*0.35) =0. The feature team sends s4, s5 rewards and sends 

requests to state s6 (as shown in Table XI) to their Scrum 

master. 

8) Following action a2, the Scrum master at location A 

updates the reward table (as shown in Table XII) with the 

replies accumulative reward using the accumulative reward 

(ARF) mentioned in (Eq. 2), where the sum of previous TPR = 

0.35, and the sum of current TPR =0.35. Then, ARF =0.35 + 

0.35 = 0.70, so the accumulative reward for initial request 

state is changed from 0.35 to 0.70. 

9) The scrum master checks: if the replies' accumulative 

reward is with optimal feedback (equal 1). He finds that it 

equals 0.70, which is not an optimal reward, so he starts a new 

action with the new request state (s6) shown in Table XI. 

10) The Scrum master performs an action a3 at time t+3 

and receives a new reply state (s7) and (s8) for locations A 

and B, respectively, as shown in Tables XIII and XIV. He 

sends two reply states to his feature team. 

11) The reward for reply state (s7) and (s8) for location A 

and location B is measured by the feature team in location A, 

as shown in Tables XIII and XIV. Total points rewards (TPR) 

for s7 = Sum (PR for s7) = (0 * 0.30) = 0, TPR for s8 = Sum 

(PR for s8) = (1 * 0.30) = 0.30. The feature team sends the 

rewards for s7 and s8 and the new request state (s9) (with the 

reset un-replied request points shown in Table XV) to its 

scrum master. There are no un-replied request points, so the 

sender feature team releases all request points and their replies 

to their scrum master. 

12) Following action a3, the scrum master at location A 

updates the reward table with the replies accumulative reward, 

where the sum of the previous TPR = 0.70, and the sum of 

current TPR =0.30. Then ARF = 0.70 + 0.30 = 1, This means 

that the accumulative reward for the initial request state has 

been increased from 0.70 to 1(optimal reward). As shown in 

Table XVI, states s1, s2, s4, s5, s7, and s8 are real states for 

replies, whereas s0, s3, and s6 are transition states that serve 

as the starting point for the next state. 

13) Now, the Scrum master checks the requested ARF 

value. He finds that the value equals 1, an optimal reward, so 

the goal is reached. The sender Scrum master transfers the 

request points and their replies that he accepted from his 

feature team (as shown in Table XV) to the knowledge 

repository state. 

TABLE XI. NEW REQUEST STATE (S6) AFTER ACTION A2 

Metadata request from feature team in (A) for request #1 for the project 

(P_sale1) 

Request 

date 

Sprint 

# 

Point 

# 

Request  

description 
RF PRR 

2020/01/01 

01:12:00PM 
1 1 

What are user 
data required 

to enter new 

user? 

Communication 

 With  product 
owner 

0.30 

Total Request Rewards 0.30 

TABLE XII. REWARD TABLE AFTER ACTION A2 

Request state Action(a1) Action(a2) 

s0 (Initial request) 0.70 0 

s1 0 0 

s2 0.35 0 

s3 0 0 

s4 0 0.35 

s5 0 0 

TABLE XIII. THE REPLY STATE (S7) FROM (B) AFTER ACTION A3 

Metadata reply from (B) after action a3 at t+2for request #1 

Point 

# 

Reply 

date 

Reply point 

description 
RS RPS RCA FRS    PR 

1 

2020/01/04 

05:12:00 

PM 

Not mine 1 1 0 0 
0*0.30 
 

Total points rewards (TPR) = sum (RP) 0 

TABLE XIV. THE REPLY STATE (S8) FROM (C) AFTER ACTION A3 

Metadata reply from C after action a3 at t+2for request #1 

Point 

# 

Reply 

date 

Reply point 

description 
RS 

RPS 

 
RCA FRS PR 

1 

2020/01/04 

05:12:00  
PM 

   Ok, will 

sent to your 
scrum master 

1 1 1 1 
 1 

*0.30 

Total points rewards (TPR) = sum (RP) 0.30 

TABLE XV. REWARD TABLE AFTER ACTION A3 

Request state a1 a2 a3 

s0 1 0 0 

s1 0 0 0 

s2 0.35 0 0 

s3 0 0 0 

s4 0 0.35 0 

s5 0 0 0 

s6 0 0 0 

s7 0 0 0 

s8 0 0 0.30 
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TABLE XVI. THE GOAL STATE AFTER ACTION A3 

Reque

st    

date 

Poi

nt # 

Request              

descriptio

n 

PRR 

Repl

y 

date 

Reply  

descripti

on 

Locati

on 

2
0
2
0

/0
1
/0

1
 

0
1
:1

2
:0

0
 P

M
 

1 

Communi-
cation with 

the 

product 
owner 

What are 
user data 

required to 

enter new 
user? 2

0
2
0

/0
1
/0

1
 

0
6
:1

2
:0

0
P

M
 Rep: user 

attributes 

are name, 
job, 

   phone 

no 

C 

2
0
2
0

/0
1
/0

1
 

0
1
:1

2
:0

0
 P

M
 

2 
Coordinati

on 

 What are 

item  

  balance 
attributes?  2

0
2
0

/0
1
/0

4
 

0
5
:1

2
:0

0
P

M
 

Ok, will 

sent to 
your 

scrum 

master 

C 

2
0
2
0

/0
1
/0

1
  

  
  
  

  
  
  

 

0
  
  
1

:1
2
:0

0
 P

M
 

3 SDLC 

 What is UI 

and   
implementat

ion to print 

excel 
report? 

2
0
2
0

/0
1
/0

1
 

0
5
:1

2
:0

0
P

M
 

Rep: -
Ok, we 

try to do 

it  

C 

2
0
2
0

/0
1
/0

1
 

0
1
:1

2
:0

0
 P

M
 

4 
Collaborat
ion 

What are the 

sales 

attributes? 

2
0
2
0

/0
1
/0

4
 

0
8
:1

2
:0

0
 P

M
 

Customer  
attribute-

:name, 

phone, 
address, 

Item 

attributes
: 

code, 

qty, 
unit price 

B 

B. Case Study 2: Sales and Purchase Project 

In this section, the proposed model is implemented in real-
time for developing a LeSS project of two sub-projects 
distributed physically in two locations. The LeSS team 
collaborated to develop two projects for a medical services 
company. The first project is a purchase project with a project 
ID = P_sale. This project belongs to a branch of the medical 
services company specialized in purchasing medicines and 
medical supplies. After the purchasing process, these items are 
stored in the company's warehouses. The second project is a 
sales project with ID= P_pur. It belongs to another branch of 
the medical services company for selling and marketing 
medical items. 

Metadata attributes derived from team coordination after 
their development activities can be summarized as follows: 
(i) Request number; (ii) Request date; (iii) Project identifier; 
(iv) No sprint; (v) Number of request points sent from one 
location's development team to another location's development 
team; (vi) Number of replies to points; (vii) Total reward 
(Number of reply points/Number of request points); (viii) The 
number of episodes per request; (ix) Reliability (total 
reward/number of episodes); and (x) The number of risk 
factors covered in replies. Fig. 5 and 6 depict the data 
presented in Table XVII. The plot represents the relationship 
between reliability and the requests for the purchase project 
(P_pur) and the sales project (P_sale). The data plotted in Fig. 
6 represents the reply points covered for each RF. 

TABLE XVII. OUTER REQUEST DATA FOR PROJECT (P_SALE, P_PUR) 

# Of req. and reply. points per project Covered RF in replies 

R
e
q

. 
 #

 

S
p

r
in

t 
#
 

#
 O

f 
r
e
q

. 
p

o
in

ts
 

#
 O

f 
r
e
p

l.
 p

o
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ts
 

T
o
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l 

r
e
w

a
r
d

 

#
 O

f 
e
p
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d
e 

p
e
r
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e
q

. 

R
e
li

a
b

il
it

y
 =

T
o

t.
 

r
e
w
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r
d

/#
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e
p
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d
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C
o

m
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u
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a
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C
o

ll
.&

 C
o
o

r
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. 

P
r
o

je
c
t 

m
a

n
a

g
. 

S
D

L
C

 

Project ID = P_sale 

10 2 7 6 0.86 3 0.29 2 1 1 2 

11 2 10 8 0.80 2 0.40  4 2 2 

12 2 8 7 0.88 2 0.44 1 2 3 1 

13 2 13 12 0.92 2 0.46 5 1 2 4 

14 3 14 14 1 1 1  5 2 7 

15 3 13 13 1 1 1 2  2 9 

16 3 17 17 1 1 1 2 4 4 7 

17 3 13 13 1 1 1 1 7 3 2 

Project ID = P_pur 

19 1 13 12 0.92 4 0.46 3 2 4 3 

20 2 15 14 0.93 3 0.33 2 9 2 1 

21 3 8 7 0.87 1 0.87  1 3 3 

22 4 11 11 1 1 1  4 5 1 

23 4 7 7 1 1 1 1 3 1 2 

24 5 20 20 1 1 1 1 5 8 6 

10 2 7 6 0.86 3 # RF 20 48 42 50 

 

Sum

= 

169 

Sum

= 

161 

 
% 
RF 

  

13

% 

  

30

% 

     

26

% 

31
% 

 

Fig. 6. Relation between Project Request and Reliability. 

In Fig. 7, it is observed that the first two most frequent RFs 
are "Collaboration and Coordination" and "SDLC". On the 
other hand, the least frequent RFs are "Communication" and 
"Project management ". 
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Fig. 7. Requests Points Numbers per each RF. 

VII. DISCUSSION 

The obtained results show that the total covered risks in the 
accepted replies are 161 points out of 168. 31% are related to 
risks in the SDLC, 30% are related to the risks resulting from 
collaboration and coordination, and 26% are related to risks 
resulting from project management. Finally, 13% is associated 
with the risk of results due to miscommunication between the 
teams. The proposed model achieves a success rate of 95% of 
replies to requests initialized by the teams. The reliability 
results indicate that two factors affect the reliability of any 
request: (i) the number of reply points per request. The number 
of reply points per request increases proportionally to the 
number of request points. (ii) The number of episodes per 
request. With a decreasing number of episodes per request, the 
reliability is increased, and the learning process occurs faster. 
The LeSS team experience will be rapidly improved. 

VIII. CONCLUSION 

A large-scale Scrum is a type of agile development project 
with a distributed team that faces several challenges. This study 
provides comprehensive suggestions for formal coordination 
strategies based on centralization. The suggested framework is 
embedded in the LeSS organization. So, it is successful in 
managing LeSS risk factors and highly centralized 
coordination has been achieved. The successful coordination 
results contribute to the sharing of information and knowledge 
amongst the LeSS distributed team, so success in increasing 
team experience is achieved, and the team becomes an agile 
mindset team. The paper has illustrated the methodology 
applied to overcome DAD risks in LeSS and how this 
framework can build experience and skills for a distributed 
team. Finally, the team is enabled to achieve openness and 
success in working in distributed agile environments. 

IX. IMPLICATIONS 

This framework contributes to increasing LeSS team 
cohesion and motivates the software professional team to work 
together to achieve the project's progress and performance. 
This framework is based on building a formal management 

strategy. Therefore, the management organization can control 
LeSS software development practices. This can be achieved by 
concentrating project management on Scrum masters on each 
side of the dependent. Software professionals and managers 
should encourage members to share their skills and experience 
with their colleagues. The project manager should understand 
that knowledge sharing within the team provides clarity to 
members about the project and its deliverables. It is possible 
for researchers to apply the suggested framework to more LeSS 
projects and monitor the number of risk factors that are actually 
avoided. In this framework, the researchers can suggest 
different strategies to benefit from the knowledge data 
accumulated as a result of the coordination process. They can 
also observe any shortcomings in this proposal and try to 
suggest improvements. 

X. LIMITATIONS AND FUTURE WORK 

The proposed framework is evaluated via two case studies. 
It yields positive results in terms of increasing team 
collaboration and applying risk management through 
centralized management. The current study has two limitations. 
One of these limitations is clarifying the concept of central 
management using Scrum masters. This is due to applying the 
proposed framework to only two studies, especially the first 
case, which contains one request proposed by a team on the 
DAD project side. The second limitation arises because there 
are no methods satisfied for how to store the data and how to 
retrieve data from the knowledge repository. For further 
research, it will be exciting to apply the proposed framework to 
more real-life case studies for the LeSS team practices in 
distributed organizations. It is also interested in spreading the 
idea of centralization and studying suitable methods that can be 
applied to store the knowledge data in a knowledge repository. 
Searching for the required technique and learning how to 
retrieve the requests and their replies from the knowledge 
repository, it is an important issue that needs to be resolved. 
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Abstract—Resource sharing by means of load balancing in 

cloud computing environments helps for efficient utilization of 

cloud resources and higher overall throughput. However, 

implementation of poor load balancing algorithms may cause 

some virtual machines starving for additional cloud resources. 

Employing meagre crafted mechanism for priority-oriented load 

balancing may leave low-level priority virtual machines starving. 

We suggest an improved resource sharing mechanism for load 

balancing in the cloud computing environments. The suggested 

mechanism helps to provide efficient load balancing by avoiding 

starvation. In order to cater efficient load balancing, the 

proposed resource sharing technique takes respective virtual 

machines’ priority levels into consideration. An implementation 

of the suggested load balancing algorithm in cloud environment 

provides reduction in waiting time of the starving virtual 

machines which are looking for additional resources in cloud 

platform. The implementation of our proposed algorithm has 

been deployed on a prototype cloud computing infrastructure 

testbed established with open source software OpenStack. The 

prototype cloud testbed is supported in backend by the open 

source CentOS Linux operating system’s minimal setup. 

Experimental results of proposed load balancing mechanism in 

the prototype cloud computing infrastructure setup designate 

reduction in the waiting time of overloaded starving virtual 

machines. The proposed mechanism is beneficial to accomplish 

priority-oriented and starvation free resource sharing for load 

balancing in cloud computing environments. In future, the 

proposed technique can be further enhanced for implementing 

load balancing in collaborated cloud computing environments. 

Keywords—Cloud environment; resource sharing; load 

balancing; starvation; priority oriented resource allocation 

I. INTRODUCTION 

Cloud computing is one of the most important and 
outstanding innovations in the 21

st
 century. Amongst several 

technological innovations done in the 21
st
 century, the cloud 

computing has seen the expeditious adoption into not only IT 
sector but also IT enabled services sectors. Nowadays majority 
of the computing solutions which are being used in various 
societal service sectors directly or indirectly bank upon cloud 
computing-based services in the backend. Various parameters 
such as progressions in mobile communication infrastructure 
technologies, computation technologies, data storage 
technologies and telecommunication technologies have 
increased the span of cloud computing environments in several 
countries. Apart from that, the ongoing global COVID 
pandemic have influenced a vital role in cloud computing 
based digital transformation of numerous organizations in both 
IT sector and IT-enabled services sectors around the world [1]. 

Moreover, in the last decade, establishment and utilization of 
cloud computing based various service models for offering 
virtual classrooms, distance learning and e-learning platforms 
has grown exponentially across urban and rural areas in 
developed and developing countries [2]. 

Moreover, advancements in virtualization, networking and 
storage technologies have enabled resource sharing by means 
of load balancing in cloud computing environments. Cloud 
load balancing distributes workloads and computing 
infrastructure across multiple servers in order to provide 
advantages such as: increased scalability, redundancy, reduced 
downtime, increased performance, increased flexibility and 
higher throughput [3]. However, effective resource 
management plays a vital role in the overall success of 
utilization of computing solutions which are based on cloud 
computing enabled IT services. End-user satisfaction highly 
depends on the quality of service and adequate fulfilment of 
service level agreement. For attaining the objective of efficient 
resource management, cloud service providers extensively 
bank upon resource allocation solutions by means of load 
balancing. The mechanism of load balancing in cloud 
computing systems involves reorganization of workload 
allocation amongst other nodes in a cloud computing platform. 
Load balancing process encompasses continuous identification 
of overburdened and lightly loaded machines in cloud and then 
migrate the workload from overburdened machines to suitable 
lightly loaded machine in cloud. It helps to attain optimum 
utilization of cloud resources by safeguarding virtual machines 
from becoming not only overloaded but also underloaded or 
idle [4]. 

Several load balancing approaches have been proposed so 
far in literature and many of them are being practiced 
extensively nowadays in various public and private cloud 
computing environments. A novel load balancing technique 
has been presented in this paper. The technique presented in 
this paper helps to avoid starvation and reduce waiting time for 
overburdened machines in the cloud. 

In cloud computing environments, machines work at 
different priority levels for example, some of the priority 
values could be: high priority, standard priority or low priority. 
Priority-based resource allocation in cloud computing 
environments is advantageous, however it may often cause 
starvation for machines which work at low priority level. A 
priority-oriented and starvation free resource sharing 
mechanism suitable for cloud-based load balancing has been 
suggested here. The proposed algorithm reports reduction in 
the waiting time. Reduction in the waiting time of overloaded 
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virtual machines for additional cloud resources helps not only 
improve quality of service and performance but also better 
return on investment. 

The sequence of this research paper is set out as follows: 
our observations on the related literature survey have been 
discussed in the Section 2 whereas the proposed load balancing 
mechanism has been presented in the Section 3. The Section 4 
and the Section 5 represent the implementation details, 
observations and outcomes respectively. Concluding remarks 
and further research scope have been given in the Section 6. 

II. LITERATURE REVIEW 

Load balancing is primarily concerned with how the 
workload is distributed among machines in cloud computing 
environments. Inadequate and poor management of cloud 
resources at the cloud service provider layer may turn into poor 
quality of service. Often, such a deterioration in quality of 
service may further result into termination of service level 
agreements also. Excerpts and our observations about the 
relevant literature survey in the area of load balancing has been 
presented here. 

A mechanism for resource sharing [5] carries out migration 
of tasks from overburdened virtual machines to the 
underloaded virtual machines. The load balancing decisions are 
taken dynamically. However, the technique evenly operates on 
each virtual machine irrespective of the VM’s priority level. 
While taking load balancing decisions, the technique does not 
take individual VM’s priority level into consideration. Hence, 
the mechanism may result into starvation causing reduction in 
performance of the load balancing virtual machines. 

A task scheduling algorithm suggested in [6] is based on 
ant colony optimization. The simulation-based algorithm 
focuses on reducing the average waiting time and works to 
optimize the makespan of the system. Another task scheduling 
technique available in [7] offers load balancing. The technique 
implements modified particle swarm optimization task 
scheduling called LBMPSO to schedule tasks in cloud 
computing environment. The load balancing mutation particle 
swarm optimization technique aims to minimize makespan and 
maximize utilization of cloud resources. 

A machine learning based task scheduling mechanism in 
cloud computing environment is present in [8]. The load 
balancing technique takes advantage of K-means algorithm in 
order to create clusters of jobs and the resources available 
based on their operating characteristics and processing 
behavior. 

A load balancing technique based on Dynamic Data 
Replication Algorithms is available in [9]. The technique 
works on three phase data replication algorithms. The initial 
two phases work on finding appropriate node for the sake of 
achieving load balancing. On other side, the third phase 
focuses on achieving better access improved load balancing by 
means of the dynamic duplication deployment scheme. 

A novel load balancing technique available in [10] 
incorporate big-ip into an experimental framework. The 
technique incorporates secure socket layer, local traffic 
manager and access policy manger. The approach promises to 

offer high availability, redundancy and load balancing and data 
channel. 

A load balancing technique based on Grey wolf 
optimization technique is available in [11]. The algorithm 
initially finds the unemployed or busy nodes. Then, the 
algorithm calculates such node’s threshold and fitness function. 
The results obtained through the simulation indicate reduced 
cost and response time. 

An integrated load balancing approach of Harries Hawks 
optimization and Pigeon inspired optimization algorithm is 
available in [12]. The cloudsim simulation-based load 
balancing technique ensures the optimal resource utilizations 
with task response time. A hybrid algorithm based on 
combining particle swarm optimization and genetic algorithm 
is available in [13]. The load balancing technique has a specific 
objective function. 

A Weighted Signature based Load Balancing (WSLB) 
technique [14] aims on reducing users response time. The 
technique gathers the load assignment factor for each host and 
carries out mapping the virtual machines on the basis of the 
gathered factor value. A methodical review about load 
balancing techniques in software defined networks is available 
in [15]. The review mainly classified such techniques into 
deterministic and non-deterministic approaches. The paper 
discusses role, challenges and metric analysis in the domain of 
software defined networks. The study presented is based on 
single level classification. 

In a load balancing approach based on software defined 
networking is available in [16]. The technique aims on 
optimizing traffic and data flow and reducing the delay. The 
resource sharing technique works on implementing FlowQoS 
mechanism like flow classifier and rate shaper with help of 
virtual queues. 

An optimized resource management scheme known as 
MEMA is available in [17]. It splits the actual mechanism into 
two parts: load balancer for normal requests, and load balancer 
for urgent requests. The mechanism emphasizes on improving 
task allocation by means of providing quick services and 
servers to urgent requests. The technique works on lowering 
waiting time and maximizing fairness with help of a modified 
round robin technique. The technique entertains all nodes 
equally without discriminating their priority values. 

A load balancing mechanism existing in [18] offers 
resource sharing suitable for cloud computing platform. A 
recommended load balancer software component 
EfficientLoadBalancer operates in coordination through 
various cooperating daemon threads: LoadBalancer, 
ManageState, OverLoadedVM and underLoadedVM. The load 
balancer operates differently in line with the various states of 
virtual machines. The technique maintains two values for 
representing VM’s state: OVERLOAD_PASSIVE, 
UNDERLOAD_PASSIVE. The load balancer functions on the 
basis of shifting workload from the overburdened nodes to the 
unburdened nodes in cloud. However, the load balancer does 
not distinguish among the respective virtual machines’ priority 
levels by operating all nodes equally for load balancing. 
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An improved technique for resource sharing has been 
suggested in [19]. The technique offers resource sharing in 
cloud computing environment and it balances workload as per 
the priority value of virtual machines. The load balancer 
module PriorityBasedLoadBalancer operates in coordination 
through various cooperating threads in background: 
PBLoadBalancer thread, ManageState thread, PBOverloaded 
VM thread and the thread PBUnderloadedVM thread. The 
priority-based load balancer module functions on transferring 
workload between virtual machines of the same priority level. 
However, in long run the load balancer may cause starvation in 
load balancing requests which involve low priority virtual 
machines. 

A load balancing framework available in [20] works on 
attaining better performance on the parameters makespan and 
cost. The suggested framework is based on hybridization of 
heuristic technique with metaheuristic algorithm. The 
framework focuses on deadline constraints and improved 
resource provisioning in the Cybershake and Ligo workflows 
execution domain. 

A load balancing technique based on genetic pso algorithm 
is available in [21]. The technique responsible for sharing 
resources in cloud computing, works over heterogeneous cloud 
infrastructure. The hybrid genetic pso based task distribution 
algorithm mainly works on optimizing cost of resource 
allocation and makespan. The technique works on improving 
load balancing of the workflow application over the 
heterogeneous resources in the cloud environment. 

A honeybee algorithm-based load balancing technique is 
present in [22]. The task allocation technique aims to 
minimization of service makespan on the cloudsim and the 
workflow. The dynamic resource allocation mechanism works 
for both dependent and independent jobs. Moreover, the 
technique addresses to the task priorities and not the VM 
priorities. 

An IMLDB mechanism for resource sharing [23] is based 
on Improved Modified Distribution Load Balancing and it aims 
to yield low cost for task migration. The mechanism eyes on 
the two facets overloading and under loading by means of 
maintaining profit of the capital gain during the process of task 
migration in the cloud computing environment. 

Intercloud load balancing techniques are present in [24, 
25]. The techniques work on resource sharing in collaborated 
cloud computing environments. The suggested techniques eye 
on offering not only optimized resource utilization but also 
continuous availability of cloud resources to stakeholders. 
However, the mechanisms do not discriminate among the 
respective virtual machines’ priority levels. They treat all 
virtual machines at the same level. 

A modified genetic based algorithm is available in [26]. 
The technique works on the optimization problem and strives 
to determine the fittest machines which are associated with 
various data centers for allocation of cloudlets into appropriate 
virtual machines. The technique reports lesser execution time 
consumption by the cloudlets. 

In a view of the literature study presented above so far in 
this section, it is felt that some of the load balancing 
mechanisms are restricted to specific computation platforms 
only. Apart from it, few load balancing mechanisms focus on 
relocating entire overburdened virtual machines to some 
another host on the cloud infrastructure. Some of the load 
balancing techniques are static in nature, such techniques are 
inappropriate for the dynamic load balancing environments. On 
the other side, some available simulation-based load balancing 
mechanisms do require prior knowledge about various time 
variables such as the service time and the arrival time of 
workload. Often, there exist some closed source load balancing 
solutions of which no source code is available openly. Hence, 
it is difficult to extend such closed source solutions on open-
source cloud computing frameworks such as the OpenStack. 
Whereas some of the existing open-source resource sharing 
techniques fail in controlling starvation problems arising due to 
their inability to tackle priority-oriented load balancing in 
particular way. 

Hence, virtual machines’ priority oriented and starvation 
free mechanism for dynamic resource sharing in cloud 
computing environments has been presented here. The load 
balancing technique presented here aims to overcome the 
starvation problem often faced by overloaded virtual machines. 
Furthermore, the technique takes the priority level of virtual 
machines before taking load balancing decisions. The 
suggested mechanism has been presented in the following 
Section 3. 

III. MATERIALS AND METHOD 

The resource sharing mechanism suggested in [18] 
provides load balancing functionality in cloud computing 
environment. However, the technique operates every virtual 
machine equally without discriminating the virtual machines 
according to their respective priority levels. 

On the other side, the resource sharing technique available 
in [19] offers priority-based load balancing in cloud computing 
environment. The technique schedules resource sharing on 
basis of the preassigned priority value of the virtual machines. 
However, the technique may cause starvation for certain low 
priority virtual machines. Situations may arise such that the 
low priority and the standard priority virtual machines which 
are overloaded might not get necessary attention due to higher 
number of resource sharing demands made by the high priority 
virtual machines. 

Hence, the constraints of the work available in [18] and 
[19] motivated us to extensively work the resource sharing 
problem. An extended mechanism of priority-based dynamic 
load balancing approach [19] for load balancing in cloud 
computing environments has been presented here in order to 
give adequate attention to such starving overloaded virtual 
machines. The block diagram our proposed methodology has 
been described in the Fig. 1. Working of various components 
of our proposed load balancer PBImprovedLoadBalancer have 
been presented here: 
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Fig. 1. Block Diagram of Proposed Load Balancing Technique Priority based Improved Load Balancer.

1) The mechanism maintains various state values for 

representing current state of a particular virtual machine. The 

AVAILABLE and UNAVAILABLE states indicate current 

availability and unavailability respectively of a particular 

virtual machine for load balancing. The UL_PASSIVE state is 

used to signal that a particular virtual machine was previously 

underloaded; but now it has already been considered for 

assigning additional workload and hence no more workload 

should be assigned to it. The OL_PASSIVE state is used to 

signal that a particular virtual machine was previously 

overloaded; but the virtual machine is currently under the 

process of unloading. The extended mechanism presented here 

offers one more state of virtual machines: OL_STARVING. 

The newly introduced state helps the mechanism to mark the 

overloaded virtual machines which are striving since 

considerable amount of time for availing additional resources 

by means of resource sharing in the cloud. 

2) The three priority levels LOW, STANDARD and HIGH 

have been employed for representing current priority of 

machine. The mechanism permits resource sharing amongst the 

virtual machines at the same priority level. 

3) Based on the current workload of the concerned virtual 

machines, the thread thread_PBIUnderloadedVM puts the 

virtual machines with the underutilized resources in one of the 

respective priority queues: qULhigh, qULstd or qULlow. The 

daemon thread keeps fetching underutilized virtual machines 

and drops them in the appropriate queue. For sharing the 

resources, the load balancer picks virtual machine from 

relevant priority queue of underloaded virtual machines. Empty 

queue indicates unavailability of underloaded virtual machine. 

4) Based on the current workload of virtual machines, the 

thread PBIOverloadedVM puts the overloaded virtual 

machines in one of the appropriate priority queues: qOLhigh, 

qOLstd or qOLlow. The daemon thread keeps fetching 

overloaded virtual machines and drops them in the appropriate 

queue. For obtaining the cloud resources, the load balancer 

picks virtual machines from relevant priority queue of 

overloaded virtual machines. 

5) The resource sharing task is carried out by the thread 

PBImprovedLoadBalancer. The operation takes place between 

the overburdened virtual machine and the under burdened 

virtual machines at the same priority levels. The thread runs 

continuously. The thread may sleep for a while if there are no 

additional requirements available in the relevant overload 

queue. 

6) In priority-based cloud computing environment, the 

suggested technique helps stay away from starvation. The 

technique periodically evaluates waiting time of concerned 

virtual machines in the LOW priority queue. The technique 

treats the starving LOW priority virtual machines with help of 

the continuously working thread operateStarvingVM. 
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7) To avoid multiple consecutive resource allocations on 

the same virtual machine, the load balancer module switches 

the state of concerned virtual machines to UL_PASSIVE state. 

Arrangement is such that the suggested resource sharing 

mechanism does not consider UL_PASSIVE virtual machines 

eligible for new load balancing requests. However, after 

completion of certain buffer time, such virtual machines should 

be automatically toggled back to the AVAILABALE state. 

Only AVAILABLE state virtual machines are considered 

eligible for making additional resource demands and sharing of 

resources. 

8) A daemon thread PBImanageState is assigned the task 

of state management of virtual machine. It periodically keeps 

checking if the VM is currently passive or not. If the VM is 

found to be passive, then the thread toggles the VM state to 

AVAILABLE. 

9) Finally, the enhanced module for priority-based 

resource allocation starts by initializing all time variables and 

all priority queues. The variables TSu, TSo and TSt represent 

sleeping time of various daemon threads PBIUnderloadedVM, 

PBIOverloadedVM, operateStarvingVM respectively. 

10) Then the load balancer module launches various 

collaborating daemon threads PBIOverloadedVM, PBI 

UnderloadedVM, operateStarvingVM and PBEnhancedLoad 

Balancer. The thread PBIManageState is responsible for VM 

state management. It also is launched during the starting phase 

of our load balancer module PBImprovedLoadBalancer. 

11) The module maintains an enumerated data structure 

variable v_priority for maintaining the priority-level values of 

all virtual machines. At a time, the v_priority variable can have 

any one of the possible three VM priority values: LOW, 

STANDARD and HIGH. 

12) The module maintains an enumerated data structure 

variable v_state for maintaining the current state values of all 

virtual machines. At a time, the v_state variable can have any 

one of the possible five state values: UNAVAILABLE, 

AVAILABLE, UL_PASSIVE, OL_PASSIVE and OL_ 

STARVING. 

Key segments of the recommended resource sharing 
algorithm with necessary explanation have been presented 
here: 

Module PBImprovedLoadBalancer 

{ 

// Algorithm for starvation free and priority oriented improved 

// sharing of cloud resources 

enum v_priority {LOW, STANDARD, HIGH};  

// possible VM priority values 

 

enum v_state {UNAVAILABLE, AVAILABLE, 

UL_PASSIVE, OL_PASSIVE, OL_STARVING}; 

// Virtual machine state values: unavailable, available,  

// underload passive, overload passive, overload starving 

 

int TSt, TSo, TSu; //sleeping time for thread 

struct VMachine  

// Holds metadata of a VM 

{ 

v_priority vm_priority; 

v_state vm_state; // current state 

// VM’s resources’ information 

float vm_load; 

unsigned int ncores; 

unsigned long tot_mem, free_mem; 

float bandwidth; 

// Timestamp when VM’s state was set as passive 

unsigned long passive_set_time; 

unsigned long WTUnder, WTOver;  

// Threshold for waiting time in queues related to  

// overloaded and underloaded virtual machines 

char vmIP[40]; 

… 

// getter and setter methods for accessing and  

// setting VMachine structure members. 

… 

} 

// Starvation time threshold 

unsigned long OLVmStarvationThresholdTime; 

 

// Queues for maintaining underloaded VMs 

Queue <VM*> qULlow, qOLhigh, qULstd; 

// Queues for maintaining overburdened VMs 

Queue <VM*> qOLstd, qULhigh, qOLlow; 

 

// Keep detecting underloaded virtual machines and  

// populate them in respective priority queue 

Thread: thread_PBIUnderLoadedVM 

{ 

VM* pVMU = null; 

void fetch_PBIUnderloaded_VM(){ 

//Thread method 

while(true) { 

pVMU = null; 

//Find out underloaded VM 

pVMU = determine_underloaded_VM(); 

if(qUL<pVMU -> vm_priority>.find  

 (pVMU) ||     

  pVMU.passive_set_time < WTUnder) 

continue; 

if(!pVMU) { 

// At present there is no such VM. 

// So, sleep thread for TSu sleep time. 

sleep(TSu); continue; 

 } 

qUL<pVMU-> 

   vm_priority>.append(pVMU); 

// Found underloaded VM.  

// So, append it to relevant queue. 

}//while 

}//End of Thread method 

} 
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// Keep detecting overloaded virtual machines and 

// populate them in respective priority queue. 

Thread: thread_PBIOverLoadedVM 

{ 

VM* pVMO = null; 

void fetch_PBIOverloaded_VM(){ 

//Thread method 

while(true) { 

pVMO = null; 

// Find out overloaded VM 

pVMO = determine_overloaded_VM(); 

if(qOL<pVMO->vm_priority>.find(pVMO) || 

pVMO.passive_set_time<WTOver) 

continue; 

if(!pVMO) { 

// At present there is no such VM 

// So, sleep thread for TSo sleep time 

sleep(TSo); continue; 

} 

qOL<pVM->vm_priority>.append(pVMO); 

// Found overloaded VM.  

// So, append it to relevant queue. 

}//while 

}//End of thread method 

}//Thread 

 

// Procedure for starvation free and priority oriented load  

// sharing 

Thread: thread_PBImprovedLoadBalancer 

{ 

VMachine* pVMO, pVMU; 

void PBImprovedLoadBalance() 

{ 

Thread sleep if there are no overloaded VMs 

Thread sleep if there are no resource sharing offers 

while(true) { 

pVMU=qUL<high,std,low>.fetch() 

if(!pVMU) 

// VM for resource sharing is unavailable at present.  

// So, search again. 

 continue; 

if(pVMU->timeSincePassive() <  

MaxULTimeThreshold  

|| !pVMU-> isUnderloaded() 

  || pVMU->vm_state== UL_PASSIVE) 

 // Found VM but it is still passive or it has no  

// sharable resources  

continue; 

pVMO=qOL<pVMU.priority>.fetch() 

if(!pVMO) 

// Resource requirements unavailable at present.  

// So, search again. 

continue; 

if(pVMO->timeSincePassive() <  

MaxOLTimeThreshold  

||pVMU->isOverloaded() 

||pVMO->vm_state==OL_PASSIVE) 

// VM is still passive or it has no resource  

// requirements. 

continue; 

if(pVMU->vm_state == AVAILABLE && 

pVMO->vm_state == AVAILABLE){ 

// Both source and target VMs are available. 

// So, carry out resource sharing. 

// Make both VMs passive for further load  

// balancing requests and to protect them from  

// instantaneous overburdening. 

 pVMU->vm_state=UL_PASSIVE; 

 pvmO->vm_state=OL_PASSIVE; 

 

set passive_set_time for pVMO   

set passive_set_time for pVMU 

// Remove both VMs from respective wait queues

 qUL<pVMU.priority>.remove()

 qOL<pVMO.priority>.remove() 

// Load balance 

balance(pVMO,pVMU) 

 … 

} 

} // function PBImprovedLoadBalancer. 

} //while 

} // thread thread_PBImprovedLoadBalancer. 

// Keep detecting the starving virtual machines which are  

// waiting for additional resource requirements in queue. 

Thread: thread_operateStarvingVM 

{ 

void operateStarvingVM() 

{ 

while(true){ 

… 

pVMO = qOL<low>.fetchLast() 

 

if(pVMO->timeSincePassive() >  

OLVmStarvationThresholdTime) { 

//VM is starving, so operate it. 

 qOL<low>.shiftToFirst(pVMO) 

sleep(TSt); 

//Sleep thread for TSt Starvation sleep time. 

… 

}  

}// while 

}// function operateStarvingVM 

}// thread thread_operateStarvingVM 

 

// Keep managing VM state 

Thread: thread_PBImanageState 

{ 

void vmStateManager() { 

… 

for all VMs: pVM 

if(pVM-> vm_state = UL_PASSIVE &&  

pVM->timeSincePassive()>= 

pVM->WTUnder) 

|| 
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(pVM-> vm_state = OL_PASSIVE &&  

pVM->timeSincePassive()>=  

pVM->WTOver) 

// Time to remain in the passive state for a  

// particular VM is over. So, now make it 

// AVAILABLE for load balancing. 

reset pVM’s passive_set_time 

// Make pVM as AVAILABLE for load balancing.  

pVM->vm_state = AVAILABLE; 

… 

}// function thread_PBIManageState 

}//thread thread_PBIManageState 

 

// Launch module now. 

void start() 

{ 

… 

Initialize times: TSu, Tso, TSt 

Initialize time: OLVmStarvationThresholdTime 

 

Initialize queue: qOL<low,std,high> 

Initialize queue: qUL<low,std,high> 

 

Spawn thread: thread_PBIOverLoadedVM 

 

Spawn thread: thread_PBIUnderLoadedVM 

 

Spawn thread: thread_PBImprovedLoadBalancer 

 

Spawn thread: thread_operateStarvingVM 

 

Spawn thread: thread_PBImanageState 

 

… 

}// function start 

}//module PBImprovedLoadBalancer 

The start() function in the suggested module 
PriorityBasedImprovedLoadBalancer starts with initializing 
various time intervals which are meant for making the thread 
sleep for certain time intervals. The module also sets the 
starvation time threshold in waiting queue for the overloaded 
virtual machines. Finally, the start() function launches the 
collaboratively working threads. The parallelly running threads 
thread_PBIOverLoadedVM and thread_PBIUnderLoadedVM 
keep finding those virtual machines which are in shortage of 
resources and the virtual machines which have excessive 
unutilized resources go wasted respectively. The priority based 
improved load balancer thread thread_PBImprovedLoad 
Balancer executes resource sharing. The collaboratively 
working thread thread_operateStarvingVM takes care of 
starving virtual machines which are waiting in queue. 

IV. IMPLEMENTATION 

The prototype cloud environment testbed was established 
on physical server and the entire setup was made run as 
suggested in the [19]. The private cloud computing 
environment was setup over a minimal setup of the open-

source CentOS Linux operating system platform. In order to 
facilitate the Infrastructure as a Service (IaaS) by means of 
offering cloud-based instances which are available on demand, 
the open-source cloud computing environment was established 
by installing OpenStack on top of the CentOS Linux platform. 

V. RESULTS AND DISCUSSION 

The mechanism begins with setting and initializing values 
of various data structures such as sleeping time of various 
threads, respective queues for maintaining information about 
overloaded and underloaded virtual machines. After initializing 
the data structures and queues, the algorithm spawns the 
collaborating daemon threads: PBImanageState, PBIOver 
LoadedVM, PBImprovedLoadBalancer PBIUnderLoadedVM 
and operateStarvingVM. 

The daemon thread thread_operateStarvingVM keeps 
watching and operating the starving virtual machines. The 
Table I shows comparison of results obtained using our 
proposed method with the results of existing technique. For the 
low priority overloaded virtual machines, the experimental 
results have been presented in a Table I. The Table I represents 
the waiting times of various starving virtual machines in 
absence and presence of our suggested thread 
thread_operateStarving VM respectively. The function of the 
daemon thread thread_operateStarvingVM is to efficiently 
manage the starving overloaded virtual machines with a motive 
to reduce their waiting time. 

The column A in the Table I represents the observed 
waiting time value of the overloaded virtual machines in 
absence of our suggested daemon thread thread_operate 
StarvingVM. The average of the waiting times mentioned in 
the column A is 9.62 milliseconds for such overloaded virtual 
machines [19].  

The column B in the Table I represents the observed value 
of waiting time of the overloaded virtual machines in presence 
of our suggested daemon thread thread_operateStarvingVM. 
However, in presence of our suggested collaborative daemon 
thread thread_operateStarvingVM, the average value of the 
observed waiting times mentioned in the column B is found to 
be reduced to 7.1 milliseconds, which clearly designates 
performance improvement by means of reduction in waiting 
time of overloaded virtual machines in waiting queue. 

TABLE I. TABLE SHOWING WAITING TIMES OF VIRTUAL MACHINES IN 

THE WAITING QUEUE IN ABSENCE AND PRESENCE OF THE THREAD 

THREAD_OPERATESTARVINGVM RESPECTIVELY 

Virtual 

Machine (IP 

address) 

Waiting time (milli seconds) 

A. In absence of the 

thread_ 

operateStarvingVM 

B. In presence of the thread_ 

operateStarvingVM 

192.168.10.2 8.9 ms 6.4 ms 

192.168.10.3 10.2 ms 7.6 ms 

192.168.10.4 10.4 ms 7.9 ms 

192.168.10.5 9.4 ms 6.9 ms 

192.168.10.7 9.2 ms 6.7 ms 
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Fig. 2. Chart of Comparison of Waiting Times of Virtual Machines in Absence and Presence of the Thread thread_operateStarvingVM. 

Moreover, a chart shown in a Fig. 2 also designates 
significant reduction in the waiting time of all concerned 
overloaded virtual machines for availing additional cloud 
resources for load balancing. 

Such a reduction in the average waiting times is extremely 
beneficial to the low priority overloaded virtual machines in 
the cloud. The dropout in waiting time of a concerned starving 
overloaded virtual machine in a respective priority queue helps 
it to attain the required additional resources from cloud in 
lesser time. Hence, faster availability of additional cloud 
resources will cause faster execution of tasks. Quicker 
execution of tasks results into increased overall system 
performance and optimized utilization of cloud resources. 

VI. CONCLUSION 

An enhanced mechanism for priority-oriented resource 
sharing for cloud computing platform has been suggested in 
this paper. The mechanism prevents resource requirements on 
low priority virtual machines from starvation. Implementation 
of proposed algorithm clearly designates reduction in waiting 
time of concerned virtual machines. The technique is helpful in 
attaining efficient resource utilization and improved 
performance. The obtained results undoubtedly reveal 
reduction in the average waiting time of overloaded virtual 
machines in the waiting queue. Hence the technique helps 
overcome starvation. Thereby, the proposed technique helps 
achieving improved resource sharing for low priority virtual 
machines in cloud computing environment. 

In future, this technique can be extended further on 
collaborated cloud computing environments for attaining 
improved resource utilization and getting better return on 
investment. Moreover, the suggested technique can be explored 
further for studying security aspects. 
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Abstract—Binary choices, such as success or failure, 

acceptance or rejection, high or low, heavy or light, and so on, 

can always be used to express decision-making. Based on the 

known predictor feature values, a classification model can be 

used to predict an unknown categorical value. The logistic 

regression model is a commonly used classification approach in a 

variety of scientific domains. The goal of this research is to create 

a logistic regression model with a heuristic approach for selecting 

input characteristics and to compare the Newton Raphson and 

gradient descent (GD) algorithms for estimating parameters. 

Among predictor traits, there were four that met the criterion for 

being both dependent on the target and independent of one 

another. Also, optional features In Malang, Indonesia, 

researchers used the Chi-square test to find four significant 

characteristics that increase the incidence of pregnant women 

developing preeclampsia: age (X1), parity (X2), history of 

hypertension (X3) and salty food consumption (X6). In the above 

work author proposed, the logistic regression model developed 

using the gradient descent approach had a lower risk of error 

than the logistic regression model generated using the Newton 

Raphson algorithm. The model with the gradient descent 

approach has a precision of 98.54 percent and an F1 score of 

97.64 percent, while the model with the Newton Raphson 

algorithm has a precision of 86.34 percent and an F1 score of 

72.55 percent. 

Keywords—Classification model; feature selection; gradient 

descent; logistic regression; Newton Raphson 

I. INTRODUCTION 

In modern statistical modeling, there is a simple point of 
view in developing a statistical model, namely by observing 
the presence of a target feature in the data set. A descriptive 
model is developed if there is no target feature. On the other 
hand, if there is a target feature, a predictive model is 
developed. The clustering method is the most popular 
descriptive model. Marji et al [1] discussed topics related to 
fuzzy subtractive clustering, and Handoyo et al [2] discussed 
the performance of the optimal clustering method with a hybrid 
between subtractive fuzzy and c-mean fuzzy clustering. 
Another type of descriptive modeling is the method used as an 
assessment tool to generate a ranking of objects based on their 
features [3]. Predictive modelling is divided into 2 types based 
on the measuring scale of the target feature. The regression 
model is built when the target feature is continuous (interval or 

ratio), while the classification model is built when the target 
feature is discrete (nominal or ordinal). In statistics, regression 
modeling is more emphasized to explore the causality 
relationship between the target and predictor features [4-5], but 
in the machine learning community, regression modeling is 
oriented to capture all existing patterns in a data set in order to 
obtain a model that is able to predict the unknown value of 
target feature with high accuracy [6]. Some examples of 
regression modeling for predictive purposes include Handoyo 
et al [7] have developed a model to predict the regional 
minimum wage, while Handoyo and Chen [8] have developed 
a model to predict daily soybean prices in Indonesia. 

The application of the classification method gets more 
serious attention because a decision-making will be more 
measurable and easy to execute in the form of discrete choices, 
each continuous scale will also be simpler when it is 
transformed into a discrete scale [9]. Several researchers have 
compared the performance of classification models, including 
Widodo and Handoyo [10] compared logistic regression and 
Support Vector Machine, Nugroho et al [11] compared logistic 
regression and Learning Vector Quantization, and Handoyo et 
al [12] varied the threshold values to obtain the best performing 
logistic regression and linear discriminant models. A model 
involving only predictor features that have a significant 
contribution to the variability of the target feature is an ideal 
model for researchers [13-14]. Thus, feature selection is an 
important stage in model development. In general, the feature 
selection method is divided into 2 approaches, namely the 
wrapped and the filter approach. Wrapped approach features 
selection is computationally expensive because it involves the 
model with all of the possible feature combinations [15]. 
Feature selection with the filter approach method is more 
heuristic in nature, namely by evaluating both the dependency 
between predictor and target features, as well as independency 
among predictor features [16-17]. Chi-square test can be used 
for the above evaluation purposes if both features are 
categorical features [18]. 

Parameter estimation has an important role in producing the 
best model. In statistics, estimate parameters can be obtained 
by minimizing the sum of squared errors (SSE) known as the 
least square (LS) method [19] or by maximizing the log-
likelihood function known as maximum likelihood estimation 
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[20-21]. The LS method is generally used for estimating 
parameters in linear systems, while the maximum likelihood 
estimation (MLE) method is used for estimating parameters in 
nonlinear systems. The complexity of the nonlinear model has 
also prompted researchers to lead using optimization methods 
such as Particle Swarm Optimization [22-23]. Newton 
Raphson algorithm works based on maximizing the likelihood 
function which is considered as an equation that is solved to 
find the equation root as the estimated parameters [24-25]. On 
the other hand, the gradient descent algorithm finds the 
estimated parameters by reducing the score function gradient 
and leads to be 0 which means the optimal solution has been 
reached [26-27]. 

In the field of public health, there are many problems that 
must be handled and controlled properly, one of which is the 
case of preeclampsia because it is the main cause of maternal 
death [28]. The immune system plays an important role in 
promoting the occurrence and development of preeclampsia. 
Wang et al [29] identified significant immune of the related 
genes for predicting the occurrence of preeclampsia. Women 
with preeclampsia are more likely to develop acute kidney 
injury, placental abruption, and postpartum hemorrhage 
syndrome before they give birth [30]. Reddy et al [31] 
evaluated the related application of a broader definition of 
hypertension and the most appropriate definition of end-organ 
dysfunction because there is still controversy over the 
definition that has been used so far. 

Based on the description above, this study aims to obtain 
predictor features that are independent and have a significant 
effect on preeclampsia by using the Chi-square test, also to 
compare the performance of fitting the logistic regression 
model obtained using Newton Raphson algorithm and gradient 
descent by popular criteria used as classification model 
performance measure. 

The paper consists of five sections. The remaining sections 
include Section 2 which described the proposed method in 
detail, namely the feature selection method with a filter 
approach using the Chi-square test, the cost function in 
predictive modeling, and both learning algorithms i.e. Newton 
Rapson and gradient descent. The presentation of empirical 
data, both of response and predictor features are given in 
Section 3, while in Section 4, the logistic regression model and 
its performance are discussed, both the model generated by the 
Newton Raphson and algorithm gradient descent. Conclusions 
and recommendations for further research are given in 
Section 5. 

II. PROPOSED METHOD 

A good model is simple and has high performance. One of 
the characteristics of the simple model is that it involves a 
small number of predictor features. Model parameters estimate 
are carried out in the training process using an optimization 
technique such as Maximum likelihood. When the log-
likelihood function is non-linear in its parameters, a numerical 
iteration algorithm can be used to obtain an estimator of the 
model parameters. In this section, we will discuss the test of 
dependencies for feature selection, the score function in 
maximum likelihood, the Newton Raphson and gradient 
descent algorithm. 

A. Chi Square Test for Feature Selection 

In machine learning, the predictor and the response features 
are expected to have a relationship (dependency) while 
between two predictor features do not have a relationship [32]. 
The chi-square test is useful for evaluating the correlation 
between two categorical features. The chi-square (χ2) statistical 
test has the null hypothesis i.e. two categorical features are 
independent versus the alternative hypothesis i.e. two 
categorical features are dependent [33]. The null hypothesis is 

rejected when the 𝑃(𝜒𝑑𝑓
2  > 𝜒2 statistic) is less than 0.05 (the 

p-value is less than 0.05) and otherwise the null hypothesis not 
able be rejected. 

The main idea of the chi-square test is to compare the 
observed values in the data with the theoretically expected 
values and test whether the values are related to each other. 
The contingency table associated with both categorical features 
is created to support the calculation of the chi-square value. 
The formula of chi square statistic is the following [34]: 

𝜒2 = ∑ ∑
(𝑂𝑖,𝑗−𝐸𝑖,𝑗)

2

𝐸𝑖,𝑗

𝑐
𝑗=1

𝑟
𝑖=1              (1) 

Where 𝜒2 is Chi square statistic, 𝑂𝑖,𝑗 is the observed value 

and 𝐸𝑖,𝑗  is the expected value of two nominal variables. The 

Chi square statistic has a degree of freedom (df) of (𝑟 −
1)(𝑐 − 1). The 𝐸𝑖,𝑗 value can be calculated by formula: 

𝐸𝑖,𝑗 =
∑ 𝑂𝑖,𝑗

𝑐
𝑘=1 ∑ 𝑂𝑘,𝑗

𝑟
𝑘=1

𝑁
             (2) 

Where ∑ 𝑂𝑖,𝑗
𝑐
𝑘=1  is the sum of the 𝑖𝑡ℎcolumn, ∑ 𝑂𝑘,𝑗

𝑟
𝑘=1  is 

the sum of the 𝑘𝑡ℎcolumn, and N is the total instance. 

When the evaluation of dependency between predictor and 
response feature, the expected decision is to reject the null 
hypothesis and the associated predictor feature is kept as the 
member of predictor variable. In other side, when the 
evaluation of dependency between 2 predictor features, the 
expected decision is to accept the null hypothesis that means 
both categorical features are kept as the member of predictor 
features. 

B. Score Function in Maximum Likelihood Estimation 

The goal of a predictive model is to make the correct 
prediction of the target value for a previously unseen data item. 
A score function is a function of the difference between the 

real answer 𝑦(𝑖) and the predicted value 𝑓 ̂(𝑥(𝑖); 𝜃)  [35]. 

Consider the n instances hawing the response feature 𝑦(𝑖) and 

predictor feature 𝑥(𝑖) = [𝑥1, 𝑥2 ⋯ 𝑥𝑝]  for 𝑖 = 1,2,3, … , 𝑛 . 

Assume 𝑦(𝑖) = 𝜃T𝑥(𝑖) + 𝜀(𝑖)  is a regression model structure 

having as many as p unknown parameters. The 𝜀(𝑖) is a random 
noise (error) which is the un-modeled effect. By assuming 

𝜀(𝑖)~𝑁𝐼𝐼𝐷(0, 𝜎2), the probability density function of 𝜀(𝑖) can 
be stated such as the equation (3) following [36]. 

𝑃(𝜀(𝑖)) =
1

√2𝜋𝜎
exp (

−(𝜀(𝑖))
2

2𝜎2 )            (3) 
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The posterior probability with the unknown parameter 𝜃 is 

𝑃(𝑦(𝑖)|𝑥(𝑖); 𝜃) =
1

√2𝜋𝜎
exp (

−(𝑦(𝑖)−𝜃T𝑥(𝑖))
2

2𝜎2 )           (4) 

The equation (4) means that 𝑦(𝑖)|𝑥(𝑖); 𝜃~𝑁(𝜃T𝑥(𝑖), 𝜎2) 

and it also is called the likelihood function. The following is 
the likelihood function of n instances: 

ℒ(𝜃) = 𝑃(𝑦⃗|𝑋; 𝜃) 

= ∏ 𝑃(𝑦(𝑖)|𝑥(𝑖); 𝜃)

𝑛

𝑖=1

 

= ∏
1

√2𝜋𝜎
exp (

−(𝑦(𝑖) − 𝜃T𝑥(𝑖))
2

2𝜎2
)

𝑛

𝑖=1

 

ℓ(𝜃) = 𝑛 ln
1

√2𝜋𝜎
+ ∑

−(𝑦(𝑖)−𝜃T𝑥(𝑖))
2

2𝜎2
𝑛
𝑖=1            (5) 

The log likelihood is 

ℓ(𝜃) = log ℒ(𝜃) ≈ ln ℒ(𝜃)   

= ln ∏
1

√2𝜋𝜎
exp (

−(𝑦(𝑖) − 𝜃T𝑥(𝑖))
2

2𝜎2
)

𝑛

𝑖=1

 

= ∑ [ln
1

√2𝜋𝜎
+ ln exp (

−(𝑦(𝑖) − 𝜃T𝑥(𝑖))
2

2𝜎2
)]

𝑛

𝑖=1

 

ℓ(𝜃) = 𝑛 ln
1

√2𝜋𝜎
+ ∑

−(𝑦(𝑖)−𝜃T𝑥(𝑖))
2

2𝜎2
𝑛
𝑖=1            (5) 

Maximum Likelihood Estimation method is how to choose 
𝜃 to maximize ℓ(𝜃) in the equation (5) by the first derivative 
with respect to 𝜃 and set its to 0 [37]. All term in equation (5) 
involving the 𝜃 parameter is only the second part numerator i.e. 
the sum square of error which must be minimized to get the 
ℓ(𝜃)  maximum. In the other word, to obtain the optimum 
parameter 𝜃  through MLE is equivalence to minimize the 
equation (6) also called as the score function of regression 
model which is the negative of log likelihood ℓ(𝜃). 

Minimize 

𝐽(𝜃) =
1

2
∑ (𝑦(𝑖) − 𝜃T𝑥(𝑖))

2𝑛
𝑖=1             (6) 

Where 𝐽(𝜃)  is called as a loss or cost function of a 
regression model. 

A binary classification model has the response feature 
of 𝑦𝜖{0,1}. In the logistic regression case, the classifier model 
structure is a sigmoid function which has a primary task to 
separate both classes or as a boundary curve between 2 classes. 
Suppose the sigmoid formula of an instance is stated in the 
following: 

ℎ𝜃(𝑥) = 𝑔(𝜃T𝑥) =
1

1+𝑒−𝜃T𝑥
            (7) 

It is expected that  ℎ𝜃(𝑋)𝜖[0,1]  with  𝑃(𝑦 = 1|𝑋; 𝜃) =
ℎ𝜃(𝑋)  , and  𝑃(𝑦 = 0|𝑋; 𝜃) = 1 − ℎ𝜃(𝑋) . The posterior 

probability of a binary classification follows a binomial 
distribution as the following: 

𝑃(𝑦|𝑋; 𝜃) = ℎ𝜃(𝑋)𝑦(1 − ℎ𝜃(𝑋))
1−𝑦

 

The n instances likelihood function is expressed as the 
following: 

ℒ(𝜃) = 𝑃(𝑦⃗|𝑋; 𝜃) 

= ∏ 𝑃(𝑦(𝑖)|𝑋(𝑖), 𝜃)

𝑛

𝑖=1

 

= ∏ ℎ𝜃(𝑋)𝑦(𝑖)
(1 − ℎ𝜃(𝑋))

1−𝑦(𝑖)
𝑛

𝑖=1

 

The log likelihood function for binary classification is 

ℓ(𝜃) = log ℒ(𝜃) 

∑ [𝑦(𝑖) log ℎ𝜃(𝑋(𝑖)) + (1 − 𝑦(𝑖)) log (1 − ℎ𝜃(𝑋(𝑖)))]𝑛
𝑖=1      (8) 

The score function of a binary classification model is the 
negative of ℓ(𝜃) which has the popular name called as cross 
entropy loss function as the following [38]. 

𝐽(𝜃) = − ∑ [𝑦(𝑖) log ℎ𝜃(𝑋(𝑖)) + (1 − 𝑦(𝑖)) log (1 −𝑛
𝑖=1

ℎ𝜃(𝑋(𝑖)))]              (9) 

Machine learning model is trained by minimizing loss 
function to yield the estimate parameter 𝜃. 

C. Newton Raphson and Gradient Descent Algorithm 

A way to obtain the estimate parameter 𝜃 is by maximizing 
the log likelihood function ℓ(𝜃) through the first derivative 
with respect to 𝜃 and to be set 0. Because the ℓ′(𝜃) has non 
linear form, the analytic (close form) solution can not be 
obtained. A numerical approach through the iterative method 
can be used to handle the problem. Newton's method was 
originally intended to find the roots of an equation by 
determining the value of the function to be 0 (to find the root of 
𝑓(𝜃) = 0)  [39]. Consider that the gradient (slope) of a line 
equation is defined as the following: 

𝑓′(𝜃(0)) =
ℎ𝑒𝑖𝑔ℎ𝑡

𝑏𝑎𝑠𝑒
=

𝑓(𝜃(0))

∆
, so ∆ =

𝑓(𝜃(0))

𝑓′(𝜃(0))
 

and the other hand  ∆= 𝜃(0) − 𝜃(1) (i.e. base which is 
difference between 2 of x-coordinate values). For a stage t, a 
new x-coordinate can be expressed as the following. 

𝜃(𝑡+1) ≔ 𝜃(𝑡) −
𝑓(𝜃(0))

𝑓
′(𝜃(0))

 , for 𝑓(𝜃) = ℓ′(𝜃) then it is obtained  

𝜃(𝑡+1) ≔ 𝜃(𝑡) −
ℓ′(𝜃)

ℓ′′(𝜃)
 

𝜃(𝑡+1) ≔ 𝜃(𝑡) + 𝐻−1∇𝜃ℓ(𝜃)          (10) 

Where Hessian H is defined as 𝐻𝑖𝑗 =
𝜕2ℓ(𝜃)

𝜕𝜃𝑖𝜕𝜃𝑗
 and ∇𝜃ℓ(𝜃) =

ℓ′(𝜃). The equation (10) is the iterative formula of Newton 
Raphson algorithm [40]. The stopping criteria can be used 
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either a iteration number or a threshold value desired by user. 
So the solution of the Newton Raphson is a value that 
maximize the log likelihood function ℓ(𝜃). 

In the machine learning approach, a gradient descent (GD) 
is an algorithm that minimizes the cost function 𝐽(𝜃) such as 
stated in equation (9). The parameters that minimize 𝐽(𝜃) are 
obtained using a search algorithm that starts with a "initial 
guess" value by repeatedly changing it to make 𝐽(𝜃) smaller 
until it is expected to converge to a value. Here is the formula 
of the GD algorithm which starts with an initial value, and is 
repeatedly updated [41]. 

𝜃𝑗 = 𝜃𝑗 − 𝛼
𝜕

𝜕𝜃𝑗
𝐽(𝜃)           (11) 

The GD algorithm can be implemented when the partial 
derivative on the right-hand side of equation (9) has been 
known. Suppose there is 1 instance (x, y), so the summation 
term in the definition of 𝐽(𝜃)  on the equation (8) can be 
negligible. 

𝜕

𝜕𝜃𝑗

𝐽(𝜃)  =
𝜕

𝜕𝜃𝑗

(− ℓ(𝜃)) 

𝜕

𝜕𝜃𝑗

𝐽(𝜃)  = − (𝑦
1

𝑔(𝜃T𝑥)

− (1 − 𝑦)
1

1 −  𝑔(𝜃T𝑥)
)

𝜕

𝜕𝜃𝑗

𝑔(𝜃T𝑥) 

= − (𝑦
1

𝑔(𝜃T𝑥)
− (1 − 𝑦)

1

1 −  𝑔(𝜃T𝑥)
) 𝑔(𝜃T𝑥)(1

−  𝑔(𝜃T𝑥))
𝜕

𝜕𝜃𝑗

𝜃T𝑥 

= − (𝑦(1 −  𝑔(𝜃T𝑥)) − (1 − 𝑦)𝑔(𝜃T𝑥)) 𝑥𝑗   

= −(𝑦 −  𝑔(𝜃T𝑥))𝑥𝑗 

So, it is found that the first derivative of the loss function 
classification is 

𝜕

𝜕𝜃𝑗
𝐽(𝜃) = −(𝑦 −  ℎ𝜃(𝑥))𝑥𝑗          (12) 

The gradient descent iterative formula is 

𝜃𝑗 = 𝜃𝑗 − 𝛼
𝜕

𝜕𝜃𝑗
𝐽(𝜃)           (13) 

By substituting the equation (12) into the equation (13), It 
leads to the updating parameter final formula of the GD 
algorithm as the following: 

𝜃𝑗 = 𝜃𝑗 + 𝛼 ∑ (𝑦(𝑖) − ℎ𝜃(𝑋(𝑖)))𝑋𝑗
(𝑖)𝑛

𝑖=1          (14) 

Where 𝛼  is a learning rate determined together with a 
stopping criteria value such as a threshold or iteration number 
before the training model is started. 

III. DESCRIBING DATA 

The data used in this study are the secondary data as many 
as 205 instances obtained from the Center of Child 
Development Studies at the Wira Husada Nusantara Midwifery 

Academy Malang in 2021. The data set consist of a response 
feature, namely preeclampsia status, and 7 predictor features, 
namely the factors affecting preeclampsia include age, parity, 
history of hypertension, pregnancy interval, household 
harmony, consumption of salty foods, consumption of fruits, 
and vegetables. The description of features in the data set is 
stated in Table I. 

TABLE I. CLASS LABEL DISTRIBUTION IN THE DATASET 

Feature name Class label 
Label 

distribution 

Preeclampsia (Y) [No, Yes] [140, 65] 

Age (X1) 
[No risk, 
Risk] 

[133, 72] 

Parity (X2) 
[No risk, 

Risk] 
[133, 72] 

History of Hypertension (X3) [No, Yes] [135, 70] 

Pregnancy Interval (X4) 
[No risk, 

Risk] 
[153, 52] 

Household Harmony (X5) [Yes, No] [145, 60] 

Salty Food Consumption (X6) [No, Yes] [116, 89] 

Fruits and Vegetables Consumption 
(X7) 

[Yes, No] [141, 64] 

All features in the data set are categorical consisting of 2 
class labels, namely [No or No risk, Yes or Risk] except for X5 
and X7 features which have class labels [Yes, No]. The class 
label in the first order is worth 0, while the class label in the 
second-order is worth 1. In the target feature y, the proportion 
of class 0 is 68% and the proportion of class 1 is 32%. The 
distribution of class labels on the predictor features is very 
similar to the distribution of class labels on the target features, 
except that the X6 feature has a distribution of class labels of 
58% and 42% for class 0 and class 1. Imbalance class on the 
target feature should receive serious attention in building a 
classification model. Fortunately, in this data set, both the 
target and predictor features have a distribution of class labels 
that are classified as balanced. 

IV. RESULT AND DISCUSSION 

This section initially discusses feature selection by 
evaluating the dependencies between target and predictor 
features. The predictor features that have significant 
dependencies are preserved as the final candidate features that 
are evaluated for their independence. The final predictor 
features are selected from the final candidate features that are 
independent of each other. The classification model parameters 
associated with the final predictor feature are estimated using 
the Newton Rapson and Gradient descent algorithms. The 
performance of the two models is evaluated using several 
measures that are popularly used in classification. 

A. Heuristic Feature Selection 

Dependencies between two categorical features can be 
evaluated using Chi-square statistic which is calculated based 
on the contingency table formed from these two features. The 
contingency table between the target feature (Preeclampsia) 
and the Parity feature is presented in Table II. 

The values in the cells of the contingency table are the 
observed values between the two categories (combination of 2 
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labels) derived from the two features. The observation values 
are compared with the expected values calculated using 
formula (2). Then the Chi-square statistic was calculated using 
formula (1). Table III presents the Chi-square statistic and 
associated p-value of the dependency measure between target 
and predictor feature. 

All p-values in Table III are less than 0.05 (level of 
significance) which means that all predictor features have a 
significant dependence on the target feature. The evaluation 
between predictor features was based on the Chi-square 
statistic and the corresponding p-values which are presented in 
Table IV and Table V, respectively. 

TABLE II. THE CONTINGENCY TABLE BETWEEN PARITY (X1) AND 

PREECLAMPSIA (Y) 

Parity 
Preeclampsia 

No Yes Total 

No Risk 108 25 133 

Risk 32 40 72 

Total 140 65 205 

TABLE III. THE CHI SQUARE STATISTIC AND P VALUE OF DEPENDENCY 

BETWEEN PREDICTOR AND RESPONSE 

Predictor Chi square P value 

X1 136.59 0 

X2 29.15 0 

X3 166.76 0 

X4 10.76 0.00104 

X5 57.47 0 

X6 98.53 0 

X7 16.95 4.00E-05 

TABLE IV. THE CHI SQUARE STATISTIC OF DEPENDENCY AMONG 2 

PREDICTORS 

Feature X1 X2 X3 X4 X5 X6 X7 

X1 205.0 1.842 2.168 10.73 37.06 2.316 13.23 

X2 1.842 205.0 1.977 21.35 12.35 2.742 13.23 

X3 2.168 1.977 205.0 12.01 79.30 2.386 17.47 

X4 10.73 21.35 12.01 205.0 17.27 13.68 4.000 

X5 37.06 12.35 79.30 17.27 205.0 34.44 13.94 

X6 2.316 2.742 2.386 13.68 34.44 205.0 13.79 

X7 13.23 13.23 17.47 4.000 13.94 13.79 205.0 

TABLE V. THE P VALUE OF DEPENDENCY AMONG 2 PREDICTORS 

Feature X1 X2 X3 X4 X5 X6 X7 

X1 0 0.117 0.092 0.001 0 0.082 0.000 

X2 0.117 0 0.107 0 0.000 0.061 0.000 

X3 0.092 0.107 0 0.001 0 0.078 0 

X4 0.001 0 0.001 0 0 0.000 0.046 

X5 0 0.000 0 0 0 0 0.000 

X6 0.082 0.061 0.078 0.000 0 0 0.000 

X7 0.000 0.000 0 0.0456 0.000 0.000 0 

The independent features are obtained by using the grid 
search method. The first time the X1 feature is used as a search 
base i.e. to look for a p-value greater than 0.05 (significant 
level) in the X1 row, and the results show that the p-values of 
the X2, X3, and X6 features are greater than 0.05 that means 
features X1 are independent to features X2, X3, and X6. Next, 
feature X2 as the basis for searching and do checking whether 
the p-value of X3 and X6 in row X2 is greater than 0.05, lastly, 
feature X3 as the basis for searching and do checking whether 
the p-value of X6 in row X3 is greater than 0.05. The p-values 
in Table V which are greater than the significant level are 
marked with different colours. Thus the predictor features that 
have a significant dependence on the target feature and are also 
significantly independent of each other are features X1, X2, 
X3, and X6. These four features are finally used as predictor 
features of the logistic regression model to be built. 

B. Model with the Newton Raphson Algorithm 

The Newton Raphson algorithm is widely implemented in 
various statistical data analysis software, including R and SAS, 
which are statistical computing software that is popular among 
the statistician community. By setting the number of iterations 
= 1000 and the threshold value = 0.0001, the parameter 
estimators of the logistic regression model are presented in 
Table VI. 

Based on the parameter estimator values in the second 
column of Table VI, the logistic regression model, namely the 
posterior probability of an instance as a member of class 0 is 
expressed in equation (15) as follows: 

𝜋(𝑥) =  
exp(

−13.1080+4.3990𝑋1(1)+5.2480𝑋2(1)+

+7.9540𝑋3(1)+4.6360𝑋6(1)
)

1+exp(
−13.1080+4.3990𝑋1(1)+5.2480𝑋2(1)+

+7.9540𝑋3(1)+4.6360𝑋6(1)
)

        (15) 

If the coefficient is positive, it means that it contributes to 
support for class 0, on the other hand, a coefficient that is 
negative means that it contributes to support for class 1. All of 
coefficients except the intercept support for class 0 where the 
feature X3 has the highest contribution to support for class 0. 

The ability of the model to predict the instances used to 
build the logistic regression model is determined based on the 
confusion matrix, which is a matrix whose elements state the 
number of instances that were predicted correctly or the 
number of instances that were predicted incorrectly by the 
logistic regression model in equation (15). The Table VII 
presents the confusion matrix of model in equation (15). 

TABLE VI. THE ESTIMATE MODEL PARAMETERS RESULTED BY THE 

NEWTON RAPHSON AND GRADIENT DESCENT 

Feature 𝜷̂𝒋 of Newton Raphson 𝜷̂𝒋 of Gradient descent 

Intercept -13.11 -10.02 

X1 4.399 3.760 

X2 5.248 3.688 

X3 7.954 6.046 

X6 4.636 3.575 
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TABLE VII. THE CONFUSION MATRIX WITH NEWTON RAPHSON 

ALGORITHM 

Actual Class 
Predicted Class 

Class 0 Class 1 

Class 0 140 0 

Class 1 28 37 

Based on Table VII, it can be seen that there is no instance 
of the class 0 which is predicted to be wrong. However, there 
are the 28 instances of the 65 instances of the class 1 which are 
predicted to be wrong. This logistic regression classification 
model with Newton Raphson algorithm turned out to produce a 
model that was only able to detect the sensitivity of the model 
in that the risk of misclassifying people with preeclampsia was 
very high, which was above 40%. The model performance is 
presented in Table VIII. 

TABLE VIII. PERFORMANCE OF MODEL WITH NEWTON RAPHSON AND 

GRADIENT DESCENT ALGORITHM 

Performance Newton Raphson Gradient descent 

Accuracy 0.8634 0.9854 

Precision 0.5692 0.9538 

Recall 1 1 

F1 Score 0.7255 0.9764 

The model's accuracy performance is 86.34% meaning that 
the model is able to predict instances according to their actual 
class of 86.34%. While the performance of the F1 score of 
72.55% means that the model is able to correctly predict the 
occurrence of preeclampsia cases by 72.35%. 

C. Model with Gradient Descent Algorithm 

As described in section 2, the gradient descent algorithm 
works based on the minimization of the cost function. In this 
research, the stochastic gradient descent method is applied by 
setting the learning rate hyper-parameter value = 0.015, and the 
number of iterations = 1000. After the training process is 
complete, the results of the cost function graph in Fig. 1, and 
the parameter estimator in the last column of Table VI. 

Fig. 1 is the learning curve of the logistic regression model 
shows the curve of cross-entropy loss in which starting from 
the 200th iteration there is only a fairly small change and the 
curve tends to slope after the 800th iteration. This curve also 
illustrates that the selection of a learning rate of 0.015 is the 
right value, namely in the initial iterations. , the curve does not 
experience a very sharp decrease (occurs when the learning 
rate value is too large) or the curve decreases very slowly 
(occurs when the learning rate is too small). 

Based on the estimated parameter values which are in the 
last column of Table VI, the logistic regression model obtained 
with GD algorithm is as follows. 

𝜋(𝑥) =  
exp(

−10.0160+3.7602𝑋1(1)+3.6878𝑋2(1)+

+6.0457𝑋3(1)+3.5749𝑋6(1)
)

1+exp(
−10.0160+3.7602𝑋1(1)+3.6878𝑋2(1)+

+6.0457𝑋3(1)+3.5749𝑋6(1)
)

        (16) 

 

Fig. 1. The Learning Curve of the Logistic Regression Model. 

In this logistic regression model, all of the coefficients 
except the intercept support for the class 0 where the X3 
feature has the highest contribution to support for the class 0. 
Although the coefficients generated by the GD algorithm have 
a similar pattern to the coefficients generated by the Newton 
Rapson algorithm, the two models have different 
performances. The confusion matrix and performance 
measures of the logistic regression model with the GD 
algorithm are presented in Table VIII and Table IX. 

TABLE IX. THE CONFUSION MATRIX WITH THE GRADIENT DESCENT 

ALGORITHM 

Actual Class 
Predicted Class 

Class 0 Class 1 

Class 0 140 0 

Class 1 3 62 

Table IX shows that only 3 instances of the 65 instances 
from the class 1 are predicted to be wrong and also all of 
instances from the class 0 are predicted to be correct. The 
Gradient descent method produces a logistic regression 
classification model that is able to detect the sensitivity of the 
model, namely the risk of misclassification of patients with 
preeclampsia case is very low, which is less than 5%. 

The last column of Table VIII shows very clearly that the 
logistic regression classification model with gradient descent 
algorithm has superior performance than the one with Newton 
Raphson algorithm. It has the model's accuracy performance is 
98.54% and the performance of the F1 score of 97.64%. 

V. CONCLUSION 

Feature selection using Chi-square test on factors that 
influence the incidence of pregnant women experiencing 
preeclampsia in Malang, Indonesia, obtained 4 significant 
features, namely consisting of age (X1), parity (X2), history of 
hypertension (X3), and consumption of salty foods (X6). The 
logistic regression model with the gradient descent algorithm 
has a lower risk of error in predicting cases of preeclampsia 
than the logistic regression model generated with the Newton 
Raphson algorithm. The model with the gradient descent 
algorithm has an accuracy performance of 98.54% and an F1 
score of 97.64%, while the model with the Newton Raphson 
algorithm has an accuracy performance of 86.34% and an F1 
score of 72.55%. 
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The dataset used in this study is too simple, which only 
consists of 7 predictor features, all of which are of binary 
categorical type. The comparison of the two algorithms will be 
more interesting if a dataset with a large number of predictor 
features is used and also involves both categorical and numeric 
features. Furthermore, the feature selection method used, not 
only involves the Chi-square test but also involves analysis of 
variance (F test) and also the Spearman correlation test. 
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Abstract—Health insurance plays an integral part of society's 

economic well-being; the existence of fraud creates innumerable 

challenges in providing affordable health care support for the 

people. In order to reduce the losses incurred due to fraud, there 

is a need for a powerful model to predict fraud on the data 

accurately. The purpose of the paper is to implement a more 

sophisticated technique for fraud detection using machine 

learning: HEMClust (Heterogeneous Ensemble Model with 

Clustering). The first phase of the model aims in improving the 

quality of claims data by providing effective preprocessing. The 

second stage addresses the overlapping instances in provider 

specialties by grouping them using k-prototype clustering. The 

final stage includes building the model using a heterogeneous 

stacking ensemble that performs classification on multiple levels, 

with four base learners in level 0 and a meta learner in level 1. 

The results were assessed using evaluation metrics and statistical 

tests such as Friedman and Nememyi to compare the 

performance of base classifiers against the proposed HEMClust. 

The empirical results show that the HEMClust produced 94% 

and 96% overall precision-recall rates on the dataset, which was 

an increase of 45% to 50% in the fraud detection rate for each 

class in the data. 

Keywords—Fraud detection; health insurance; ensemble 

learners; meta-level learning; clustering; classification algorithms 

I. INTRODUCTION 

Health insurance has become a rapidly growing industry 
that plays a vital role in ensuring country's economic well-
being. It provides us with much-needed cover during a 
financial crisis; it has benefitted many by reducing their 
healthcare expenditure burden, which otherwise jeopardizes 
their financial stability. The services provided by insurance 
industry can broadly be divided into two parts: life insurance 
and non-life insurance. This study considers life insurance, 
particularly health insurance. Many researchers have primarily 
administered claims data to be used extensively for healthcare 
data analytics[1]–[3]. The claims data include information 
related to medical examinations, diagnosis, drug-related 
information, doctor prescriptions along with medical diagnosis, 
it also contains financial data such as reimbursement amount, 
billing information etc. [4]. Claims are usually submitted from 
the patient's end or provider's end. A claim is processed when a 
policyholder submits a demand covering a particular treatment. 
Claims submitted to the facility will be validated further, and 
the request will be approved and reimbursed either to the 
practitioner (doctor / hospital) or the patient directly. 

According to the study conducted by III (Insurance 
Information Institute); the overall net income (in billions) of 
the insurance industry over the last three years (2017-2019) 
was approximately 36.1, 59.6 and 61.4 billion [5]. This shows 
the growth of demand and dependence of people on the 
insurance sector. The rising demand for health cards has also 
increased the risk of fraudulent transactions. Health insurance 
fraud can be defined as intentional deception in which an 
insurance or medical provider provides false, misleading 
information to an insurer to obtain improper benefits from the 
policyholder's policy[6][7]. The studies state that around 10 per 
cent of healthcare expenditure is wasted on fraudulent 
transactions [8]. The fraudsters use several techniques to 
perpetrate fraud, such as altering the bills, forgery of 
documents or using powerful technologies for illegitimately 
collecting money from the consumers and the health providers. 
The main offenders of the health insurance sector can be 
broadly categorized into two providers and consumers [7]. 
Among the offenders, the study will concentrate on detecting 
providers fraud. The fraudulent activities involved by the 
providers include the following types of fraud: 

 Phantom billing – This is a way of fabricating claims, it 
basically includes applying charges for treatment that 
has never been performed. 

 Upcoding – This includes charging higher billed 
services when the patient might have received basic or 
recommending unnecessary procedures or test which is 
not required. 

 Unbundling - This includes dividing a single procedure 
into many and providing multiple bills for each. 

 Kickback fraud – This is a kind of bribery given to the 
provider for an improper service, for example, an 
inflated bill will be presented for reimbursement and the 
party of the difference amount will be paid to the 
provider as a reward. 

There are two different ways to combat fraud, one way is 
detecting fraud (Fraud Detection) and the other one is to 
prevent fraud (Fraud Prevention) [9]. Fraud prevention 
involves stopping the fraud before it occurs by setting new 
rules or protocols. In health insurance, fraud prevention could 
be achieved in various ways, like denying policies for people 
by checking the risk possibilities or excluding providers from 
the authorized list of providers having malicious records. On 
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the other hand, fraud detection is applied when all the rules for 
preventing fraud fail, and a fraud transaction has already been 
committed. When any fraudulent transaction is detected, the 
aim will be to reverse it. To identify fraud for every incoming 
data, a fraud detection system will check every transaction to 
find any possibility of fraud. This will help the organization 
monitor or identify the fraudulent transactions quickly despite 
any change in the strategies adopted by the fraudsters. 

As explained, claims data is a major source to retrieve 
information related to healthcare utilization and expenses, 
making it an appropriate database for our study in detecting 
fraud on health insurance. Though claims data have proved to 
be an attractive source of data for research, few challenges are 
associated while analyzing it like [10]–[12]: 

1) Billers or coders with a lack of knowledge in medical 

terminologies tend to misinterpret the terminologies and end up 

entering incorrect information. Also, the way a particular data 

is fed into the system will vary from place to place. 

2) Overlapping of codes, providers of different specialties 

will be referring to single code. This later causes code 

variability and sparsity in the data. 

The above challenges demand that claims database needs 
efficient data preprocessing and a proper technique for dealing 
with misrepresented procedures or specialties. 

There was a noted evolution seen in applications of 
analytical approaches in claims data, from simple record-based 
calculation to the use of machine learning (ML) techniques. 
Traditional fraud investigation on the data was time-consuming 
and also costly. Manually investigating fraud is not advisable 
in this era as fraudsters keep changing their way of committing 
fraud. Machine learning algorithms apply artificial intelligence 
techniques to help the fraud detection system learn from 
experience and improve its ability to see any fraud patterns 
[13]. Using ML techniques for fraud detection helps in 
executing entire data in a shorter period of time. All kinds of 
fraud could be detected more accurately, also with a slight 
variation applied in the analysis, the system could be used to 
anticipate new patterns of fraud. Since the insurance sector 
accumulates a large amount of data in the form of claims, the 
use of big data analytics will help in revealing complex claim 
patterns since more data leads to improving the predictive 
power of the model [14][15][16]. 

The study proposes a novel heterogenous ensemble model 
with clustering to overcome the above challenges. The 
fundamental idea was to incorporate k-prototype clustering and 
an efficient preprocessing procedure to detect fraud from health 
insurance claims data. Finally, preprocessed and clustered 
subsets are obtained for training the base classifiers. The major 
contributions of the study are listed as below: 

 To improve the data quality by applying effective 
preprocessing techniques. 

 To group similar providers based on their specialties to 
reduce the overlapping procedures while detecting 
providers fraud. 

 To provide a novel combination of heterogeneous 
ensembles through stacking framework for detecting 
fraud in health insurance using preprocessed and 
clustered data. 

Paper uses distributed computing for handling the volume 
of data. Using the distributed environment, complex big data 
analysis can be performed in a second of time without any 
computational overheads. Traditionally, when the size of the 
data increase only solution lies was to upgrading or scaling up 
the machine, which is expensive as it doubles the cost. Instead, 
modern approaches have started focusing on scaling out. 
Scaling out increases the computational power by adding more 
machines to the network. Spark is one such distributed 
opensource framework where, big data applications could be 
easily distributed by its data structure called RDD (Resilient 
distributed dataset)[17], [18],[19]. Since spark is built on top of 
the Hadoop framework, it can perform the computations faster 
using in-memory primitives[19]. Distributed computing and 
scalability using spark is achieved using the following 
information in RDD: 

 Data are partitioned into several sets; each partition 
contains an atomic piece of the database. 

 The location of each partition will be included for 
providing faster access. 

 Total number of dependencies are on the parent RDD. 

The entire proceedings of the work are distributed as 
follows; Section 2 performs a detailed background review of 
the works and explains the gaps found in the research; Section 
3 explains the proposed HEMClust model. Section 4 details the 
dataset and experimental setup used for implementation. 
Section 5 discusses the results obtained from the model finally, 
Section 6 concludes the work. 

II. LITERATURE REVIEW 

Many researchers used several complex learning algorithms 
in fraud detection, such as deep learning and ensemble 
learning, mainly because of their capability to learn complex 
relationships between the patterns. X. Zhou et al [20] 
developed a fraud detection model for online banking based on 
convolutional neural networks. The network consisted of six 
layers, including a feature sequencing layer, four convolutional 
layers, and a pooling layer. The model was used to verify and 
detect fraud on the online transactions that are performed in the 
bank. The model produced a good precision and recall rate. 

Other than conventional classification algorithms, bagging 
and voting ensembles have been used as a state of the art 
techniques for fraud detection in several articles[9], [21], [22]. 
Most of the articles focused on bagging ensembles, which 
takes bootstrap samples, and training was concentrated on each 
chosen sample [23]. M. Zareapoor and P. Shamsolmoali [24] 
applied bagging classifier for detecting fraudulent transactions 
using credit card. The author combined three different learners 
such as Naïve Bayes (NB), kNearest Neighbours (knn), and a 
Bagging ensemble with a 10-cross validation for building a 
model. 
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David W.Fan et al. [25] had compared Stacked 
Generalization with other combiners to analyze using multiple 
algorithms for prediction. The results proved that stacked 
generalization had given impressive results than other base 
classifiers. Kerwin et al. [26] used stacking to deal with 
imbalanced class distribution for detecting fraud from the 
dataset. The author used different classification techniques and 
sampling techniques as a base learner and meta learner to 
improve the performance. Meta learner with Gradient Boosting 
Ensemble classifier produced a more excellent f1 score. It was 
observed that multiple algorithms have always been proved 
efficient in fraud detection from all these works. 

The studies discussed above reveals that there is no 
comprehensive work related to health insurance fraud 
detection, mainly because of the lack of data availability. As 
far as our knowledge, CMS Medicare data [27] is the only 
available open-source data. CMS database consists of details 
regarding procedures and drug descriptions. There were few 
studies based on CMS Medicare data conducted by Mathew 
Herald et al. [28]–[31] using multiple data sets from CMS 
Medicare. Herald et al. [28] constructed a fraud detection 
model for big data by combining four datasets from CMS, 
resulting in 37,147,213 records. They applied neural networks 
and tree based ensembles such as random forest and gradient 
descent trees. The results were validated using cross-validation 
during learning, and the results showed that MLP learners 
outperformed GBT and RF with a ROC Score of 0.816. They 
further expanded their work by applying the deep learning 
model on big data sets with 4,692,370 instances, which 
improved the model's performance further. 

The author also addressed the problem of imbalanced data 
learning in fraud detection. Data level sampling and 
algorithmic level techniques were applied on a given range of 
class ratios. The results showed that deep learning with 
oversampling and an ensemble of over and under sampling 
outperformed the baseline algorithmic models with an AUC 
score of 0.8505 and 0.8509, respectively. A similar dataset was 
used by L. K. Branting and F. Reeder [32] to calculate the 
fraud risk for 2012-2014. The author proposed a graph-based 
model for calculating the risk that appears on the dataset after 
combining the Part B and LEIE data. The whole aggregation 
was based on the NPI's, since the exclusions database 
contained missing entities, the author used the NPPES registry, 
which maintains the list of providers under Medicare. V. 
Chandola et al. [33] used Medicare claims data and LEIE 
exclusions database to find the hidden anomalies inside. The 
techniques used were social network analysis, spatial-temporal 
analysis and text mining. Later, weighted MLP was used to 
classify bad actors and produced an accuracy score from 71% 
to 81.4%. 

In their paper, Mathew Herland et al. [29] concentrated on 
detecting upcoding fraud by finding providers who had 
procedural code other than one. It was also found that grouping 
the providers practicing on similar area had produced an 
improved prediction result. 

A. Research Gap 

Considering the above review, it was observed that 
Cart[34], RF [35], MLP [36] had been widely used in detecting 

fraud in health insurance. It was observed that RF and Cart 
were good in classifying normal transactions, and MLP 
performed well in classifying fraudulent transactions. Studies 
conducted by M.Paz Sesmero et al. [37] Saurabh Tewari[38] 
proved that the hypothesis generated from varied classifiers on 
a space using stacking or voting would boost the overall 
predictions reduce the bias or variance than using 
homogeneous classifiers. Though several works reveal the 
dominance of ensemble learners over single learners for fraud 
detection on various domains[21], [24], [26], in health 
insurance, its implementation is minuscule. Overlapping of 
procedures between the specialties was also a major issue 
discussed in the literature, and the authors have grouped the 
classes manually considering the similarities [30], [39]. Since 
claims data contains hundreds of provider specialties with 
thousands of procedural codes, the current manual grouping to 
reduce the overlapping could not be considered as a feasible 
solution. 

III. HETEROGENOUS ENSEMBLE CLASSIFIER WITH 

CLUSTERING (HEMCLUST) : PROPOSED TECHNIQUE 

As emphasized, HEMClust incorporate stacking ensemble 
with an extension to the existing work of M. Herland et al. [30] 
by applying clustering to similar group providers based on their 
specialties. Data quality was also a significant concern during 
processing as the database contained lot of missing values. To 
overcome that, Feature-Wise Imputation (FWI) is applied. 
Using FWI, missing values are imputed using mean/mode/knn 
on each attribute by looking the severity and type of data. The 
proposed HEMClust works in three phases: 

A. Phase 1: Data Pre-processing 

As emphasized in Section 1, claims data contains many 
ambiguities caused by automated data entries, data 
redundancies, missing values and incorrect entries [12]. 
Enhancing data quality is inevitable as only perfect data could 
lead to a better model. The choice of methods was entirely 
dependent on the nature of our data. Following are the steps 
carried out to improve the data quality: 

 To Identify and remove single-valued predictors as 
those attributes will not give any information for 
modelling. 

 Cleaning incorrect data entry errors through fuzzy 
matching. Fuzzy matching finds the text that is very 
similar to the search given. It also lists the matches 
along with the matching ratio. 

 Feature-wise imputation of missing values. 

 Data normalization using a min-max scaler. 

B. Phase 2 : Clustering Provider Specialties 

The second phase of the model aims in reducing the 
overlapping instances and model variance. Here, clustering 
techniques are used to group provider specialties instead of 
manual grouping. Clustering finds groups in the data that are 
similar to each other. It divides the data into similar groups, 
such that the distance between two instances is identical if they 
belong to one cluster and far if they are from different clusters. 
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Before applying the clustering algorithm, the clustering 
tendency was measured using Hopkins’s test. 

The hypothesis generated from the test was used to find 
whether the data inherently contains any clusters. The statistic's 
null hypothesis(h0) will state that the data has no meaningful 
clusters and is distributed uniformly. If the value of the results 
(H) is greater than 0.5 h0 will be rejected, and an alternate 
hypothesis (data is not uniformly distributed and it contains 
meaningful clusters) is accepted. Later, K-prototype (kproto) 
clustering will be applied for creating the groupings since it can 
efficiently handle large and heterogeneous data types[47], [48]. 
kproto clustering defines prototypes as centroids which is built 
from mean values of numerical and mode of categorical 
variables[49]. The whole procedure works similar to K-means 
clustering. It iteratively relocates the data based on partitioning 
to minimize the distance between a cluster and its prototype 
(similar to the centroid in K-means). Here, the distance 
between two points A and B is defined as[48]. 

        ∑        
  

         ∑  (     )
 
                   (1) 

Where
 
r is the Euclidean distance applicable to numerical 

data, followed by hamming distance for dealing with 
categorical variable s. The variables          are user-defined 
values, which will be used avoid the influence of numerical 
and categorical variables when applied to the model. 

C. Phase 3 : Heterogenous Ensemble Framework based on 

Stacking 

Heterogenous ensembles possess the capability to generate 
varied results in a single space using different base classifiers. 
Individual classifiers used here will solve both binary class and 
multi-class classification problems. Following criteria was 
considered for the construction of base classifiers, 

 Algorithms should be scalable for both large and small 
data sets. 

 Algorithms should be able to provide quick predictions 
after training. 

Multi-Layer Perceptron (MLP), Logistic Regression (LR), 
Cart and Random Forest (RF) were considered as the base pool 
of classifiers as it satisfies the above said criteria. Optimal set 
of parameters for all the base model was found by applying 
grid search optimization. Table I lists the parameters adopted 
throughout the study. A detailed explanation of these 
algorithms is out of the scope of this paper. Its explanation and 
implementation could be referred from the following articles 
[41], [23], [42], [43]. There are basically two types of 
ensembles Stacking ensemble and Voting ensemble. Though 
our model will be using stacking as the base classifier, it was 
evident to give a brief on voting ensemble. The voting 
ensemble combines predictions from different learners 
intending to attain the highest possible prediction accuracy. It 
uses majority voting or average voting techniques to combine 
the predictions generated from the base classifiers. During 
majority voting, the result of the final prediction of a sample 
will be based on the total number of times a class label 
predicted. The classifiers which get more than half of the vote 
against the test labels will be considered for final predictions. 
Whereas in average voting, every base classifier will be 

assigned a weight. During the validation phase, prediction 
probabilities will be generated for each sample from all the 
classes. Finally, a product of weights assigned and their 
likelihood will be averaged. The class that scores the highest 
average will be considered [38], [44], [45]. 

TABLE I. PARAMETER LIST FOR THE BASE CLASSIFIERS 

Acronym Parameters 

LR 
Penalty: L2 (Ridge Regression), Solver: lbfgs, maxIter=150, 

regParam=0.3,  elasticNetParam=0.2 

Cart 
criterion of split = gini, splitter = best, max_dept = 30 

min_samples_leaf = 1, maxBins = 5000 

RF numTrees=100, maxBins = 5000 

MLP 
Learning_rate=0.1, No of epochs = 50.Momentum = 0.6, 
Batch_size = 256, No of hidden nodes = 5, Optimizer = adam 

The stacked generalized model uses a meta learner on top 
of the base learners using stacking. Meta learners optimize the 
output or boost the predictions generated from the base 
learners. Stacking operates on multiple levels (Level 0 and 1). 
Level 0 learns with multiple classifiers, and these learners' 
weights (w1,w2,….wn) will be fed into a meta learner. 
Predictions made by each learning algorithm in the first phase 
become training data for the level 1 meta learner. The equation 
for stacking(stack) predictions from set of classifiers (x1, 
x2,,…,xn) with a linear combination of weights (w1,w2,….wn) is 
expressed in equation 1[37] [46]. 

          ∑     
 
                                                             (2) 

Algorithm 1: Procedure for building a stacking ensemble 

Input: Preprocessed data T =           
  

Output: Ensemble model H 

1. Learn level-0 classifier models 

2. for d=1 to D do 

      learn    based on T 

    end for 

3. Create new set of predictions from set T 

   for j=1 to n do 

           {   
        , where     

 ={                        

            

     end for 

4. Learn meta classifier  

      learn H according to    

5. return H 

So, for understanding the behaviour of the transaction, the 
level 0 classifiers will first classify the new data. Then the 
prediction results will be passed to the meta learner for making 
the final decision on a transaction to be fraud or non-fraud. 

The basic structure of the stacking process used in this 
study is shown in Fig. 1. The model is applied to train and test 
data. k-cross validation(cv) is applied on the training data on 
level 0 to avoid chances of overfitting. Using cv a set of data is 
generated from each fold and creates a new portion of dataset 
for each of the four learners. In level 1, that particular dataset 
generated from the first level prediction is trained by the 
Random Forest, the meta classifier, and the final prediction 
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results will be generated. One more significant reason was that 
the time for prediction in RF is significantly faster than training 
the model as trees generated during the training are for future 
reference. 

The conceptual architecture of the framework is explained 
in Fig. 2. 

 

Fig. 1. Structure of Stacking Ensemble used in the Study. 

 

Fig. 2. Conceptual Framework of HEMClust Model. 
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IV. EXPERIMENTAL DESIGN 

A. Experimental Data 

The study uses Medicare Part B Providers data published 
on the CMS Medicare website for years 2014-2017[27]. CMS 
is a wing in the United States that manages national health care 
services. CMS collects all claims related data such as 
prescription, drug-related data, etc.- and analyses it to find and 
reduce fraud that occurs within the healthcare system. Study 
uses two datasets from Medicare healthcare for implementation 
of the model; the first is provider claims data. Providers claim 
data set which will be mentioned to as Part B, which provides 
information on all procedures performed by a physician in a 
particular year. Each physician has been given a unique 
identifier named NPI. NPI is used to represent a specific 
physician and procedure he performs for a particular disease. 
The procedures he performs against the details of the actual 
procedure could be found by matching the HCPCS code 
(Health care Common Procedure Code System). This database 
also provides necessary information about the total number of 
services performed by the physician, billed, submitted, and 
allowed charges for a particular service, place of service etc. 
The nature of the procedure also varies based on the location of 
the service. 

The Second database used for the study is LEIE (List of 
Excluded Individuals and Entities), generally referred to as the 
LEIE database[40]. This database contains the list of providers 
who have been exempted from their service due to some 
reason. The exemption criteria are based on the crime they 
have performed, which matches the sections from the Social 
Security Act. The LEIE database is updated and maintained by 
the OIG (Office of Inspector General). OIG categorized 
exclusions into two types Mandatory exclusions and 
Permissive exclusions. So, example, Section 1128(a)(2) 
explains "Conviction based on doctor's behaviour towards the 
patient". Say, abuse or Neglect and the period of conviction is 
5 years. Section 1128(b)(4) will be convicted if the provider 
has not renewed his license or if he is under suspension or 
surrender.   the period of exclusions varies based on the kind of 
prohibitions. There are many kinds of coded reasons for 
exclusions, for Section 1128(b)(7), Providers will be convicted 
for kickback fraud etc. After combining Part B for 4 years 
(2013-2017), the total number of instances was 2740138. 
Overall dataset descriptions are available in Table II. 

Labels for CMS Part B database were generated by joining 
with LEIE on NPI as a primary key, and the matching records 
were marked as fraud. While analyzing the LEIE database, 
around 93.7 percentage of NPI values were found missing, i.e., 
labelled "0". Out of 93.7 percentage of missing values, seven 
percentage had UPIN (Unique Physician Identifier Number). 
While matching this database, only 465 fraud classes could be 
found initially. This was quite disappointing that the proportion 
of fraud occurred and working data was contrastingly low. So, 
it became inevitable to find the NPI for the missing records. 
NPPES NPI Registry was used further in the study to refill the 
missing NPI's. Matching 72k records manually was a tedious 
task. To speed up the task, an "NPI Matching Algorithm" was 
developed and used further for matching the NPI's from the 
registry. Where NPI was not present, UPIN was used to 

compare and match the records. After applying the algorithm, 
9862 fraudulent records were matched. 

B. Runtime Environment 

The whole experiment was conducted in UBUNTU Linux 
Environment. The experiment setup was run on 2.8 GHz Intel 
Core i7-7700HQ, Quad-core CPU with 8 logical cores. 
NVIDIA beForce GTX 1050 with 4 GB dedicated GPU was 
also used along with 32GB RAM. Both Python and Spark was 
used for implementing the whole model. The spark ecosystem 
contains 5 significant components: Spark Core, Spark SQL, 
Spark Streaming, Spark MLib, and GraphX. The Spark Core 
component serves as a basis for distributed processing of big 
data sets. Resilient Distributed Datasets (RDD) from spark core 
was applied, which helped save the execution time while 
loading and reusing the data because it provides distributed and 
in-memory computations. The machine learning model was 
implemented using Python Sklearn and Spark ML Library[50]. 

C. Post Processing or Validation of Results 

For evaluating the efficiency of the framework on the fraud 
detection environment performance metrics such as Precision, 
Recall, f1 Score will be used. The metrics will check for each 
provider specialties in detecting upcoding fraud using multi-
class classification and overall fraud detection using binary 
classification. 

The model will also be evaluated using stratified repeated k 
fold cross-validation to ensure that it does not overfit the 
testing data. Table III explains the formulae for calculating the 
metrics used for evaluation. 

TABLE II. DESCRIPTION OF DATASET USED FOR THE STUDY 

Name of 

Data 
Description of data 

Feat 

ures 

Providers 

Data (Part B) 

Information regarding claims a provider performs 

for a given procedure 

Oriented by Fields 1) National Provider Indicator 
(NPI) 

2) Provider Speciality 

3) Drug Description Code (HCPCs) 
4) Place of Service 

29 

Exclusion 

Data (LEIE) 

Information regarding providers that are 

exempted for committing fraud 

Oriented by Fields 1) National Provider Indicator 
(NPI) 

2) Reason of Exclusion. 

17 

TABLE III. EVALUATION METRICS USED FOR THE STUDY 

EM Equation Description 

ACC     
     

           
 

Explains the ratio of correctly 

predicted instances against the 

total number of instances 

 Pr    
  

     
 

Percentage of positive samples that 
are actually predicted correctly 

from the positive samples. 

Re    
  

     
 

Percentage of positive samples that 

are actually predicted from total 
number of samples 

 f1      
      

     
 

Evaluate the balanced performance 

of classes in a model. 

*EM,Evaluation Metrics 

*ACC,Accuracy; Pr,Precision;Re,Recall;f1,F1 score 
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V. RESULTS AND DISCUSSION 

A. Results 

The section explains the outcomes from the experiments 
performed by using the proposed model. For a better 
understanding, the results are bifurcated into three parts. 

1) Performance evaluation of heterogenous ensemble 

learners over individual classifiers. 

2) Validation of results on HEM model after applying the 

improvement strategies. 

3) Validating the performance of proposed framework 

(HEMClust) over the baseline ensemble model (HEM model) 

using Friedman and Nemenyi tests. 

The individual learners and HEM models were evaluated 
by comparing each model based on their performance criteria. 
The data was evaluated on the model in two different ways, 
binary classification (LEIE labelled data set which contains 
two classes, fraud and Non-fraud) and Multi-class 
classification (considering each provider specialties as class 
labels). Considering provider specialties as class labels were 
necessary to detect upcoding fraud because it could be detected 
by finding misclassified provider labels against their given 
specialties. Forty percent fragment of the data was kept aside 
for validation to see the generalization of the model on the 
unseen data. The result of the performance of each classifier on 
the data is shown in Table IV for fraud and Non-fraud class. It 
was evident that the heterogeneous stacking ensemble 
outperformed the individual classifiers and voting ensemble. 
Fig. 3(a) and 3(b) explains the learners' performance on each 
provider type. Displaying the results of all the specialities on 
one single plot was not feasible. To improve the readability, the 
entire plot was divided into two sections. The first section 
explains the lower performing specialities classes with an f1-
score less than 35%, and the second describes the f1-score 
greater than 35% on the baseline model. 

As emphasized earlier two improvement strategies were 
adopted in the study preprocessing and clustering. To begin 
with preprocessing, cleaning was performed on the data by 
identifying the variables which returns the variance zero, 
especially like single valued attributes as it can no way be 
influential for the predictor. As a result, attribute 
"CountryCode" was removed from the dataset. Columns 
HCPCS code and HCPCS description could be called duplicate 
columns because HCPCS code itself describes the drug code 
and its purpose. drug description feature was not found 
important as it just details the description provided in the 
feature HCPCS code. Cleaning the values inside the data was 
also mandatory. While observing "Provider Credentials" 

column, it was found that a single value is interpreted several 
ways. For example, credentials "MD", on some places it is said 
as "M.D." and in some other places it is referred as "M D" and 
so on. So, necessary actions was taken to clean those values 
and make them similar. Data normalization is also considered 
an important part of designing a model. Normalization is used 
to bring down the features with varying scales to a similar scale 
[0-1 or 

-
1-

+
1]. Paper used min-max normalization which takes 

values of a feature and transforms it into a predefined interval 
between 0 and 1. It also tries to preserve the outlier relationship 
with scaling the data. In the second phase preprocessing was to 
deal with missing values, it was handled feature-wise by 
considering the rates of missing values on each attribute. 
Different approaches were applied to each attribute based on 
the severity of missing values on it. Following the work of 
Esra'a Alshdaifat [51], features were categorized based on 
certain categories. If 1-5% of data is missing in a column, it 
comes to the category of 'Manageable' or if 5-15% is missing, 
it will be categorized as 'Sophisticated' and anything above 
15% will be categorized as 'Severe'. When the data sample falls 
under the category of manageable or sophisticated, missing 
values were handled by imputing it with the mean for 
numerical data. The values were replaced by any global 
constant or mode for categorical data. Normally imputing the 
missing values with mean or mode leads to bias by changing 
the correlations of the data. Since the amount of data that fall 
under this category is very small, it wouldn't affect much on 
the performance. If the category is above 15%, Knn was 
applied as a method of imputation. Using knn, missing values 
are filled with similar occurring instances or by finding its 
distance measure. 

The feature selection was performed using the Extra tree 
classifier, a decision tree ensemble. Extra tree classifier is more 
reliable as it randomly selects the split. It is also 
computationally faster than any other classifier. Following are 
the discussion and conclusion on each feature's behaviour and 
importance after analyzing the results. 

 From 26 features, 16 features have a value of 
importance greater than 0. 

 Out of the 16 essential features, six numerical features 
hold 44.0% of the feature importance and 7 categorical 
features hold 49.0% of the feature importance and 3 
features holds value less than 0. 

It was found that the aggregated service, Billing 
information of the procedures, Provider Indicator and City are 
the most relevant features. Provider's Year of Service and Drug 
Indicator are less important features. After feature selection, 
the final number of attributes selected for further study was 15. 
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(a) 

 
(b) 

Fig. 3. (a). Performance of Dataset on each Classifier in Classifying Provider Specialities (f1 < 50), (b). Performance of Dataset on each Classifier in Classifying 

Provider Specialities (f1 > 50). 

TABLE IV. FRAUD-NONFRAUD CLASSIFICATION RESULTS ON HEM MODEL AND INDIVIDUAL LEARNERS 

 MLP LR Cart RF Heterogenous Voting Heterogenous Stacking 

Class NF F NF F NF F NF F NF F NF F 

Pr 1.0 0.50 0.99 0.50 1.0 0.73 1.0 0.92 0.99 1.0 1.00 0.96 

Re 0.93 0.73 0.89 0.55 1.0 0.72 1.0 0.64 1.00 0.68 1.00 0.82 

f1  0.96 0.68 0.94 0.53 1.0 0.72 1.0 0.75 0.99 0.77 1.00 0.88 

Acc 0.92 0.88 0.99 0.99 0.99 0.99 
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The most important step to be followed prior to clustering 
process is finding optimal number of clusters (i.e., the value of 
k). Determining appropriate value for k is important as 
different values lead to different conclusions and 
characteristics in the clusters. Also, it is important to find that 
the resultant value of k has the tendency to produce good 
clusters. Here, Hopkins’s test is applied to measure cluster 
tendency and optimal k value. Basically, Hopkins value greater 
than 0.5 consisting of larger value of k shows the probability of 
grouping data into larger clusters[52]. The results revealed a 
higher degree of 0.99 value of clustering tendency in the data. 
Since, value obtained is (~0.99) which is greater than 0.50, null 
hypothesis is rejected and alternate hypothesis is concluded 
that the dataset is significantly clusterable. While determining 
the optimum value of k, there was a considerable decline in the 
value of statistic with the increase of parameters. The optimal 
value of k clusters against Hopkins’s statistic is shown in 
Fig. 4. With 12 clusters good cluster tendency of 0.65 was 
achieved. So, with k value as 12 kproto clustering was applied 
on the PCA subspace. Partitioning clustering methods have 
proved to produce better results when applied with pca[53], 
[54]. Four principal components that explained a total variation 
of 98% was selected further for clustering. Overall mean 
accuracy of cluster wise provider specialties are cross-

validated, its characteristics and how each provider specialties 
are distributed in each cluster are shown in Fig. 5. 

From the results on the boxplot of each cluster for provider 
specialties ranging from 0-76, Cluster 3 and 6 hold a maximum 
number of specialties. It was observed that cluster 3 contained 
specialties related to surgical procedures like, Vascular 
Surgery, Anesthesiology, Internal medicine and so on. Those 
procedures are formed in one group because of the common 
procedural code shared by these specialties for a particular 
treatment. The contents of clusters 1, 2 and 3 contained a 
smaller number of providers, and that group was dedicated to 
specialties with similar behaviour for example, cluster 4 had 
only 5 members such as Cardiology, Cardiac Surgery, 
Diagnostic Radiology, Anesthesiology and Internal Medicine. 
It can be said that these groups are related to cardiac surgery. It 
was also found that certain groups of providers like 
Anesthesiology, Ambulance providers, Internal medicine, 
Nurse Practitioner are included in more than 1 cluster. The 
reason might be that these providers are commonly included in 
many procedures. Further, the HEM model was applied on the 
clustered data, by considering each cluster as classes. Fig. 6 
plots the confusion matrix using a color-encoded heatmap 
obtained from multi-class classification here, each class 
represents a cluster with grouping specialties. 

 

Fig. 4. Results of Hopkins Test Statistic for Measuring Clustering Tendency using k nearest Neighbour Distances. 

 

Fig. 5. Characteristics of each Cluster based on Provider Type. 
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Fig. 6. Heatmap for Confusion Matrix Depicting the Multi Class Classification Results for each Cluster. Each Rows represents the True Class and Columns 

represents the Prediction done by the Classifier. 

It was noticed that clusters 3 and 11 are detected with a 
higher TPR of 100% and cluster 8 is the least detected class 
compared to others with a TPR of 77.3%. There are also a few 
places where misclassified clusters were found from their 
original classes, although their percentage was tiny. A detailed 
description of results is plotted in Fig. 7. Heatmap is used to 
plot the overall key metrics such as precision-recall and f1-
score for each class. The model produced an overall accuracy 
of 98%. Considering the weighted average precision, It could 
be noticed that almost 98% of data has been correctly classified 
only 2% was misclassified to wrong classes. All the above 
results prove that grouping strategies significantly increased 
the fraud detection ratio to at least 45-50%. 

Further, for a more precise evaluation of the impact on the 
HEM model and the proposed improvement strategies, a 
comparison is made using two statistical tests Friedman and 
Nememyi. Initial steps were to find whether there existed any 
significant difference between the mean models. A Friedman 
test is applied on all base classifiers, heterogeneous ensembles 
and HEMClust to determine whether or not these groups are 
statistically significant. The test statistic(X

2
) and corresponding 

p_value(p) from Friedman test was 11.04 & 0.026 respectively. 
Since obtained p_value is lesser than the default 0.05 here, null 
hypothesis can be rejected and the post-hoc Nemenyi test could 
be performed for finding an exact model that is different in 
performance from others. Results from Fig. 8, shows that LR, 
MLP, Cart, RF and Voting classifiers belong to one group. 
Also, LR performed significantly worse than other models, and 
Cart and RF seem to have similar performances. Though it is 
difficult to conclude a comparison concerning the Stacking 
ensemble because it belongs to two groups. Although it can be 
affirmed that HEMClust is significantly different from other 
groups, since HEMClust is built using a stacking ensemble, a 
few similarities in their performances could be seen. 

B. Discussion 

Basic aim for building HEMClust model is to identify 
provider fraud. So, the idea here was to detect misclassified 
provider specialties based on their respective procedural codes. 
Suppose a provider is classified into different group of class 
which it does not belongs to, that particular transaction could 
be alerted or further rechecked for fraud. 

 

Fig. 7. Heatmap on Overall Performance Measures of HEMClustmodel on each Class. 
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Fig. 8. Comparison of base Classifier against HEMClust with Nemenyi Test.

Attaining high accuracy was evident here as the risk of 
misclassification was very high. To build a better model all the 
areas related to claims data was studied in detail. Since the 
claims data is collected from various sources of healthcare 
sector it was evident to perform an appropriate preprocessing 
to improve the quality of data. Basically, detecting fraud is 
considered as a complex task as the boundary of separation 
between fraudulent and non-fraudulent classes is very noisy. 
Proposed model uses more sophisticated techniques for 
handling missing data to make it more convenient. feature 
engineering techniques were also used, which helped us select 
the essential feature that contributes in effective prediction. A 
varied performance result was observed from the initial 
experiment on each class when classified initially. It was found  
that the reason because of this was mainly due to the 
overlapping of procedures, which lead to the decrease in 
accuracy [30]. To improve the predictive accuracy, similar 
providers specialties were grouped using clustering. The results 
from clustering shows that providers performing similar kind 
of procedures were grouped in a single cluster. Further each 
cluster was considered as class labels and classified. 

Following are the observations made from while 
implementing the classification model. 

1) All the four learners, when individually applied, had an 

unstable performance. Though Cart and RF has good accuracy 

but there was high misclassification of classes. 

2) Feature engineering and data cleaning had helped in 

improving the performance of the model also, the use of Spark 

Resilient distributed file system helped us in executing big data 

without time and memory overheads. 

3) For selecting the meta learner, both RF and MLP was 

applied on base classifier separately. MLP as a Meta learner 

gave 83.9% precision score and 85.9% recall rate which states 

that the model could correctly classified only 83.9% of 

fraudulent samples. Random forest as a Meta learner gave 96% 

precision score and 94% recall rate and 98% of average f1 

score, where the model could classify around 96% of 

fraudulent sample. 

4) Statistical test like Friedman test and Nemenyi test was 

applied to know the differences in the performance of 

classifiers. Friend man test demonstrated a significant 

difference between the classifiers with the proposed method 

with a p_value of 0.02. 

VI. CONCLUSION AND FUTURE WORK 

The paper proposes a Heterogenous ensemble model with 
clustering (HEMClust) to detect fraud from claims data 
effectively. The model operates in three phases; first phase 
intends to apply preprocessing techniques to improve the data 
quality. The second phase aims to reduce the overlapping 
instances found in provider specialities using k-prototype 
clustering. The final step includes predicting fraudulent 
providers using a heterogenous ensemble model through 
stacking. The dataset used in the study was easily attributed to 
big data due to its voluminous nature. Spark framework was 
used on top of the Hadoop cluster to implement several model 
parts to avoid any computational overheads. Application of 
heterogeneous ensembles with meta learner helped in 
minimizing the error generated by these learners during 
prediction. It was found that the proposed HEMClust model 
showed the best overall fraud detection performance with an 
Average Precision-Recall Rate of 98%. During the study it was 
also observed that the fraud detection domain keeps evolving 
with the changing patterns of fraud. The problem is mainly 
referred as concept drift. The proposed model could also be 
extended to address the particular problem as ensemble 
learning has been used as state of the art to detect concept drift. 
However, interpretation of concept drift detection in fraud 
detection is out of this work's scope and could be considered 
for future work. 
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Abstract—In recent years, cloud-based medical record 

sharing has greatly improved the process of researching the 

disease and patient diagnosis. However, since cloud systems are 

centralized, there is serious concern about data security and 

privacy. Blockchain technology is viewed as a promising method 

of dealing with privacy issues and data security because of its 

exclusive features of distributed ledgers, secrecy, verifiability, 

and enhanced security. The literature review has shown 

significant works on integrating blockchain technology with 

cloud system for managing and sharing healthcare data. It has 

been analyzed that previous works are primarily dependent on 

the centralized data storage approach, which raises privacy 

concerns. The previous works also do not emphasize handling big 

medical data and lack the reliability of the end-to-end security 

features system. This paper has presented an authorization 

framework for ensuring data security and privacy preservation 

using blockchain technology with IPFS as decentralized file 

storage and sharing system. The proposed study devises a proof 

of replication algorithm using smart contracts to provide a better 

access control mechanism. The implementation of the proposed 

framework is based on the symmetric encryption and Ethereum 

blockchain platform. The study outcome illustrates the efficiency 

and availability of the proposed scheme compared to the typical 

cloud-based blockchain method. 

Keywords—Medical data; cloud; blockchain; data sharing; 

access control; security; privacy preservation 

I. INTRODUCTION 

Healthcare is a scientific field that refers to a 
multidimensional system that includes a range of services 
primarily concerned with preventing, diagnosing, and treating 
disease and injuries related to human health. Healthcare 
professionals need a variety of information to provide better 
patient treatment, such as a patient's medical history, clinical 
evidence (imaging and laboratory tests), and private and 
personnel information [1]. The traditional method of storing 
such medical records for patients was to handwrite notes or 
printed papers that are easy to lose and difficult to hold for the 
long run [2]. The advancement of information and 
communication technology (ICT) has enabled the creation of 
electronic medical records (EMR), which are easy to keep for a 
long time compared to handwritten notes or paper-based 
records. The boom in the digitization of medical records has 
led to the formation of big medical data, which can be used for 
a variety of purposes in the healthcare sector [3]. 

Medical experts and healthcare institutions need to compare 
and analyze big medical data containing similar or related 
clinical features to examine the disease and seek better 
treatments [4]. Furthermore, most often, the patients may not 
be able to recall in detail their past medical conditions and 
symptoms. EMR sharing can assist physicians in learning more 
about their patients' health, therefore enhancing accuracy in 
diagnosis and leading to an effective decision-making process 
towards increasing the success rate of the treatment. Despite 
these benefits, two major problems exist, i) the storage of big 
medical data and ii) the security aspects related to EMR 
sharing across a healthcare organization. The deep learning 
market report [5] states that approximately 90% of EMR 
generated in hospitals are images. Due to large EMRs being 
generated, more storage space and computing power are 
required to perform analytical tasks to benefit healthcare 
services for patient well-being. On the other hand, sharing 
EMRs raises a significant and noteworthy concern regarding 
privacy protection, data security, and interoperability [6]. 
Firstly, electronic medical records contain personal and 
sensitive information, so privacy protection is the shield of a 
patient's reputation. Next, only authentic or trustworthy 
medical data can be used to make accurate decisions on 
diagnosis and treatment. Conversely, the forged EMR reduces 
the importance of clinical aspects and mislead in effective 
treatment planning. Moreover, interoperability can enable 
patients to control access to their EMRs and enhance sharing of 
EMRs across healthcare facilities. 

Cloud computing has emerged as a promising solution that 
offers flexible storage management and efficient sharing of big 
medical data in response to these problems. The cloud 
computing ecosystem adopts different cryptographic primitives 
to secure medical data or EMRs and access control 
mechanisms to ensure privacy-aware data sharing [7]. Despite 
the high emphasis on data security and privacy protection, few 
serious security concerns still remain. Firstly, cloud systems 
are assumed to be trusted when it comes to storing, managing, 
and distributing data. In this regard, the design of cloud 
systems for data management and sharing heavily relies on the 
involvement of third-party mechanisms, which are prone to 
leak, theft, and tampering due to lack of surveillance [8]. 
Unfortunately, there is no standard verification mechanism for 
existing schemes, and also there is no effective countermeasure 
to penalize a misbehaving server or cloud entity. 
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In recent years, blockchain technology has appeared as a 
potential solution to address security loopholes and ensure 
reliable sharing of EMRs using a distributed ledger [9]. Since 
the blockchain is open and transparent, blockchain-based 
medical data sharing can help patients to have better access 
control and monitor the use of medical data [10]. However, 
despite the many benefits of blockchain technology, most of 
the current work suffers from the following three major issues: 
i) How to design an effective mechanism for verifiable security 
of EMR in the blockchain. Another problem is that the 
blockchains are not meant for big EMR or medical data (like 
high dimensional medical images) as they are not scalable 
quickly. When data is stored on the blockchain, the information 
is available to everyone. Therefore, the second problem can be 
highlighted as follows: ii) How to ensure that only the 
authenticated person can access the EMR data; and iii) How to 
design a computationally-efficient mechanism, block structure, 
and fault-tolerant mechanism that can ensure system reliability 
and availability for a longer run. All these factors are not 
adequately addressed in the existing literature. 

As a motivation, the proposed research work emphasizes 
developing a big medical data authorization framework that 
can maintain an effective balance between security, privacy, 
and scalability. Apart from this, it also ensures full-proof 
security for the seemly management and sharing of big medical 
data in the distributed environment. The major contribution of 
the proposed research work is highlighted as follows: 

 The proposed study employed an Ethereum blockchain 
platform on an amazon cloud system to explore the 
effectiveness of smart contracts in user validation and 
access management. 

 The study implements InterPlanetary File System 
(IPFS) as a peer-to-peer network system for storing 
medical, thereby eliminating issues associated with a 
centralized system. 

 The study considers high dimensional medical images 
as big data further split into multiple and equal shards. 
Thereby, the study handles scalability issues in the 
blockchain system. 

 A mechanism of key-pairing is employed using an 
asymmetric encryption algorithm to each shard of 
medical data. This mechanism ensures data security so 
that data is not visible to the user or IPFS nodes that 
store the data. 

 A novel proof of algorithm is developed that handles 
each transaction related to data storage access and 
facilitates better management of data sharing. 

The remaining sections of the proposed manuscript are 
described as follows: Section II presents the related work and 
highlights some significant issues explored based on the review 
analysis; Section III presents the proposed system model and 
methodology adopted; Section IV presents the system design 
implementation; Section V presents the result analysis and 
discusses the performance of the proposed system, and finally 
Section VI provides a conclusive remark on the entire 
contribution and findings of the proposed study. 

II. REVIEW OF LITERATURE 

This section briefly reviews the previous works on secure 
storage and sharing of medical data or EMR in digital 
healthcare systems using blockchain. 

The first attempt towards medical data sharing using 
Ethereum blockchain is made by Yue et al. [11] to enable 
patients to control the access of their health-related information 
without compromising any privacy risk. Although this 
mechanism ascertains privacy preservation, it has some 
significant limitations: it does not provide access to patient 
family members, an essential concern in emergency situations. 
Apart from this, the model lacks the scalability feature. In a 
similar line of work, Jaiman and Urovi [12] suggested an 
access control framework for EMR sharing concerning patient 
consent. This work emphasizes joining data use ontology and 
access matrix that holds information about the data requestor. 
Considering these features, the data owner, i.e., patient or 
doctors makes EMR sharing rules, monitors its usage, and 
updates the access policy at any time. The existing approaches 
have not considered the efficiency factors in sharing medical 
data that continuously stream from bio-sensors and monitoring 
devices. In this regard, Shen et al. [13] presented an efficient 
scheme that combines peer-to-peer networking techniques with 
blockchain and digest chain to bring efficiency and flexibility 
in the sharing of medical data. The authors have introduced a 
scheme of the authorized network of participants to enable 
secure sharing of EMR between different healthcare 
departments, pharmacies, and patients. However, this approach 
has a security loophole because the storage of data in on-chain 
is vulnerable to scalability and privacy issues. Similarly, 
Dagher et al. [14] suggested a privacy-preserving scheme 
concentrating on the interoperability and access of the EMR 
using blockchain. This scheme adopted smart contracts stored 
on the Ethereum model, which holds hashing key of the EMR 
for ensuring interoperable. On the other hand, an advanced 
cryptography mechanism is employed to ensure secure sharing 
of EMR. Although this scheme is subjected to the high storage 
cost, it can't be applied to process big medical data and is open 
to vulnerability as it reveals information about the transactions. 
The above approaches lack off-chain policy and scalability, 
which is addressed in the proposed work using IPFS 
technology. 

Zhang et al. [15] also aimed to address the issue of 
scalability by implementing the Ethereum model of blockchain 
technology. In this work, the ciphered data is stored on the on-
chain system, which refers to the original medical records, 
while original medical records are kept over the off-chain 
system. The work of Madine et al. [16] has attempted to 
address the risk of single-point failover for the EMR stored on 
the cloud. The authors have applied the Ethereum model for 
devising smart contracts to enable patients to have full control 
over their data in various ways, such as transparency, 
traceability, undisputable, and security. IPFS system is 
employed as decentralized storage, and a re-encryption 
mechanism is adopted to provide data security. A blockchain-
oriented digital healthcare system is presented in the work of 
Huang et al. [17] to attain robust security and traceability of the 
EMR sharing over the cloud system. An attribute re-encryption 
technique is applied to achieve complete access control for data 
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providers. An approach of a lightweight data sharing scheme is 
provided by Su et al. [18] using blockchain technology to 
achieve data privacy in the healthcare sector. The authors have 
applied an interleaving encoder to encrypt the medical data. Xu 
et al. [19] have given the mechanism of the health chain to 
support the requirement of privacy preservation for big medical 
data using blockchain and encryption to ensure a fine-grained 
access mechanism. This work also focuses on the key-
management process to efficiently revoke or update keys for 
the authorized data requester. 

Another significant work given by Wang and Song [20] 
adopted an attribute-based encryption technique combined with 
a blockchain mechanism for the cloud-assisted EMR sharing 
system. However, this approach failed to solve a problem 
related to the storage of big medical data and its sharing in an 
optimal way. Margheri et al. [21] introduced an information 
management model for monitoring EMR using modular 
blockchain system-based smart contracts. The work carried out 
by Guo et al. [22] modeled a hybrid system to enable better 
access control of EMR using blockchain. This scheme provides 
tamper-proof features by managing customized access policy, 
and off-chain nodes are employed to enforce attribute access 
mechanism on EMR data. Rajput et al. [23] suggested an 
approach of EMR access policy in an emergency based on 
Hyperledger fabric and composer. The authors have derived 
some customized policies under a smart contract for accessing 
emergency conditions for a specific time duration. The work 
carried out by Roehrs et al. [24] gave a prototype of the 
distributed blockchain to enhance the replication of data across 
nodes by combining medical records using blockchain and 
open interoperability. Another work of Guo et al. [25] have 
devised an attribute-oriented signature technique with 
blockchain, where a patient approves an EMR while providing 
no information other than evidence that he or she has 
substantiated it. The work carried out by Chen et al. [26] 
presented a conceptual design of a data storage system based 
on blockchain and a cloud system to manage personnel 
healthcare data. The study claimed that this storage system is 
independent of a third party and also does not allow a single 
party to have complete control over the access and processing 
of the data. However, none of the existing studies have 
provided standard management and sharing schemes for the 
medical data for pharmaceutical scientists. The work of Fan et 
al. [27] presented a clinical information management system 
using distributed ledger and consensus mechanism without 
much depending on the network resources. In a similar 
direction, a recent work carried out by Bataineh et al. [28] 
developed a security model for IoT-based healthcare systems 
using Ethereum Blockchain for surgical process management. 
Different from previous works, an application of fuzzy logic 
with blockchain is considered in another recent work by 
Zulkifli et al. [29] to provide an adaptive security mechanism 
for IoT-oriented healthcare. 

For the management and sharing of medical data, different 
authors attempted to suggest solutions from different 
perspectives. There has been a huge development towards 
blockchain-based healthcare since 2016, which was the initial 
year till 2022. The analysis shows that most previous works 
adopted Ethereum or Hyperledger Fabric blockchain platform, 

and most of them provided conceptual and experimental 
approaches. Table I summarizes the above-discussed literature 
concerning blockchain platforms and solution types. 

It has been identified that many previous works failed to 
ensure maximum requirements of the security such as privacy, 
data security, access control, interoperability, storage, 
scalability, and system cost analysis for secure sharing of 
medical data or EMRs. Although, most of the existing works 
have emphasized efficient access control and privacy 
preservation mechanisms using attribute-based re-encryption 
before introducing medical data to the blockchain system. Few 
existing works suggested the implementation of smart 
contracts, and some have employed a chain-coding scheme for 
privacy-preserving of EMR. On the other hand, the hospital 
continuously generates massive data as the number of people 
coming to the healthcare center is countless. Among the 
literature which is being reviewed, it has been found that most 
of the works have not considered the issue associated with big 
medical data storage. The authors in [9] have considered the 
issue. However, it lacks details on the storage services. 
Moreover, there are few relevant works [14],[16],[23] [22] that 
have been considered IPFS as a medium of data storage. The 
solutions given by these works can overcome the big data 
issues; however, it needs more optimization to handle a 
considerable amount of EMR data especially high dimensional 
medical data. In particular, the previous scheme for sharing and 
storing EMR using blockchain is still in its infancy stage, 
involves high cost, lacks scalability, and needs more effort in 
the design and development. Table II highlights the finding of 
the review analysis. 

TABLE I. SUMMARY OF THE PREVIOUS WORKS BEING REVIEWED 

Citations Blockchain Platform Solution Type 

[11] Not Defined Implementation 

[12] Ethereum Experimental 

[13] Not Defined Experimental 

[14] Ethereum Experimental 

[15] Ethereum Implementation 

[16] Ethereum Experimental 

[17] Not Defined Conceptual 

[18] Bitcoin Conceptual 

[19] Doc-chain Experimental 

[20] Not defined Conceptual 

[21] Hyperledger Fabric Implementation 

[22] Hyperledger Composer Experimental 

[23] Hyperledger Fabric Experimental 

[24] Customized Experimental 

[25] Not Defined Conceptual 

[26] Not Defined Conceptual 

[27] Not Defined Conceptual 

[28] Ethereum Implementation 

[29] Hyperledger Fabric Experimental 
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TABLE II. HIGHLIGHTS OF THE RESEARCH ISSUES 

Issues Addressed By Not Addressed By 

Privacy and Security 
[11-12], [14-23], 

[25-29] 
[13], [24] 

Accessibility and 

Interoperability 

[12-15], [17-24], [26], 

[27] 
[11], [16],[25] 

Scalability 
[14-16] [18-19] [21] 
[23] [26-27] 

[11-14], [17], [ 20], [22], 
[24-25], [28-29] 

Cost Analysis 
[12], [18-19], [25], [28-

29] 

[11] [13-17], [20], [23-

24], [26-27] 

Big medical data [14], [16], [19], [22-23] [11-13], [15-18], [24-26] 

III. SYSTEM MODEL 

The proposed study presents a novel model for medical 
data authorization towards security and privacy preservation 
using blockchain methodology. The study considers big data as 
a medical image. The rationale behind considering the medical 
image as input data to the system is that the medical images are 
of high dimensional data associated with significant storage 
and scalability, which is a big data problem. Fig. 1 depicts the 
high-level architecture of the system model for big medical 
data based on blockchain that includes data sharing and its 
management over the distributed healthcare environment. 

Doctor

Patient

Data Resource

Data Type:

EMR or EHR

Customized Access 

Policy 

DataBase

Blockchain

Medical Service 

provider  or hospital

Encryption
 

Fig. 1. High-level Architecture of the System Model. 

A. System Model Components 

As shown in Fig. 1, there are five main entities in the 
system model viz. i) data resource, ii) Data Type, iii) Access 
policy, iv) Database (medical data storage), and Security 
(encryption and blockchain), and v) medical service provider. 

1) Data resource: The major medical data sources are the 

patient and the doctors. When patients interact with the 

physician, they share information consisting of previous 

records of the patient's health, drug history, current health 

issues, and other physiological symptoms. 

2) Data type: The electronic health record (EHR) or 

electronic medical record (EMR) is built based on initial 

health information collected during the interaction between 

the patient and the doctors, after which the patient often 

undergoes other clinical examination such as laboratory tests, 

pre-operative assessment, and medical imaging. All these data 

are digital and stored in an electronic storage system. These 

digital records termed EMR or EHR, provide a holistic and 

long-term view of patient health. 

3) Customized access policy: The patient he/she is the 

owner of their sensitive or private information in the EMR. 

However, in real-world scenarios, medical data is available 

with both patients and healthcare organizations. Therefore, 

both entities can act as a medium of storing medical data to a 

cloud server. Therefore, a customized access policy is built for 

accessing the data by the doctors or the healthcare 

organization upon having the valid reason to share their data 

to the other healthcare organizations (data requester). 

4) Database and security: This component of the system 

model involves the core part concerning data storage, security, 

and privacy. The data is stored in a distributed manner, either 

on a centralized or decentralized server. The integration of 

encryption with blockchain technology offers higher security 

privay preservation and ensures the authenticity of the 

customized access policy. Blockchain is a system where there 

is no central authority to share the data, but even then, anyone 

can trust that the data is genuine. 

5) Medical service providers: The medical service 

providers refer to healthcare facilities such as ad-hoc clinics, 

clinical laboratories, radiological centers, and hospitals 

interesting in accessing the medical data are treated as data 

requesters. According to the customized access policy, the 

data is provided to the data requester to decide the best 

strategy for surgery and treatment. Also, depending on the 

context, the patient can act as a data requester who requests to 

access the data stored on the cloud server. For example, 

sharing medical data to other healthcare facilities or 

organizations can faciliate better diagnosis, medical research, 

policy defining and effective treatment no matter where the 

patient is treated in the world if the healthcare records are 

available independent of time and place. 

B. Need of the System 

The proposed system model can address the following 
issues: 

1) When the data is stored in a centralized server, there is 

a risk of a security issue, privacy leakage, and identity theft 

either by the creators of the system or by hackers. 

2) The big medical data are not meant for blockchain as 

they are not scalable quickly. 

3) When data is being stored on the blockchain, the data is 

available to everyone. 

4) The solution on the blockchain is often subjected to 

higher costs as it requires a large processing time for the 

successful execution of the transactions. 

C. Solution Strategy  

1) The blockchain is a no-trust system where the code 

takes care of the issues associated with centralization and 

privacy. 

2) The study considers the high dimensional medical 

image as the big data, which is further split into shards as 3 

data copies of equal size and which handles the issue of big 

data into the blockchain. Therefore, the data become scalable. 

3) The data is encrypted using an asymmetric algorithm 

that ensures data security and prevents unauthorized access. 
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4) The data is stored on a miner's device. The proof of 

replication algorithm is proposed to ensure that the miners are 

storing the data. While recovery, this algorithm ensures the 

file recovery with the least bandwidth. 

5) In this work, the Ethereum blockchain provides secure 

and distributed sharing of medical records over the unsecured 

channel. 

IV. SYSTEM IMPLEMENTATION 

The proposed study devices an authorization framework for 
medical data, which provides access to data requester in a 
distributed environment using blockchain. The study considers 
a high-dimensional medical image of the patient-generated 
from the radiological department. Here, the patient must create 
a customized access policy and smart contract in the Ethereum 
blockchain. On the other hand, the radiologist is accountable 
for uploading data to the IPFS network. The uploading of this 
data requires sending accept file storage requests by IPFS to 
blockchain clients, and similarly, access to storage is also 
required for retrieving the data on their mobile phone or 
computer. The data can be retrieved by either patient or the 
doctors in the other hospital to download previous medical 
records and upload current or new medical reports. The IPFS 
network is a peer-to-peer network system, where the user as 
storage provider needs to create an account to become a 
blockchain client and provide storage of their computing 
nodes. Due to bandwidth and storage constraints, the user here 
uses a cloud server as a storage point rather than storing on the 
local computing nodes. Upon accepting request regarding 
accept file storage, the data is encrypted using asymmetric 
encryption (RSA) as primary level security for data protection 
at the location of the data storage provider (IPFS). The 
encrypted data is further introduced with the blockchain 
module. In this module, the sharing of the secret key 
information is carried out over blockchain, which 
automatically changes the private and public key pair so that 
the user has complete controller over either allowing or 
revoking access to the other user. Fig. 2 presents the process 
flow of the proposed authorization system for secure uploading 
and sharing of big medical data. 

 The data service provider interacts with the IPFS 
network using the web3.0 interface and connects to the 
backend. 

 The data service provider requests to accept file 
storage, blockchain client interacts with IPFS in the 
backend. 

 IPFS network at cloud server verifies the blockchain 
client identity and reliability (bandwidth requirement, 
storage capacity) with proposed proof of replication 
algorithm (PoRA) and allows the file storage. 

 On the blockchain client storage node, the medical data 
is encrypted and sent towards IPFS. 

 MD5 hashes of medical data (image) are given to 
distributed hash tables (DHT) for protecting its 
integrity. 

 The file storage transaction is verified by the 
transaction pool linked to Ethereum (Eth) blockchain. 
Gas price is paid at this time (miners in Eth1.0 
validators in eth 2.0 in study 2.0 is used). 

 Once the transaction gets updated, the response is 
given to the blockchain client, and the storage is used 
for the purpose of the application (storing patient data). 

 Data requester, which can be patient or doctor either 
stores a new data or requests for access of a data. 

 The request is forwarded to PoRA. 

 PoRA checks the access policy (11) via smart contracts 
(PoRA is part of smart contracts). 

 Access to storage is given to the Data requester. 

A. Blockchain 

In the present study, the Ethereum blockchain is being 
used, and the focus of this study is to build a medical image 
authorization system in a distributed environment. All 
transactions are logged in the blockchain. The transactions are 
of four types. 

Fig. 3 presents a basic architecture of the medical data 
blocks over the blockchain (B.C.) with different components 
and transaction (T) records. The miner id refers to the identity 
of the transaction validators produced based on the proof of the 
work on the validator's computing devices or nodes. The 
second component, namely timestamp, refers to the first block 
created and the last transaction. The third component is the 
data hash value (H) SHA256 of the blocks for each transaction 
numerically represented as follows:  

     (     )   (    )  (    )          (1) 

Where,  ( ) denotes hashing function, and the validation 
and integrity check of the blocks are done based on the 
previous H of the block. 

The next component, namely data_id is the unique 
identifier of the medical data that belongs to the particular 
patient id, whereas patient id denotes the unique identifier of 
the patient or the data owner. The data stored under the cloud 
server establishes trust between the requester or provider and 
the IPFS network. A smart contract is basically a computer 
program that runs on the blockchain. The smart contract 
includes all operations of the access policy used to validate and 
accept requests for data access. The operation involved in the 
smart contract is available to all blockchain users. The 
collection of smart contracts controls the entire storage and 
access mechanism in the proposed system. Hence, there won't 
be a centralized authority for limiting access and storing the 
files. The transactions done over a blockchain are organized in 
accept file storage, new file storage requests, give access to a 
file, and revoke access to a file. 
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Fig. 2. System Implementation Process Flow for Secure Data Uploading and Sharing. 
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Fig. 3. Schematic Representation of Data Blocks. 

B. Accept File Storage 

The accept file storage transaction is subjected to the 
interaction of data service provider and data storage provider in 
the IPFS network. The data service provider needs a 
registration to have an account of blockchain, so that they can 
initiate a file storage request for uploading medical data to the 
IPFS distributed system meant for storing, sharing and 
accessing files. File storage request is typically accepted by the 
storage nodes. The storage nodes mean a user which is a part of 
blockchain client that facilitates their storage space either on 

the local machine or cloud server. In the current study, the 
storage nodes of the IPFS network are the cloud server. Upon 
receiving the request, the blockchain client interacts with the 
IPFS network and confirms the storage request, (i.e., the user is 
ready to provide its storage space). The IPFS verifies the file 
storage request by creating accept file storage transaction. In 
this process, the IPFS validates the identity of storage provider 
and checks are reliability in terms of storage and bandwidth 
capacity with PoRA using smart contracts and allow the file 
storage. The mechanism of file storage consists of few core 
operations as shown in Fig. 4. 

 

Fig. 4. Data Uploading and Storage Process. 
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1) In Fig. 4, the process of data storage on the blockchain 

client computing nodes in the IPFS network. The study 

considers medical data of size 100 MB, which is further split 

into the three shards with equal size. The ideology behind 

shards is that sharing and storing big data or high-dimensional 

data on the blockchain is challenging. Therefore, creating a set 

of equal-sized sub-images of the original image can provide a 

promising solution towards efficient file sharing operation in 

the blockchain. The study used an IPFS network, a 

decentralized file system based on the BitTorrent protocol, 

and the Distributed Hash Table (DHT). The IPFS system does 

not require a central server, and data can be stored in a 

network of distributed storage nodes, resulting in no single 

point of failure, higher storage throughput, and enhanced 

storage access and information retrieval mechanism over 

existing cloud storage systems. SHA256 hash values are 

calculated and stored in DHT to verify the integrity of medical 

images. At the same time, each shard is encrypted using the 

RSA asymmetric encryption algorithm and stored in IPFS 

storage nodes. As part of the study, smart contracts were 

integrated with the IPFS network to manage data access 

efficiently. 

2) The patient metadata needs to be stored on the 

blockchain for the transaction; even though the medical data is 

stored on IPFS nodes, the metadata includes patient 

identification (I.D.), account numbers, smart contract details, 

hash values, and timestamps, among others. Mining pool 

transactions are conducted periodically by validators or 

blockchain miners. The fastest validators to verify a block of 

data will send the signature to the other validators for 

validation. After all, validators agree, valid blocks are added 

to the blockchain in consecutive order. Finally, the blockchain 

is synchronized by using the blockchain client to receive the 

identical copy of the blockchain. Furthermore, by storing 

hashes on the blockchain instead of raw data, the proposed 

model eliminates the risk of data leakage, ensuring high levels 

of data security. 

C. New File Storage Request 

This module of blockchain transactions is subjected to data 
access and storage updating with new data. The data requesters 
requested to access data or update the newly generated medical 
records of a particular patient in existing storage units of the 
IPFS network. A data requester is a patient or doctor in a 
medical facility. If the data requester is a patient, the system 
checks the blockchain record, verifies the patient's credentials, 
and allows access to the data store. On the other hand, if the 
data requester is a doctor or medical institution, the system 
using smart contracts verifies the requester's credentials. It 
authorizes access according to the access policy set by the 
patient. Fig. 5 shows the process of a new file storage request. 

The data provider's entire process of data access and 
storage updating can be described in the following manner. 

1) Data storage access request (accomplished by data 

provider): In order to access data on IPFS storage nodes in the 

cloud server, the data requester requires to execute a data 

access request transaction. If the data requester is a blockchain 

client, a key-sharing mechanism consisting of a pair of private 

and public keys is used for transaction authorization and its 

verification to access the blockchain. In addition, data 

requesters are required to provide a patient I.D. and account 

number when requesting access to the data. The transaction 

will then forward to PoRA for access request verification 

(refer to points 8 and 9 in Fig. 2). 

2) Approval to access storage (accomplished by PoRA) : 

The data access request transaction is forwarded to the PoRA 

for the purpose of auditing and authorization. Then, the PoRA 

verify for this request based on the customized access policy 

and key sharing in the smart contract. Upon confirmation and 

authorization of the data requester's public key in the smart 

contract and access policy, permission is granted to the data 

requester to access the data storage on the IPFS network (refer 

to point 10 in Fig. 2). In addition, PoRA analyzes the 

authorized request identity, which contains the access request 

information related to the specific patient-ID and account 

number. It then searches for the hash value of the quarried 

medical data in the DHT to get the requested data on the IPFS 

storage node in the cloud server. The IPFS network then 

provides the requested data file in the ciphered form. PoRA 

uses a patient's private key to decrypt the ciphered medical 

data (image) and return the original plain medical data to the 

data requestor (refer to point 11 in Fig. 2). Here, transactions 

will be clustered and introduced into the transaction pool for 

mining. All validated transactions will be enumerated and 

linked to the blockchain to be shared with data requesters. 

3) Updating data storage (accomplished by validators): 

As long as the requester has access to the data collection, such 

as patients, doctors, or healthcare providers can access the 

data of  their interest. Also, they can request new file storage 

access to upload newly generated medical data to existing data 

storage nodes via a blockchain client (refer to point 12 in 

Fig. 2). 

 

Fig. 5. Data Access and Storage Updating. 
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D. Give Access and Revoke Access to Data Storage  

Upon verifying the data requester by the proposed PoRA, 
the requestor starts to make a transaction to access medical data 
by providing the unique identifier and account details of his 
patient to provide effective care accordingly. Once accessing 
data storage is completed, the transaction is updated and added 
to the blockchain by validators and acknowledged to all 
blockchain clients in the network. In this way, the patient can 
monitor their data sharing, thereby ensuring its ownership. 
However, to make the network reliable and ensure data 
security and privacy in the longer run, it is required to revoke 
the public and private key by updating to a new one after the 
purpose of data storage access is finished. Apart from 
managing the access control and sharing of medical data, the 
proposed PoRA also manages the key sharing process by 
securely revoking and updating the key that is known to the 
data requesters at each instance of data storage is accessed. 
Thus, eliminating the chances of key compromising and 
ensuring the trustworthiness of the network. The core 
procedure of the proposed PoRA algorithm is discussed in 
Algorithm 1. 

Algorithm-1: Proof of Replication Algorithm (PoRA)  

Input: file(F), Hash(H), Owner details(D), Access List(L) 

Output: revoke key  

1.    = Old Copy of Access List 

2. for each user (U) in access List(L) 

3. if U not in L': 

4. P, P  = newKeyPair () # P (public) & P  (private) 

key 

5. [F1, F2, F3] = sharding (F) 

6. FeENC (F1, F2, F3, P) 

7. Transfer (F1, F2, F3) 

8. Share private key to U 

9. For each user U' in old access list(L') 

10. If U' not in L: 

11. P, P’ = newKeyPair () #  

12. Run Fe = ENC (F, P) 

13. For U in L 

14. Share private key with U 

The algorithm takes input values as a medical data file (F), 
hash value (H) of the file, owner details (D), access list (L). 
After successful execution, it returns key revocation for each 
instance of access completion. The smart contract goes through 
the entire list when the access needs to be modified. L is the 
new access-list, whereas L' is the old access-list (line:1-2). In 
the new access list, if a user U is not present in the old access 
list, then the user's access needs to be given (line:3). This is 
done by generating a new keypair (P & P') (line:4). In the next 
step, the medical data file is divided into shards and encrypted 
using function ENC( ), an asymmetric algorithm that takes 
shards and encryption key P(line:5-6). The encrypted file is 
then transferred to the IPFS storage nodes along with the 
private key to the user U (line:6-7). Further, the algorithm 
considers the users U' subjected to the old access list (L') and 

do not belong to the new access-list L. The proposed algorithm 
PoRA again generates a new key pair that encrypts the file and 
shares the user's private key. In this way, at every instance of 
access and its completion, the proposed algorithm revokes the 
previous access list and re-encrypts the file in the new list with 
a new keypair (), which is further updated to the authorized 
user or doctor. 

V. RESULTS 

The design and development of the proposed system are 
carried out using Nodejs programming language installed on 
windows 10 Machine Intel(R)Core (T.M.)i7 16.0 GB RAM. 
Image dataset is used to validate the proposed model, and 
asymmetric encryption is used to protect the image. Ganache 
Simulator is used to simulate blockchain on the Local 
Machine. Kovan Testnet is used to simulate the entire program 
over the testing network with Keth (Ethereum with no real-
world value) in order to test the gas price and processing time. 
Table III highlights configuration details of the system 
implementation. 

A. System Parameters 

TABLE III. SYSTEM MODEL CONFIGURATION DETAILS 

Operating System Windows 10 

CPU 
Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz 

2.59 GHz 

RAM 16.0 GB 

Programming Language Nodejs 

Compiler Solodity 0.6.0(London) 

Test Framework Mocha 6.2.0 

Ethereum Platform Ganache 

Performance Testing Kovan Testnet 

Storage nodes  AWS nano 

Local network speed 100 mbps 

Hard disk type Solid State Drive 

GPU Nvidia GTX 

B. Result and Analysis 

Table IV presents the numerical outcome obtained for the 
proposed algorithm PoRA. The performance of the proposed 
scheme is compared with the cloud-based blockchain system. It 
must be noted that 1 unit of gwei is equal to 1 nano Ethereum. 
The parameter time for storage and recovery represents how 
fast a file can be uploaded and recovered under the ideal 
scenario. The ideal scenario is represented by the simulation 
parameters, i.e., 100 MB of the data file. Since the storage is 
decentralized, any one of the nodes is always available. 

The performance analysis of Fig. 6 shows that the proposed 
system PoRA outperforms the cloud-based blockchain system. 
The graph trend exhibits that the time for storage is less, i.e., 
0.8 milliseconds in the proposed system PoRA, compared to 
the cloud-based system, i.e., 1 millisecond. It is because the 
smart contract used in the proposed authorization scheme has a 
smaller number of steps. 
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TABLE IV. COMPARATIVE ANALYSIS 

Parameters/Techniques 
Cloud-

Blockchain 
PoRA [proposed] 

Time for data storage 100 MB 1ms 800us 

Time for Accessing data 100MB 5ms 2ms 

Minimum gas price 10382 gwei 5202 gwei 

Typical gas price 20481 gwei 8642 gwei 

Uptime 99% 100% 

Downtime 1% 0%(negligible) 

Data loss No loss no loss 

Data integrity with MD5 hash 97% 99% 

Storage space limited by cloud 

limited by number of 

nodes [Virtually 
unlimited] 

File system 
Linux file 

system 

distributed file 

system 

Maximum size of individual file 2 G.B. 

Unlimited 

(Maximum file size 
2 G.B.) 

Main storage type 

Centralized 

(Only Storage, 

cloud 

Decentralized 

 

Fig. 6. Analysis of Storage Time. 

 

Fig. 7. Analysis of Access Time. 

In Fig. 7, the performance analysis is shown for the time 
required for accessing the storage and recovering the file. The 
graph trend exhibits that the overall time is less for accessing 
the 100 MB of the file compared to the cloud-based system. 
The reason behind this is that, in the proposed system, the IPFS 
network is used as data storage nodes. The file is not stored in a 
central server but in a decentralized system where the system 
recognizes the nearest unit for the storage. As a result, this also 
reduces latency and the storage and recovery times of the data 
file. Apart from this, since more than one cloud is involved 
here, the storage space is virtually unlimited. The file size is 
limited by the md5 hash algorithm in the existing system since 
it is stored as a whole. However, in the proposed system, it is 
split into shards. Hence the file size is unlimited. 

 

Fig. 8. Analysis of Minimum Gas Price. 

 

Fig. 9. Analysis of Typical Gas Price. 

The blockchain client or any user pays the gas price in 
order to get his request accepted quickly by the blockchain. 
The gas price is decided by the number of times the smart 
contract updates a value in the blockchain. Fig. 8 and 9 present 
the performance analysis regarding the minimum gas price. 
The graph trend of both Fig. 8 and 9 exhibits that the proposed 
system has almost half of the gas price compared to the 
existing system. This means that using the proposed system is 
subjected to cost efficiency. In addition, the study has also 
carried out performance analysis regarding uptime and 
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downtime analysis. The analysis shows that the uptime is 
100% in the proposed system, with a running time of 48 hours. 
The uptime might be lesser if the software runs for more hours. 
Also, data integrity is higher in the proposed system since the 
proposed design ensures the integrity of every shard of data 
rather than the entire file at once. 

C. Discussion 

The proposed system offers better flexibility compared to 
the existing approaches. The introduction of smart contract in 
the system design eliminates the trusted third entity's 
involvement in carrying out actions related to data processing. 
Therefore, cost-efficiency is introduced in the data-sharing 
process between organizations. The data scalability issue is 
narrowed down to a significant extent by introducing a 
mechanism of shards, which also leads to quick execution and 
fast processing with less delay. However, it may happen that 
when the user increases, the model faces some scalability issue 
over time. Future work will explore the scalability problem 
with the dynamic environment like IoT, and more optimization 
will be introduced to the model. 

In the proposed system, the data owners, especially 
patients, are allowed to see their data being shared. They can 
change or customize the access policy for their data. They can 
also make a request regarding deleting and removing medical 
records if they want. In this way, the model ensures the 
agreement with privacy protection laws. The security of data is 
ensured with the encryption mechanism, and during the 
transaction, it will not reveal the patient information. The 
security and privacy features are the prime aspects in the 
proposed system modeling. Also, in future work, the study 
further explores the effectiveness of other variants of 
cryptographic approaches for securing the data-sharing 
platform. 

VI. CONCLUSION 

The core aim of the proposed work is to facilitate an 
efficient authorization framework based on blockchain 
technology for secure access of the patient medical data stored 
on the on-cloud server. Initially, the study has conducted a 
critical analysis of the existing literature and identified 
significant challenges associated with the previous works. To 
address the existing challenges, this work has suggested a 
novel approach of proof of replication algorithm to ensure the 
validation of each transaction on the blockchain and the key 
revocation mechanism. The study has established a reliable 
system using smart contracts to achieve an efficient access 
control and privacy-aware data sharing mechanism. The 
implementation of the proposed authorization framework study 
employed the Ethereum blockchain platform and IPFS network 
for the data storage on the AWS nano. Employing IPFS storage 
nodes in a cloud server eliminates the issues associated with a 
centralized system; the data is split into shards and stored in 
encrypted form, which leads to compensating the issue of 
scalability and data security. The outcome analysis shows the 
effectiveness of the proposed system regarding storage and 
access time, gas price, data integrity, and security compared to 
the typical cloud-blockchain-based systems. The proposed 
system can be applied in real-time scenarios to provide data 
security, privacy, and better medical data sharing process 

management. In the future, the proposed work can be extended 
with more optimization approaches in system computational 
requirements, customized smart contracts and scalability 
enhancement for the IoT-assisted big data applications. 
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Abstract—Vehicular Ad hoc Networks (VANETs) are one of 

the significant areas of research and this is also a subfield in Ad 

Hoc Networks. This is mainly focused on improving the safety of 

roads and reducing the total number of accidents. There is no 

central coordination to this network, nodes are mobile, dynamic 

topology, the routing process is a big challenge, and this is most 

responsible for the delivery message to the small overhead and 

delay. Routing is a tedious task that occurs huge changes in 

network topology and delivers the data packets in a limited 

period. In VANETs many existing routing protocols are 

introduced to overcome various issues but these are not efficient 

to overcome all the issues in routing. Routing shows a huge 

impact on other parameters such as data transmission rate 

(DTR), packet delivery ratio (PDR), Packet Drop Ratio 

(PDRatio), Average Propagation Delay (APD) and throughput. 

In this paper, the dynamic and optimized routing approach 

(DORA) is introduced in VANETs to overcome the various issues 

and improve the performance of IP by measuring the DTR, PDR 

and PDRatio. Comparisons among the Ant Colony Optimization 

(ACO), improved distance-based ant colony optimization routing 

(IDBACOR), and DORA is shown. 

Keywords—Data transmission rate (DTR); packet delivery ratio 

(PDR); packet drop ratio (PDRatio); throughput 

I. INTRODUCTION 

A vehicular ad hoc network (VANET) plays a major role 
in communication between the vehicles become smarter [1]. 
This network consists of two architectures as Vehicle-to-
vehicle communication (V2V) ensures the communication 
between vehicles and Vehicle-to-infrastructure (V2I) which 
swaps the data between vehicles. VANET is one of the 
dynamic topologies that give the regular disconnected 
network. This contains limitless storage of battery, and the 
nodes in this network have the limitation of power. The 
transportation region should be improved with safety, this 
network ensures the development of many safety applications 
to prevent accidents, to improve the road capacity the 
applications are maximized and avoid traffic congestion, and 
real-time applications are used to access the internet. 

From the past many years, huge data is created and 
transmitted through the network every time, which is called 
the explosion of data. Several approaches are developed and 
designed to fulfill the requirements of the users from all over 
the world. Due to the heavy traffic in the network and its high 

usage in wireless networks, all systems are facing technical 
issues such as delay in the messages, huge packet drop ratio, 
throughput is very low, and communication cost is very high, 
and effect of these huge issues gives the overhead in the 
network. 

VANETs are specifically the branch of MANETs. 
Compared with MANET, VANETS present with fast motion 
in vehicles which is fastly and dynamically changing the 
topology is extra advantage to the VANETS. 

All these nodes are managed by the default roads layout. 
In VANETs, several levels control the node velocities such as 
limited speed, level of congestion, and traffic management 
systems such as traffic lights and top symbols, etc. In future, 
these nodes are used for high transmission ranges, storage of 
data, and all the energy sources are restored. These networks 
are more powerful to store and process the energy capacities 
that make workable and more reconcilable by measuring huge 
tasks [2, 3, 4, 5, 6]. 

Routing plays a significant role in this network based on 
the available properties of vehicles. Many existing approaches 
are incapable of deciding the optimal routes based on the 
inefficient communications among the VANETs. This will 
show an impact on packet delivery among the vehicular nodes. 
At this time, the local optimum situation may occur. The 
mobility nodes are facing traffic density on the streets and 
they are unable to find the nearest nodes. In this situation, the 
packets are kept in buffer by the nodes for long time. 

If the data packets are in buffer for more time then the live 
path is terminated. This may show impact on network and 
leads to the end-to-end delay and packet delivery ratio (PDR). 
If the data packets are in buffer for more time then the live 
path is terminated. This may show impact on network and 
leads to the end-to-end delay and packet delivery ratio (PDR). 
Thus the proposed approach dynamic and optimized routing 
approach (DORA) in this paper is focused on solving these 
issues more effectively. DORA provides the optimal routing 
path based on multiple streets, and also proposed the 
intelligent packet delivery system based on other parameters 
such as data transmission rate (DTR), packet delivery ratio 
(PDR), Packet Drop Ratio (PDRatio), Throughput. 

Fig. 1 shows the VANET network based on the vehicles 
movements at the junctions. 
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Fig. 1. VANET Networks. 

II. LITERATURE SURVEY 

Lo et al., [7] introduced a routing protocol called 
Enhanced Hybrid Traffic-Aware Routing (EHTAR) which is 
integrated with VANET in the urban platform. In this 
network, the functional nodes are placed at every junction 
which is used to observe the real-time vehicular and collect 
the traffic information for every road segment. This is called a 
Junction-Tracker. This is used to improve the communication 
and transmission among the nodes. Gazori et al., [8] proposed 
a unique model which utilizes the traffic lights as bridges for 
the help of routing in place of utilizing the mobile vehicles. In 
the route selection process this will prevent network failures. 
This protocol is mainly focused on swapping the data packets 
between bridge nodes. Among these, the path with the 
smallest hop count and the huge connection is selected. Wang 
et al., [9] introduced the Named Data Network (NDN) which 
is a new routing protocol. This is an improved routing 
protocol which is adopted the distance parameter to prevent 
defects in hop-count. 

Nahar et al., [10] proposed the protocol integrated with 
cosine similarity-based selective broadcast routing protocol 
(CSBR). In this protocol, clustering plays a significant role in 
finding the suitable path to transfer the data to a destination. 
The proposed approach increases the packet delivery fraction 
(PDF) 5-10% and minimizes the average delay by 25%. 

Brendha et al., [11] proposed the advanced VANET to 
improve road safety and minimize overall accidents. Because 
of the high mobility nodes, the routing is a difficult task, 
which causes a high impact on the topology to transfer the 
packets in very little time. Several existing approaches are 
discussed in this paper which is not reliable to solve the issues 
in routing. 

Nazib et al., [12] study about various routing protocols in 
VANETs. These are divided into seven groups based on the 
implementation and developed concepts. Several advantages 
and disadvantages are also discussed by the author. 

Qin et al., [13] study several VANETs routing protocols 
and introduced the new routing protocol is introduced to 
influence both densities of the vehicles and traffic lights based 
on network connectivity. The proposed approach follows the 
unicast packets to improve the traffic flow. Cardenas et al., 
[14] introduced the new protocol called probabilistic 
multimetric routing protocol (ProMRP) which is more suitable 
in VANETs. ProMRP is mainly focused on estimating the 
probability of every neighbor carrying the packet and 
successfully sending the packets to the destination. This is 
mainly calculating the four metrics such as distance to 
destination, the position of the nodes, node bandwidth and 
density, etc. Thus the author proposed the improved system 
called EProMRP. This shows the improved results based on 
the packet delivery. 

Nazib et al., [15] introduced the reinforcement learning 
(RL)-based routing approaches that improve the quality-of-
service (QoS) parameters in the VANETs routing. QoS 
parameters such as bandwidth, end-to-end delay, throughput, 
control overhead, and PDR. The proposed approach 
performed better compared with the existing approaches. 
Khan [16] proposed the new WSN which integrates the 
MANETS, VANETS, and other wireless networks that 
develop the intelligent transportation system which is focused 
on road safety and accurate vehicle movements according to 
the route change. Thus the performance improved. Zhenchang 
Xia et al., [17] discussed about various VANET approaches 
that are performed better. Several challenges such as low 
security, less reliability are to be overcome. R. Hussain et al., 
[18] discussed about the trust implementation in the VANET 
platform. The author mainly focused on providing the privacy 
and security for the data that is transmitted among the source 
and destination. H. Fatemidokht et al., [19] discussed about 
issues and overcome the issues by using Unmanned Aerial 
Vehicles (UAVs). This approach mainly worked on multiple 
tasks to increase the performance of proposed approach. N. B. 
Gayathri et al., [20] introduced the efficient scheme in the 
VANETS. This scheme mainly focused on implementing the 
pair-free platform that improves the transmission and 
computational efficiency. This approach also supports the 
batch checking that reduces the calculation overhead in 
VANETs. 

III. DYNAMIC AND OPTIMIZED ROUTING APPROACH 

(DORA) 

DORA is the dynamic and geographic routing approach 
that selects the nodes dynamically. The selection of paths can 
be done by analyzing the traffic and density of the vehicles in 
the junctions to select reliable routes in the network. The maps 
are used to find the actual positions of the nearest junctions. 
Based on the score given by the density of vehicles in traffic 
and distance among the metric curves are used to selects the 
next destination, then the junction is selected. This works 
better on dense traffic platforms. The efficient selection of 
path is selected based on the packet travels. Every node in the 
network gives the information to the server (gateway) if it 
goes to its communication range. The gateway develops a 
various set of paths among itself and each node. 
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The algorithm is focused on various factors such as route 
discovery, route recovery, dynamic routing and maintaining 
the constant power at all the vehicles. The DORA develops 
the route by using the request of the route from the base 
stations (BS). The BS gives the route reply by using the 
messages. To find the efficient route, the distances between 
two vehicles are to be calculated. Distance factor plays the 
main role to measure the distance among the nearest vehicles 
are measure by using Euclidean distance is represented in (1). 

     √(     )   (     )             (1) 

Equation-1 (a1, b1) represents the neighbor nodes, and (a2, 
b2) represents the spatial region of the destination node. The 
data is sent to the destination node from source to find the 
accurate route. Various factors shows the huge impact on 
finding the route such as constant, lifespan and availability of 
buffer are measured. These factors are merged with reply 
packets to other general information. DORA is adopted with 
fitness function improves the more constant route, this results 
in increasing data PDR. This will also reduce the packet loss 
and more routes are added. 

     ( )         (                                  
        ( ) |           )              (2) 

        ( )                          

                                             

                ( )                  

The link is available at the time. Hence Lab the distance 

between two vehicles are represented in 

    √(     )
   (     )

              (3) 

Hence, this will maintain the constant link among the 
vehicles and discover the accurate route and improves the 
performance of communication. 

Algorithm Steps: 

# Input: Nodes (Vehicles) 95 with the initialize values at Nodes (N): 

5 Joules 

Functions (Route_Creation Rc, Route_Recovery Rrecovery, 

Route_Diversion Rdiversion, Mobility, Speed of Vehicles, vehicles 

position change) 

  *              + 
Step 1: Select Source Node Ns and Destination Node Nd.  

Step 2: Calculate the distance between two nodes using equation-1. 

Step 3: If the N>1 //total nodes 

Message (“Node Mobility and Communication started”) 

Else 

Message (“Node Mobility and Communication not started”) 

Step 4: If Ns >1 

Message (“Source Node transmits the data to destination node Nd) 

Else 

Message (“No transmission from source to destination node Nd and 

data loss occur) 

Step 5: Now calculate the routing path duration from Ns to Nd 

 Path duration is based on 

                             (   ) 

Step 6: 

                                                

                  
                                      

                                 

Step 7: Path is expressed as: 
         (              ) 

Step 8: Apply Bayes‟ theorem for pdf of           (     )  

          
     

Step 9: Based on the average duration the path is changed. 

Step 10: Now data reached. 

IV. SIMULATION 

The following simulation parameters (Table I) are given 
below: 

TABLE I. SIMULATION PARAMETERS 

Simulation/Scenario 

Simulation Time (Sec) 120-140 

MAC protocol IEEE 802.11p 

Range of Transmission  260 m 

Total vehicles 95 

Date packet sending rate PDR 4.5-14.5 packets/s 

Data packet size 512 Bytes 

V. EVALUATION RESULTS 

To implement this protocol, the NS3 simulator is used to 
show better simulation and comparative results are shown by 
using ACO and IDBACOR routing protocol. The proposed 
approach DORA shows the high performance than other 
VANET protocols. This simulation consists of 95 vehicles. In 
general, the VANETS have a dynamic nature, with several 
fluctuations obtain in terms of data rates, speed of vehicles, 
etc. The initial value of each vehicle is „Zero‟ and the mobility 
of the network is 120 km/h. Due to the boundless size of the 
network, huge mobility, and active topology. The proposed 
approach is more flexible to accept the variations in the 
vehicles. The experiments are conducted by using 95 vehicles 
and algorithms such as ACO, IDBACOR, and DORA. The 
simulation NS3 proves that the proposed model improves the 
performance in terms of DTR, PDR, PDRatio, APD, and 
throughput. Fig. 2 shows the vehicular network created by the 
NS3 simulator. Fig. 3 shows the communication among the 
nodes by sending request messages. 

 

Fig. 2. Network with 95 Nodes. The Red Color nodes are considered as 

Vehicles. 
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Fig. 3. Communication between 95 Nodes (Vehicles). 

VI. PERFORMANCE METRICS 

The efficiency and performance of DORA is shown with 
the comparison among the ACO and IDBACOR. The 
evaluation is calculated by using data transmission rate 
(DTR), packet delivery ratio (PDR), Packet Drop Ratio 
(PDRatio). Table II shows the performance of proposed 
approaches and existing approaches by showing the 
parameters: 

A. Data Transmission Rate (DTR) 

This parameter plays the major role in routing in VANETs. 
This defines the transmission time of the message to forward 
the vehicle to destination. This parameter shows the impact on 
various metrics such as traffic, collisions and mobility. 

B. Packet Delivery Ratio (PDR) 

PDR mainly focused on delivering the packets 
successfully to the destination. The PDR is calculated by using 
Eq. (4). 

    
∑                  
   

∑                    
   

            (4) 

C. Packet Drop Ratio (PDRatio) 

Packet Drop Ratio (PDRatio) is the fraction of the total 
transmitted packets that were not received at the destination. 
The PDRatio is calculated in Eq. (5) as follows: 

        

(∑                    ∑                         
   )   

   

                    (5) 

TABLE II. PERFORMANCE OF ALGORITHMS BASED ON PARAMETERS 

Algorithm 
PDR 

(Bytes) 

DTR 

(Bytes) 

Packet 

Drop 

Ratio 

(Bytes) 

Average 

Propagation 

Delay 

(APD) (Sec) 

Throughput 

(Packet/Sec) 

ACO 87.59 425.79 12.41 5.92 83.08 

IDBACOR 90.25 455.25 9.75 5.43 87.14 

DORA 91.96 493.19 8.04 5.02 88.47 

 

Fig. 4. Performance of Algorithms ACO, IDBACOR and DORA by 

showing PDR. 

In Fig. 4 and Fig. 5 shows the performance of PDR by 
showing bar and line graphs. Compare with the existing 
approaches DORA performed better by transmitting data 
between nodes. DORA improves the CTP also for maintain 
the cumulative power according to the requirement at the 
nodes. 

 

Fig. 5. Performance of Algorithms based on ACO, IDBACOR, and DORA 

by showing PDR. 

In Fig. 6 and Fig. 7 shows DTR performance by 
calculating the transmission time for every message. This 
measures the transmitting time from source to destination.  

 

Fig. 6. Performance of Algorithms ACO, IDBACOR and DORA by 

showing DTR (Bytes). 
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Fig. 7. Performance of Algorithms ACO, IDBACOR and DORA by 

showing DTR. 

 

Fig. 8. Performance of Algorithms ACO, IDBACOR and DORA by 

showing Packet Drop Ratio represented by Line Graphs. 

In Fig. 8, 9 show the packet drop ratio is measured. 
Compare with existing approaches DORA shows the very less 
drop rate. This is also based on the PDR. 

 

Fig. 9. Performance of Algorithms ACO, IDBACOR and DORA by 

showing Packet Drop Ratio. 

In Fig. 10, Fig. 11, Fig. 12 and Fig. 13 shows the 
performance of APD and throughput represented in the form 
of bar graphs and line graphs. The APD is reduced in DORA 
compare with existing approaches. The throughput is 
increased compare with ACO and IDBACOR. 

The APD is used to measure the delay for the data 
transmission from source to destination. Compare with other 
approaches DORA shows the low APD. 

 

Fig. 10. Performance Representation of APD by using Bar Graphs. 

 

Fig. 11. Performance Representation of APD by using Line Graphs. 

 

Fig. 12. Performance Representation of throughput by using Bar Graphs. 

 

Fig. 13. Performance of Throughput. 
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VII. CONCLUSION 

In this paper, dynamic and optimized routing approach 
(DORA) is developed to overcome the several issues such as 
dynamic routing in VANET's network. The proposed 
approach shows the optimal path from source to destination. 
This approach also overcomes very less packet loss which 
didn‟t show any impact on output. The DORA focused on data 
transmission and communication between the nodes (vehicles) 
in VANETs. DORA improves the performance by measuring 
the parameters such as DTR, PDR, PDRatio, APD and 
throughput. The experiments are conducted on 95 nodes 
(vehicles). The performance of the proposed approach 
achieved the better results compare with existing approaches 
such as ACO, IDBACOR. The performance of DORA is 
achieved the results such as PDR-91.96, DTR-493.19, 
PDRation-8.04, APD-5.02, throughput-88.47. In future, an 
improved simulation approach is to be developed to overcome 
the several obstacles present in dynamic routing. 
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Abstract—The emergence of cloud computing platforms 

makes it easier to connect and collaborate globally without 

setting up additional infrastructures such as servers and data 

centers. This causes the emergence of threats to data security 

against digital information. This security threat can be overcome 

by cryptography. Examples of cryptographic algorithms are RSA 

and NTRU. The main concern that arises in this research is how 

to perform a comparative analysis between asymmetric 

cryptographic algorithms, RSA (Rivest-Shamir-Adleman) and 

NTRU (Nth-Degree Truncated Polynomial Ring) algorithms and 

their implementation in cloud storage. Comparison of 

performance between the RSA and NTRU algorithms at security 

levels 80, 112, 128, 160, 192, and 256 bits by running 5 – 1000 

data, the results obtained that the running time of the key 

generation process and encryption of the NTRU algorithm is 

more efficient than the RSA algorithm. Wiener's Attack test on 

the RSA algorithm and LLL Lattice Basis Reduction on the 

NTRU algorithm. NTRU algorithm has a more secure level of 

resilience, so that it can be said that the NTRU algorithm is more 

recommended for cloud storage security. 

Keywords—Attacks; privacy; cryptography; RSA; NTRU; cloud 

storage 

I. INTRODUCTION 

Analysis of more than 135,000 organizations in 2020 
shows that globally, cloud adoption has reached 81% as 
measured by the use of productivity platforms based on 
research from an information technology company and US 
research firm Gartner. Cloud services have become a 
significant industry. Cloud expects to grow from USD 50.1 
billion in 2020 to USD 137.3 billion by 2025, with a 
Compound Annual Growth Rate (CAGR) of 22.3% research 
conducted Markets and Markets analysis. The increasing 
popularity of the cloud is also accompanied by several security 
problems in the cloud that are vulnerable to the possibility of 
being exposed to unwanted parties, especially security 
breaches in cloud storage [1]. Cryptography is one of the most 
effective and efficient components of network security in 
securing information. Cryptography ensures that only the party 
who has exchanged the keys can read the encrypted message 
(authentic party) [2]. The RSA (Rivest-Shamir-Adleman) and 
NTRU (Nth-Degree Truncated Polynomial Ring) algorithms 
are asymmetric cryptographic systems, however the NTRU 
algorithm is a lattice-based algorithm where the key selection 
is not only strong but also difficult to solve. Grid-based 
cryptography in general, is an improvement over classical 
number theory algorithms such as the RSA algorithm [3], [4]. 
This system is also known for its high level of security based 

on worst-case hardness. Worst-case hardness is based on the 
complexity of the problem grids and the shortest vector 
problem (SVP). NTRU cryptosystem is a lattice-based 
cryptography known to withstand quantum computing attacks, 
and classical computing attacks [5], [6]. The RSA algorithm is 
more optimal for the encode process than the DES algorithm 
[7] besides that the RSA algorithm is superior to the ElGamal 
algorithm [8]. 

Each algorithm bases on a different problem, such as the 
security of the RSA algorithm, which is difficult to factor large 
numbers into prime factors [9]. The operation of the NTRU 
algorithm is based on objects in a truncated polynomial ring 
R= Z[X]/(X^N-1) with convolution multiplication [10], [11]. 
The RSA algorithm, which is based on integer factoring, can 
be attacked using the Wiener’s Attack algorithm, while the 
NTRU algorithm can be attacked with the well-known 
algorithm to find short vector, LLL (Lenstra-Lenstra-Lovasz) 
Lattice Basis Reduction algorithm, which is a lattice-based 
reduction algorithm [12]. In this research, a comparative 
analysis will be carried out between the RSA (Rivest-Shamir-
Adleman) and NTRU (Nth-Degree Truncated Polynomial 
Ring) cryptographic algorithms and obtain the running time of 
key generation, encryption, decryption, and security level and 
see which algorithm is better and implementation on cloud 
storage using Flask. 

II. RELATED WORK 

The RSA algorithm is an algorithm that can be used to 
maintain the security and confidentiality of fingerprint data. 
Besides that, the RSA algorithm can be also applied  to cloud 
computing security by using digital signatures combined with 
the AES algorithm [13], [14]. The NTRU algorithm is a lattice-
based algorithm which refers to the lattice-based algorithm that 
makes the NTRU algorithm more resistant to quantum 
computing attacks [5], [6], [15], [16]. Cloud refers to a set of 
services and infrastructure accessed through the internet. Cloud 
service providers must use encryption algorithms to protect 
user data, such as the use of Advanced Encryption Standard 
(AES) algorithms, Rivest–Shamir–Adleman (RSA), Elliptic 
Curve Cryptography(ECC), and NTRU Encryption [17]–[19], 
in addition to the cloud, the application of the RSA and NTRU 
algorithms can implement in the IoT environment, the use of 
an accelerated IoT environment, the security of data collected 
and stored by devices becomes important [20]. NTRU's lattice-
based cryptosystem has lattice problems in the form of grid 
problems and Shortest Vector Problem (SVP) and can be 
attacked using the LLL (Lenstra-Lenstra-Lovasz) algorithm, a 
well-known lattice-based reduction algorithm for grid-based 
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cryptographic grid problems [21]–[24]. The RSA cryptosystem 
is the most used in the SSL/TLS protocol that allows sensitive 
information to be sent via the internet. Wiener's Attack shows 
that the RSA algorithm can be attacked when the value of d is 
relatively small compared to the modulus of N [25]. 

III. PROPOSED WORK 

In this section, we provide an overview of our solution 
comparative analysis of RSA and NTRU Algorithm and 
Implementation in the Cloud. The comparative analysis model 
is depicted in Fig. 1. According to the model, the model consist 
of five steps : (A) the key generation, encryption decryption 
process of RSA, (B) the key generation, encryption, decryption 
process of NTRU (C)  Winners attacks on the RSA (D) LLL 
attack on and NTRU, (E) Implemented in cloud storage. The 
process begins with the user who will upload the file to cloud 
storage, this file can be called plaintext. The encryption process 
will use the RSA and NTRU algorithm public keys. After the 
encryption process is finished, an encrypted message or 
ciphertext will be obtained, which will then be uploaded to 
cloud storage, then calculated and compared for the running 
time of the public key generation, the private key, and the 
running time of the encryption process, and the attack process 
on the public key. After the ciphertext file is uploaded to cloud 

storage, a download process will be carried out, where this 
process will decrypt the encrypted message using a private key 
and will obtain a decrypted file or plaintext file, then compare 
the running time of the decryption process on the RSA and 
NTRU algorithms. 

A. RSA (Rivest-Shamir-Adleman) 

In this section, the key generation, encryption decryption 
process of RSA is the first step. It can be explained as follows: 

1) Key generation: The key generation process in the RSA 

algorithm begins with selecting the prime numbers 𝑝 and 𝑞, 

then looking for the value of 𝑛 = 𝑝 ∗ 𝑞 . Then select the 𝑒 , 

𝑒 <  𝜙 , where 𝜙(𝑛) = (𝑝 − 1) ∗ (𝑞 − 1) , must be a prime 

number. Select the encryption key ‘𝑒’, 1 <  𝑒 <  𝜙 (𝑛), 

𝑔𝑐𝑑 (𝑒, 𝜙(𝑛))  =  1             (1) 

𝑒 and 𝜙(𝑛) are coprime. By using the Expanded-Euclidean 
algorithm to calculate 𝑑, then: 

𝑒𝑑 ≡ 1(𝑚𝑜𝑑 𝜙(𝑛))             (2) 

Or 

𝑒𝑑 ≡ 𝑘𝜙(𝑛) + 1              (3) 

 

Fig. 1. Comparative Analysis of RSA and NTRU Algorithm and Implementation in the Cloud. 
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Testing a number with the Rabin-Miller algorithm. If 𝑏0 
= 1 or 𝑏0 = 𝑛 − 1, then 𝑛 is a prime number. 

𝑏0 =  𝑎𝑚(𝑚𝑜𝑑 𝑛)             (4) 

If 𝑏0  ≠ 1 or  𝑏0 ≠ 𝑛 − 1, do with Equation (9). 

𝑏1 = 𝑏0
2𝑚𝑜𝑑 𝑛              (5) 

If  𝑏1 =  𝑛 − 1, then 𝑏1 validated probability as a prime. 

2) RSA encryption: Plaintext is made into blocks of 

𝑚1, 𝑚2, 𝑚3, . . . , 𝑚𝑛  so that each block represents a value 

between [0, 𝑛 − 1]  or (0 <  𝑚1 < 𝑛 − 1).  Where input 

message 𝑚 < 𝑛. Then calculate the 𝑐𝑖 ciphertext block for the 

plaintext block through the Equation (6). 

𝑐𝑖 =  𝑚𝑖
𝑒  𝑚𝑜𝑑 𝑛              (6) 

3) RSA decryption: Ciphertext 𝑐𝑖  is processed using 

Equation (7) to get the original message, the plaintext 

message. 

𝑚𝑖 =  𝑐𝑖
𝑑 𝑚𝑜𝑑 𝑛              (7) 

B. NTRU (Nth-Degree Truncated Polynomial Ring) 

The key generation, encryption decryption process of 
NTRU is the second steps. Before explaining further from the 
stage one to the next. We give the principle of NTRU. 

The principle of the object used by the NTRU public-key 

cryptosystem is to use a polynomial of degree 𝑁 –  1. If 𝑎 and 
𝑏 are two polynomials in the ring 𝑅, they can be defined in 
Equation (8) and (11). 

𝑎 =  𝑎0 + 𝑎1𝑥 + 𝑎2𝑥2 + 𝑎3𝑥3 + ⋯ +  𝑎𝑁−2𝑥𝑁−2 +
𝑎𝑁−1𝑥𝑁−1              (8) 

=  ∑ 𝑎𝑖𝑥𝑖𝑁−1
𝑖=0               (9) 

Coefficient vector𝑎 will be represented as in the Equation 
(10). 

𝑎 = (𝑎0, 𝑎1, 𝑎2, … , 𝑎𝑛−2, 𝑎𝑁−1)          (10) 

𝑏 =  𝑏0 + 𝑏1𝑥 + 𝑏2𝑥2 + 𝑏3𝑥3 + ⋯ +  𝑏𝑁−2𝑥𝑁−2 +
𝑏𝑁−1𝑥𝑁−1            (11) 

=  ∑ 𝑏𝑖𝑥𝑖𝑁−1
𝑖=0             (12) 

Coefficient vector 𝑏  will be represented as the Equation 
(13). 

𝑏 = (𝑏0, 𝑏1, 𝑏2, … , 𝑏𝑛−2, 𝑏𝑁−1)          (13) 

The basic operations used in convoluted ring polynomials 
are addition, subtraction, and convolution multiplication. The 
polynomial coefficient (a0, a1, …, an-1) is an integer. Some 
coefficient values are 0. This set of polynomials is called 𝑅. 

1) Key generation: NTRU Key Generation begins with 

selecting two polynomials 𝑓 ∈  ℒ𝑓 and 𝑔 ∈  ℒ𝑔 provided that 

𝑓 has an inverse modulo 𝑝 and 𝑞, so 𝑓𝑝
  and 𝑓𝑞 can writing in 

Equation (14), (15). 

𝑓 ∗ 𝑓𝑝 ≡ 1 (𝑚𝑜𝑑 𝑝)           (14) 

𝑓 ∗ 𝑓𝑞 ≡ 1 (𝑚𝑜𝑑 𝑞)           (15) 

The private key consists of the polynomials 𝑓 and 𝑓𝑝. After 

determining the polynomials 𝑓 and 𝑔, the public key can be 
calculated by the Equation (16). 

ℎ ≡ 𝑝𝑓𝑞 ∗ 𝑔 (𝑚𝑜𝑑 𝑞)           (16) 

2) NTRU encryption: To perform the encryption process, 

one chooses a polynomial 𝑚 representing a message so that 𝑚 

∈  𝐿𝑚  and a random polynomial 𝑟 ∈  𝐿𝑟. The message must 

be converted to a polynomial 𝑚. Then select a small random 

polynomial, 𝑟 ∈  𝑅 used to shuffle the messages. Calculating 

the ciphertext 𝑒, with the Equation (17). 

𝑒 ≡ 𝑟 ∗ ℎ + 𝑚 (𝑚𝑜𝑑 𝑞)           (17) 

3) NTRU decryption: The decryption process begins by 

calculating the polynomial 𝑎 = 𝑓 ∗ 𝑒 (𝑚𝑜𝑑𝑢𝑙𝑜 𝑞), then define 

the coefficient 𝑎 between−𝑞/2 and 𝑞/2 , then calculating the 

polynomial 𝑏 = 𝑎 (𝑚𝑜𝑑𝑢𝑙𝑜 𝑝) so that the private key  𝑓𝑝  is 

obtained to calculate the value of  𝑑. 

𝑑 =  𝑓𝑝 ∗ 𝑏 (𝑚𝑜𝑑 𝑝)           (18) 

Or 

𝑑 ≡  𝑓𝑝 ∗ [𝑓 ∗ 𝑒]𝑞(𝑚𝑜𝑑 𝑝)           (19) 

C. Wiener’s Attack 

In this section, Wiener's attack is a type of cryptographic 
attack against the RSA algorithm. This attack is the third steps.  
The attack uses an advanced fraction method (continued 

fraction). Continued Fraction of rational number 
𝑢

𝑣
 is an 

expression of the form 𝑥 =  𝑎0, and we get Equation (20). 

𝑥 = 𝑎0 +
1

𝑎1+
1

𝑎2+
1

𝑎3+ ...

           (20) 

Where the coefficient 𝑎0  is an integer and all other 
coefficients for 𝑎𝑖  for 𝑖 ≥ 1  are positive integers. The 
coefficient 𝑎𝑖  is called the partial quotients of the continued 
fraction. Generate unique continued fraction, with Euclidean 
algorithm, can efficiently determine all coefficients 
𝑎0, 𝑎1, … , 𝑎𝑁. 

D. LLL Lattice basis Reduction 

LLL attack on and NTRU is the four steps. It can be 
depicted in Fig. 2. 

 

Fig. 2. Basis Lattice. 
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Fig. 2 shows an image of the vector lattice and lattice, 
which is the basis of the LLL algorithm. The LLL algorithm is 
a lattice basis reduction algorithm. The basis of a lattice𝐵 =
 {𝑏1, 𝑏2, . . . , 𝑏𝑛}  will be defined as Gram-Schmidt basis 𝐵 =
 {𝑏1

∗, 𝑏2
∗, . . . , 𝑏𝑛

∗ } by fulfilling the two conditions below: 

(Size reduction) : 

| 𝜇𝑖𝑗 | =  
|𝑏𝑖.𝑏𝑗

∗|

‖𝑏𝑗
∗‖

2 ≤  
1

2
, 𝑤ℎ𝑒𝑟𝑒 1 ≤ 𝑗 < 𝑖 ≤ 𝑛.         (21) 

(Lovasz Condition) : 

‖𝑏𝑖
∗‖2 ≥ (𝑐 −  𝜇𝑖,𝑖−1

2 )‖𝑏𝑖−1
∗ ‖2, 𝑓𝑜𝑟 

1

4
< 𝑐 < 1 𝑑𝑎𝑛 1 < 𝑖 < 𝑛.

             (22) 

E. Cloud Storage 

In this section, implemented in cloud storage is the five 
steps. Cloud storage is a cloud computing model that stores 
data on the internet through a cloud computing provider. Cloud 
, storage is a cloud computing system that allows users to store 
and share data on the internet [26]. Cloud storage operates 
online, making it easier to retrieve and manage data. A cloud 
storage architecture, where a web browser will connect to a 
server that automatically accesses the database server. It can be 
depicted in Fig. 3. 

 

Fig. 3. Cloud Storage Architecture. 

IV. PERFORMANCE ANALYSIS 

In this section, we perform a comparative analysis of RSA 
and NTRU Algorithm and an Implementation in the Cloud. 

A. Parameter 

Security level algorithms RSA and NTRU are used in the 
Key Generation process. Table I shows the corresponding 
NTRU and RSA key sizes with equivalent security levels. 
Security level (k) 80, 112, 128, 160, 192, and 256 bits [27], 
[28]. 

The parameter used in the RSA algorithm is to take 
advantage of the number of bits selected, where the value of 
these bits will affect the length of the key. The parameter 
selection of the NTRU algorithm used in this study is the value 
of N, p, and q. This value will be used as a determinant of the 
length of the public key and private key which will later be 
used for the encryption and decryption process. The magnitude 
of this parameter is obtained from research [27], [28]. The 

explanation of the parameter values for each security level is 
presented in Table II. As well as the results of the running time 
obtained based on the parameters used. It can be shows in 
Table III. 

Table I and Fig. 4 show that NTRU's bandwidth usage is 
more efficient than RSA's when the level of security increases,  
from the same standard used in both RSA and NTRU 
algorithms, this security level will be used to compare the two 
algorithms so that we get a better result. 

B. RSA (Rivest-Shamir-Adleman) 

1) Key generation: From the process of key generation, 

encryption, and decryption of the RSA algorithm, the results 

are shown in Table II, showing the generation of public and 

private keys. The running time results are almost the same for 

low and moderate security, but public key generation is faster 

at the highest security. Private key generation on the RSA 

algorithm is faster at standard and high security. 

2) RSA encryption and decryption: The RSA algorithm 

encryption process uses the solution 𝑐𝑖 =  𝑚𝑖
𝑒  𝑚𝑜𝑑 𝑛 , to 

obtain an encrypted message in the form of a ciphertext 

message. The process of decrypting the ciphertext message is 

done using the solution 𝑚𝑖 =  𝑐𝑖
𝑑  𝑚𝑜𝑑 𝑛 to make the original 

message a plaintext message. The running time for the 

encryption and decryption of the RSA algorithm at each 

security level can be seen in Table II, showing that the results 

of the decryption process's running time are faster for each 

security level. 

TABLE I. SECURITY LEVEL RSA, NTRU 

Security Level (bits) NTRU (bits) RSA (bits) 

80 2008 1024 

112 3003 2048 

128 3501 3072 

160 4383 4096 

192 5193 7680 

256 7690 15360 

 

Fig. 4. Comparison of Security Level RSA, NTRU. 
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TABLE II. RUNNING TIME RSA 

Security level 
Security level 

(bits) 

RSA 

(bits) 

Public Key Generation 

(second) 

Private Key Generation 

(second) 

Encryption 

(second) 

Decryption 

(second) 

Low security 80 1024 0.62634 0.62634 0.0469 0.0153 

Moderate security 112 2048 6.59910 6.59910 0.2594 0.0780 

Standard security 128 3072 25.77820 25.77820 0.4458 0.1370 

Standard security 160 4096 58.39774 58.39774 0.9420 0.2884 

High security 192 7680 682.09213 682.09213 5.6284 1.7493 

Highest security 256 15360 6920.16406 6920.16406 41.5171 12.5220 

C. NTRU (Nth-Degree Truncated Polynomial Ring) 

1) Key generation: The main parameters of the NTRU 

algorithm are integers 𝑁, 𝑝, 𝑞. This parameter value is used to 

determine polynomial rings. The results of the running time of 

the public key generation and the private key of the NTRU 

algorithm can be seen in Table III. Table III shows that the 

speed of the public key running time is faster than the private 

key at each security level. 

2) NTRU encryption and decryption: The NTRU 

algorithm encryption process is carried out using the𝑒 ≡ 𝑟 ∗
ℎ +  𝑚𝑖  (𝑚𝑜𝑑 𝑞)  solution to obtain the ciphertext message. 

Ciphertext message can be processed with decryption using 

the NTRU algorithm to get plaintext message, with the 

solution 𝑑 ≡  𝑓𝑝 ∗ [𝑓 ∗ 𝑒]𝑞(𝑚𝑜𝑑 𝑝) . The encryption and 

decryption process in the NTRU algorithm obtained results, as 

shown in Table III. It can be seen that the encryption and 

decryption process in the NTRU algorithm does not show a 

significant difference. However, it can be seen that the 

encryption process is faster for the low-security level and the 

highest security. Moderate, standard, and highest security 

indicate that the decryption process is faster than the 

encryption process. The security level and the value of the 

NTRU parameter increase affect the running time speed. 

D. Comparison of RSA and NTRU Algorithms 

1) Key generation: Longer keys will provide higher 

security but will consume more computing time, so the value 

of security and speed will be inversely related. Generating a 

key with a long bit size can take from a few minutes to several 

hours, as shown in Tables II and III. From the two tables, 

Table II and Table III, the results are that private and public 

key generation in the NTRU algorithm is much faster than key 

generation in the algorithm RSA for security levels 80, 112, 

128, 160, 192, 256 bits, as depicted in Fig. 5. 

2) Encryption: The time required to encrypt files using 

both algorithms is compared to evaluate system performance. 

From the data obtained, the time for encryption using RSA is 

faster than NTRU with an average speed of RSA encryption of 

2.3285 seconds and described in detail at different security 

levels as shown in Table II and Table III. 

TABLE III. RUNNING TIME NTRU 

Security level 
Security 

level (bits) 

Key 

Sizes 

(bits) 

N p q Public Key (second) 
Private Key 

(second) 

Encryption 

(second) 

Decryption 

(second) 

Low security 80 2008 251 3 2048 0.5719 0.6281 0.5478 0.74925 

Moderate security 112 3033 401 3 2048 1.9941 2.1696 1.5158 1.4010 

Standard security 128 3501 439 3 2048 2.4076 2.6754 1.7236 1.6765 

Standard security 160 4383 487 3 2048 2.9953 3.4613 3.6976 3.4571 

High security 192 5193 593 3 2048 4.4289 5.1424 6.3630 5.4323 

Highest security 256 7690 743 3 2048 7.9426 9.0723 7.9774 9.1061 
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Fig. 5. Comparison of RSA, NTRU Key Generation. 

 

Fig. 6. Comparison of RSA, NTRU Encryption. 

From Table II and Table III shows graphs of running time 
for the encryption process for the RSA and NTRU algorithms, 
as shown in Fig. 6. It can be seen that the encryption process 
for low-level RSA security is faster than NTRU, but when it 
reaches the security level of 256 bits, the NTRU algorithm is 
much faster than RSA. 

3) Decryption: The average speed of the RSA algorithm 

decryption process is faster than the NTRU algorithm. RSA 

algorithm is more efficient in decrypting data than the NTRU 

algorithm. Table II and Table III show that when the security 

level is 80, 112, 128, 160, 192 bits, the RSA decryption 

process is faster, but when the security level is 256 bits, the 

NTRU process is faster than RSA decryption. 

A comparison for the decryption process in Table II and 
Table III, a comparison chart is obtained for each security level 
as shown in Fig. 7. It can be seen that the RSA decryption 
process for low-security levels is faster than NTRU decryption, 
but when the security level is at the highest security level, 
which is 256 bits NTRU algorithm has a faster speed. 

 

Fig. 7. Comparison of RSA, NTRU Decryption. 

4) Wiener’s attack on RSA: The security of the RSA 

algorithm depends on the difficulty of factoring large integers 

to obtain prime numbers, which is one of the mathematical 

computational problems that are difficult to solve. [29]. 

Wiener's Attack algorithm uses a continued fraction solution. 

Table IV is the result of the running time of the Wiener's 

attack process at different security levels, which shows that 

when the security level is increased, the time to carry out 

attacks will increase. 

5) LLL lattice basis reduction on NTRU: The NTRU 

algorithm with parameters N, p, q can show each parameter's 

security level. The public key on the NTRU algorithm will be 

tested using an attack in the form of LLL (Lenstra-Lenstra-

Lovasz) lattice basis reduction with the output obtained in the 

form of running time. This attack can show the strength of the 

NTRU algorithm. The strength of the NTRU algorithm is in 

the difficulty of finding a short vector of a lattice. 

In Table V, it can be seen how the LLL lattice base 
reduction algorithm runs on different parameters. When the 
value of parameter N increases, the time to carry out an attack 
also increases, and when the value of N = 31, the time required 
to carry out an attack takes more than 9 hours. From Table V, it 
can be said that LLL can perform attacks on the NTRU 
algorithm but in small parameters and cannot find short vector 
problems (SVP) for a larger basis. When N's value is higher, 
the running time of the attack process using LLL tends to 
increase. 

TABLE IV. RUNNING TIME WIENER’S ATTACK 

Security level 
Security level 

(bits) 

RSA 

(bits) 

Wieners Attack 

(second) 

Low security 80 1024 0.09733 

Moderate security 112 2048 0.35923 

Standard security 128 3072 1.19537 

Standard security 160 4096 1.46252 

High security 192 7680 5.87838 
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TABLE V. RUNNING TIME LLL ATTACK 

No N p q LLL Attack (second) 

1 24 3 128 6780 

2 25 3 128 7260 

3 26 3 128 18600 

4 27 3 128 15420 

5 28 3 128 24060 

6 29 3 128 28980 

7 31 3 128 > 9 hours (32400 second) 

E. Implementation on Cloud Storage 

1) Upload process: Fig. 8 is a flow block diagram of the 

file upload process and when it is implemented to cloud 

storage, as shown in Fig. 9. Fig. 9 shows the results of file 

uploads using the RSA and NTRU algorithms applied to file 

storage. When the uploaded file has been selected, the 

uploaded file will be converted into a ciphertext message then 

sent to the database server. 

2) Download process: Fig. 10 is a block diagram of the 

file download process that can be implemented in cloud 

storage. Fig. 9 shows the uploaded file can be downloaded and 

the file decryption process by pressing the download button. 

 

Fig. 8. Block Diagram Upload File. 

 

Fig. 9. File Storage. 

 

Fig. 10. Block Diagram Download File. 

After pressing the download button, the program will 
download the file and do the decryption process. Then will get 
the result of a plaintext message. 

V. CONCLUSION 

The RSA algorithm (Rivest-Shamir-Adleman) and the 
NTRU algorithm (Nth-Dimensional Truncated Polynomial 
Ring) are algorithms to secure plaintext or original messages 
by encrypting messages. In this study, the two algorithms 
compared their performance in key generation, encryption, 
decryption, attack, and their implementation in cloud storage. 
Performance comparisons are made with two things, measuring 
running time and testing the security of attack attempts on both 
algorithms. From the results of this study, the results are as in 
Table II and Table III. The use of the selected parameter for the 
RSA bit, the higher the bit selected, the greater the time 
required. The greater the value of the N parameter in the 
NTRU algorithm, the greater the time required for the key 
generation, encryption, and decryption processes. 

In terms of running time in the key generation and 
encryption process, the NTRU algorithm is more efficient than 
the RSA algorithm. In terms of security, by testing the 
Wiener's attack on the RSA algorithm and LLL Lattice Basis 
Reduction on the NTRU algorithm, it shows that the NTRU 
algorithm has a more secure level of resilience so that it can be 
said that the NTRU algorithm is more recommended for cloud 
storage security.  In this paper, we have not discussed the 
comparison of the LLL algorithm attacks applied to the RSA 
algorithm and the NTRU algorithm. The comparison analysis 
of the RSA algorithm and the NTRU algorithm has proven 
successful, but it is hoped that in future research a different and 
updated implementation can be carried out using other 
algorithms, such as the comparison of the ECC and Elgamal 
algorithms. 
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Abstract—Agriculture is a typical contributor to the Egyptian 

economy, which could benefit from the comprehensive 

capabilities of Big Data (BD). In this work, we review the BD role 

in the agriculture sector in responding to two main questions: 

1) Which technique, frameworks and data types were adopted. 2) 

Identification of the existing gap associated with the data sources, 

modeling, and analysis techniques. Therefore, the contribution in 

this paper can be outlined in three main aspects. 1) Popular BD 

frameworks were briefed, and a thorough comparison was 

conducted between them. 2) The potential data sources were 

described and characterized. 3) A Conceptual framework for 

Egyptian agriculture practice based on BD analytics was 

introduced. 4) Challenges and extensive recommendations have 

been provided, which could guide future development. 
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information systems (GIS); Hadoop; spark  

I. INTRODUCTION 

Climate change, water storage, and crop fluctuation are 
major issues in Egyptian agriculture. Variations in market 
prices and socio-cultural growth contribute to the volatility of 
food availability. Several challenges need to be tackled to 
improve agricultural productivity, such as low soil fertility, 
insect diseases, limited technical adaptation, and varied 
weather conditions. In the digital era, data become not only 
valuable but also intelligent. BD term has been introduced in 
mid-2011 to describe a broad set of heterogeneous large 
volumes of data that can hardly be managed and processed 
using conventional approaches [1, 2]. Massive amounts of data, 
rapid data generation and delivery, organized and unstructured 
data sources, validity, and value [3] are the five primary 
elements that define BD, as shown in Fig. 1. 

The BD paradigm encompasses the tools, storage, 
processing, and security measures used [4]. An enormous 
quantity of data may be analyzed using BD paradigm. It has 
four parts: techniques, storage, processing, and representation 
(see Fig. 2). They seek to find hidden trends and patterns in 
vast amounts of data from several sources. The storage 
provides management methods and tools for storing organized 
and unstructured data. 

A variety of cloud-based platforms are optimized for 
maximum processing power. Data value and accessibility for 
decision-makers are major BD challenges. Data quality, 
integrity, and legal concerns have recently been addressed by 
Egypt's government. Several private and public sector 

endeavours to develop BD cyber-infrastructures. Recent 
academic research has focused on combining data and 
predictive analytics to assist governments better develop 
agricultural action plans. BD analytics and Remote Sensing 
(RS) can assist farmers manage their fields by extracting 
insights from acquired data. 

Several attempts have been made to employ BD in 
agriculture [5]. BD is used by the business sector to increase 
large-scale commercial agriculture efficiency [5, 6]. 
Meanwhile, agribusiness makes better use of new 
communication and data sources. BD tools and approaches are 
utilized to successfully address and organize farm development 
difficulties [7, 8]. Governments must plan for the transition to 
digital agriculture. Several recent studies have explored BD in 
agriculture. Herein, we also introduce the conceptual design of 
BD in the Egyptian agriculture sector. 

In this paper, we introduce a brief review of the potential 
BD role in agriculture to answer two main questions. The first 
question indicates the trending non-spatial and spatial BD 
Framework. The second question manifests the growing 
number data sources integrated within BD in agriculture. 
Therefore, A conceptual framework to adopt BD in Egyptian 
agriculture sector was presented and the main challenges and 
further directions were highlighted. 

 

Fig. 1. Big data 5 V's Volume according to Fortune magazine. 
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Fig. 2. The Big Data (BD) Paradigm. 

The rest of this paper is organized as follows: Sections 2, 
and 3 briefly sum up the similarities of popular non-spatial and 
spatial BD framework. The potential BD data sources is 
discussed in Section 4. Section 5 presents the proposed 
conceptual framework for adopting BD in Egyptian agriculture 
sector. In Section 6, the BD challenges and future directions in 
the agriculture sector were discussed. Finally, Section 7 
concludes the paper and provides future work. 

II. NON-SPATIAL BD FRAMEWORKS 

A. Batch BD Frameworks 

The data had to pile up for hours or a few days to be 
processed in a batch setting. The data had to be loaded in 
memory processing time; otherwise, the data stored in 
database, or file system [9]. Examples of batch BD frameworks 
for large datasets include Hadoop Map Reduce and Spark. For 
smaller size, Informatica and Alteryx are widely used. For 
relational databases, Google BigQuery and Amazon Redshift 
are utilized. 

Google introduced Hadoop framework [10], which 
comprised three elements, namely: Hadoop Distributed File 
System (HDFS), Yet Another Resource Negotiator (YARN), 
and MapReduce [11]. Typically, HDFS represents Hadoop's 
core component, which introduces reliable storage [11, 12]. 
HDFS has two architectures NameNode and DataNode [20]. 
YARN is considered the cluster management component in 
Hadoop framework [13]. Finally, MapReduce component 
performs two main functions, map and reduce. The users only 
define the map and reduce functions, and the framework is 
responsible for other administrative functions like 
parallelization and failover. Overall, Hadoop MapReduce 
employs HDFS for data storage, while YARN is employed for 
resources control and job scheduling [10, 13]. 

B. Stream BD Frameworks 

Stream Frameworks process data as soon as it arrives at 
both micro-batches and real-time [9]. Examples of BD stream 
frameworks include Apache Storm and Apache Samza [11]. 

1) Apache storm: Twitter developed Apache Storm to 

process large-scale structured and non-structured data in real-

time fashion [14-16]. A typical Apache storm topology [17] 

depends on a directed acyclic graph where the edge indicates 

the data exchange, and the node represents computation 

resources. A node is either a master node “Nimbus" or a 

worker node "Supervisor." All nodes could accept streams 

(sequence of Tuples). In contrast, first nodes only 

accept Spouts, which can read messages from external sources 

and convert them to tuples and resend them to other bolts 

nodes without any computation. Bolts receive, filter, compute, 

join, and create Tuples. The exchange protocol between bolts 

and spouts is defined by Stream grouping. 

The Storm architecture [18] has three main components: 
Nimbus, Supervisor, and ZooKeeper. Nimbus oversees worker 
and slave nodes progress and assigns tasks in standard and 
failure cases. The supervisor is a stateless daemon responsible 
for initiating monitoring and restoring topologies execution 
[18]. ZooKeeper [19] maintains configuration information, 
distributed synchronization, and group membership. 

Trident Application Programming Interfaces (APIs) were 
utilized in topology, which provides a wide range of high-level 
operators [14]. Trident APIs split the workload into micro-
batches. The batch size is set as a parameter to control 
throughput and latency. However, their topologies are 
unfortunately inadequate to execute iterative algorithms due to 
their Directed Acyclic Graphs (DAGs) nature [20]. 

2) Apache samza: LinkedIn developed Apache Samza to 

tackle stream processing issues like scalability, resources 

allocation, etc. [21]. Apache Samza is built upon two other 

BD processing frameworks: Apache Kafka and Hadoop 

YARN [11, 21]. Apache Kafka is based on five main 

components: Producer, Topics, Consumer, Partitions, and 

Brokers. The Producer component is responsible for writing a 

topic for Kafka system. Every data stream entering Kafka 

system is called Topic. A consumer is an element with both 

reading ability to a Kafka topic and responsibility to maintain 

information with respect to its offset to be used in the case of 

failures. Brokers are the ingle nodes that form the Kafka 

cluster. 

C. Hybrid BD Frameworks 

Some applications require batch and stream processing 
frameworks. Therefore, it is mandatory to use hybrid 
processing frameworks in such cases. Apache Spark, as well as 
Apache Flink, are regarded as the most notable examples. 

1) Apache spark: Apache Spark represents a hybrid 

framework constructed on top of Hadoop engine but optimizes 

processing through accelerating batch processing workloads 

using complete in-memory processing [11]. 

Apache Spark limited the creation of storage layer links to 
two cases: loading the data into memory to be processed and 
storing the final results. Unlike Apache MapReduce, Spark 
piles the intermediate results in memory. Resilient Distributed 
Datasets (RDDs) are the core data structure of Apache Spark, 
allowing developers to accumulate intermediate for reusability 
purposes. RDDs are fault-tolerant that could optimize 
partitions, maintaining the stored data [22]. 

Apache Spark framework [22] includes several main 
components combined with upper-level libraries such as 
Spark's MLlib for machine learning [23], GraphX [24] for 
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stream processing, and Spark SQL [25] for stream processing, 
and structured data processing. 

Spark core is implemented in Scala and supports multi 
clusters. Spark supports upper-level APIs like Scala, Java, 
Python, and R and operates various data visualization and 
analysis algorithms. A cluster manager is utilized for 
requesting cluster resources for jobs' execution. Spark built-in 
cluster manager has many cluster managers used by Spark 
core, such as Hadoop YARN, Apache Mesos, and 
AmazonEC2. Besides, Spark enables data access in different 
data sources, such as HDFS, Cassandra, HBase, Hive, Alluxio, 
and many other data sources. 

2) Apache flink: Apache Flink [26] is regarded as an 

open-source hybrid framework for applications such as real-

time analytics, continuous data pipelines, batch processing, in 

addition to iterative algorithms. The main advantage is 

processing huge data volumes at an economic level of latency 

and high fault tolerance in a distributed environment. The 

DataSet API is used to process finite data sets and is often 

known as batch processing [26]. 

Finally, Table I compares the mentioned BD processing 
frameworks based on the following factors, including cluster 
architecture, data flow, data processing model, fault-tolerance, 
latency, scalability, back-pressure mechanism, programming 
languages, as well as different machine learning libraries. 

TABLE I. A COMPARISON BETWEEN POPLAR NON-SPATIAL BD FRAMEWORKS 

Framework Hadoop Storm Trident Storm Samza Spark Flink 

Processing type Batch Stream Stream Stream Hybrid Hybrid 

Computing cluster 

architecture 
YARN Nimbus Nimbus YARN and Kafka YARN and Mesos YARN and Kafka 

Data Flow 
MapReduce data 

flow 
cyclic graph DAGs 

Kafka - Kafka job – 

Kafka 

A queue of RDDs called 
DStream processed one-

at-a-time using micro-

batching cluster 

stream -> system 

(operators) -> sinks 

Data Processing 
Model 

MapReduce at-least-once exactly-once at-least-once exactly-once exactly-once 

Fault-Tolerance Yes Yes Yes Yes Yes (using lineage) 
Yes (generating 

snapshots) 

Latency low 
several 

milliseconds 

several 

milliseconds for 
small batches 

Several milliseconds High Low 

Scalability Yes Yes 

User-defined 

parallel 

processing 

Yes Yes (user demand) 

Yes (only tasks that 

can be done in 

parallel) 

Back-pressure 

Mechanism 
No  Yes Yes No (buffering instead) Yes Yes 

Programming 

Languages 
Java mostly 

Java API with 
adapters for 

Python, 

Ruby, and Perl 

Java API with 

adapters 

for Python, Ruby, 
and 

Perl 

Java mostly 
API for Scala, Java, 

Python, and R 
Java and Scala 

Support for 
Machine Learning 

Yes 
compatible with 
SAMOA API 

Trident-ML 
compatible with 
SAMOA API 

Yes (Spark MLlib) Yes (FlinkML) 

III. SPATIAL BD FRAMEWORKS 

A. Hadoop-based 

1) Hadoop-GIS: Hadoop-GIS is regarded as a 

MapReduce-based framework to process large-scale vector 

data, partitioning, as well as geographic queries [27]. 

Geographic (Spatial) queries can take many forms, such as 

descriptive, spatial relationship-based, distance-based queries, 

along with spatial mining and statistics techniques. In order to 

boost query performance, Hadoop-GIS utilize a spatial 

partitioning and local spatial indexing called SATO [41]. 

However, complex geometry forms, such as convex/concave 

polygons, line string, multi-point, as well as multi-polygon, 

are not supported. In fact, Hadoop-GIS supports only two-

dimensional data and two query types over geometric objects, 

including box range as well as spatial joins. 

2) Spatial-Hadoop: Spatial-Hadoop is a complete 

MapReduce framework that was introduced to overcome 

Hadoop-GIS limitations. It contains two new components for 

efficient and scalable spatial data processing: 

SpatialRecordReader and SpatialFileSplitter to support spatial 

data, spatial indexes, and operations [28]. 

Spatial-Hadoop supports different geometry types, such as 
points, multi-points, line strings, and polygons. In spatial 
indexes, spatial partitioning approaches were implemented, 
such as uniform grids, R-Tree, Quad-Tree, K-Dimensional 
Tree (KD-Tree), as well as Hilbert curves. Also, it supports 
many predefined spatial operations, such as box range queries, 
KNN queries, and spatial joins. Besides, it supports various 
geometric objects, including segments and polygons, and 
operations over them, producing convex hulls in addition to 
skylines. The mentioned capabilities are implemented in 
Spatial-Hadoop as distributed geometric data analytics 
framework. 
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B.  Spark-based 

1) Spatial-Spark: Spatial spark is a framework to process 

GIS data based on cluster computing. It was constructed on 

top of Spark RDD for providing a broad range of spatial 

operations, including range query, spatial join, spatial 

filtering, R-Tree index, and R-Tree partitioning to boost 

queries [29]. Spatial-Spark can be considered an in-memory 

BD framework intended for supporting two spatial join 

operators, including broadcast spatial join and partitioned 

spatial join [29]. 

2) Geo-Spark: Geo-Spark is regarded as an in-memory 

cluster computing framework constructed on Spark top to 

process large-scale GIS data faster than Spatial-Hadoop [30]. 

Geo-Spark expands the concept of RDDs as well as SparkSQL 

for supporting spatial data types, indexes, in addition to 

geometric operations at scale. It also helps spatial data 

partitioning systems, including a uniform grid, R-tree, Quad-

Tree, KD B-Tree, as well as KNN queries. Geo-Spark is 

optimized to select a suitable join algorithm for achieving a 

balance in a cluster between run time as well as memory/CPU 

use [31]. Geo-Spark enables the Apache Spark developers for 

developing efficient spatial analysis applications utilizing 

operational quickly (for instance, Java and Scala) in addition 

to declarative (i.e., SQL) languages and spatial RDD APIs. 

Toward more solid knowledge, principal differences and 
similarities among Hadoop-GIS, Spatial-Hadoop, Spatial-
Spark, and Geo-Spark [30, 31] dependent on prevalent 
characteristics such as spatial partitioning, spatial indexing, 
DataFrame API, in-memory processing, etc., are summarized 
in Table II. 

TABLE II. COMPARISON AMONG POPULAR BIG GIS DATA PROCESSING 

FRAMEWORKS 

Feature 
Hadoop-

GIS 

Spatial-

Hadoop 

Spatial-

Spark 

Geo-

Spark 

DataFrame API × × × √ 

In-memory 
processing 

× × √ √ 

Spatial Partitioning SATO Multiple Multiple Multiple 

Spatial Indexing R-Tree 
R-/Quad-

Tree 
R-Tree 

R/Quad-

Tree 

KNN query √ √ × √ 

Query optimizer × × × √ 

Distance query √ √ √ √ 

Distance join √ √ √ √ 

Filter (Contains) √ √ √ √ 

Filter 

(ContainedBy) 
√ √ √ × 

Filter (Intersects) √ √ √ √ 

Filter 

(WithinDistance) 
√ √ √ × 

IV. BD MAJOR DATA SOURCES 

A. Satellite Imagery 

Satellite imagery is captured by active or passive sensors to 
study the Earth's surface [9]. The collected images using 
passive sensors estimate reflected sunlight emitted from the 
sun. In contrast, the images are usually acquired using active 
sensors. In heavy cloud cover, rain conditions, and at 
nighttime, active sensors, including the Synthetic Aperture 
Radar, are efficiently utilized to tackle limitations of passive 
sensors and increase the observational capability for agriculture 
applications. 

B. Wireless Sensor Web and IoT 

Wireless Sensor Network represents a collection of 
heterogeneous and sophisticated sensors responsible for 
collecting various data types, including temperature, humidity, 
wind, etc. WSW depends on Internet of Things technology 
(IoT), which integrates and deploys several heterogeneous 
spatially distributed sensors to enrich the identification and 
visualization capabilities of different agriculture areas [32]. 
The collected data [33] could facilitate the communication 
between the farmers, experts, and investors to maintain a closer 
day-to-day management when classical communication 
methods fail. Despite their wide usability in smart farming, 
WSW lacks the comprehensive coordination to different data 
sources as well as protocols from “Socio-techno-economic 
perspectives” [34]. 

C. Crowd-sourcing and Social-media 

In the last few years, several platforms were developed to 
collect data from the public. These platforms either actively 
contributed where contributors are aware of the data collection 
[35], such as crowdsourcing, or passively contributed where 
contributors are not aware such as social media [36]. Unlike 
crowdsourcing platforms, social media are used to track pest 
and sharing weather information. 

Social media is utilized in agriculture development for data 
gathering, information extraction, analytic workflow, geo-
location pattern/image/text analytics, and information 
transferring over social media services [37]. Real-time 
analytics dependent on social media platforms [37] offer 
considerable chances for automatic detection and monitoring of 
plant disease, yield productivity, and forecasting [38]. For 
social media data, visual analytics can simplify Spatio-
temporal analysis and generate a spatial-based decision for 
supporting environment, helping small farmers match end-user 
demand. Social media not only depends on text messages but 
also depends on posted videos and images by users. Analysis 
dependent on image/video, along with visual analytics, utilize 
social media posts to extract critical information. 

D. Mobile CDRs and GPS Traces 

GPS traces and mobile CDRs data are valuable resources, 
especially in natural disasters management such as landslide 
monitoring, Tsunami monitoring, earthquake management, 
forest fire, and flood management. GPS traces data had been a 
value-added in different agriculture applications [39], like 
identifying mobility patterns for agriculture machines and fuel 
consumption tracking. 
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E. Simulation 

Numerical simulation, or referred to as forecasting, is 
regarded as one of the essential agricultural contributions to 
meteorological phenomena, land surface phenomena, and 
diverse pollutions kinds [40, 41]. Also, mechanistic modeling 
has helped estimate water spray [42] and parameter estimation 
of subsurface pipe [43]. 

The modeling and simulation tools for agriculture 
management focus on different aspects. Several mechanistic 
models were developed to enrich the scientific understanding 
of agriculture aspects to gain insights into physical, chemical, 
and biological control parameters in crop and animal 
production systems. Another group of simulation models was 
developed to plan and support decision-makers. 

F. UAVS, Drones and LiDAR 

UAVs, as well as drones, deliver images and videos with 
very high-resolution amenable to be utilized in various 
agriculture applications [44] such as live-stock monitoring, 
crop production, yield prediction, fertilizer, pesticide spraying, 
and soil mapping [45]. Many sensors can be embedded in a 
UAV or drone, such as weather sensors, cameras, and LiDAR 
sensors. The obtained sensors data can be integrated into real-
time decision making in many fields such as spraying of 
pesticides through drone, plant phenotyping, and yield 
production estimation [46]. 

LiDAR technology [47] can create detailed topography 
maps and Digital Elevation Models (DEMs) necessary in crop 
architectural parameters, forests, and crop parameter analysis. 
LiDAR can also help in yield forecasting and monitoring, soil 
types, estimate and prevent soil erosion, land segmentation, 
and crop analysis field management [48]. LiDAR technology is 
highly valuable in geospatial community, with the massive data 
amounts amenable to utilization in a diversity of applications. 

G. Vector-Based GIS Data 

Vector-based GIS data provides powerful add-ons in 
agriculture management applications [49] like farmland 
suitability analysis, estimation fertilizer costs, and pesticide. 
Additional geospatial analysis for critical facilities (healthcare 
providers, schools, fire station, etc.) [52], estimation of the 
actual effect on human (age, gender, social and economic 
status, etc.), resources inventory (vehicles, supplies, equipment, 
etc.), and infrastructure (utility grids and transport networks) 
help and empower farmers community. Common GIS data 
sources enrich precision agriculture in developing countries 
[49]. 

In [49], the authors implemented a framework that 
integrated GIS with Multi-Criteria Decision Analysis (GIS-
MCDA) to assess land suitability for irrigation with reclaimed 
water. In [53,54], the authors developed a GIS-based approach 
that studies the appropriate soil-site citrus features for 
enhancing productivity. 

From the above discussion of various BD sources, it can be 
noted that satellite imagery, aerial imagery, crowdsourcing, 
social media records, simulation and GIS data could offer 
economic solution to enrich the Egyptian farming sector with 
valuable information. On the other hand, WSW, IoT, video and 
images from UAVs, GPS traces and CDRs, and LiDAR could 
be valuable and cost-effective data sources for private sector 
that could open new business opportunities. 

V. A CONCEPTUAL FRAMEWORK FOR USING BD IN 

EGYPTIAN AGRICULTURE 

In Egypt, agriculture's contribution of real GDP growth fell 
from 16.5% in 2002 to 11.4% in 2018 [1]. It employs 14.5 
percent of the active population [1, 50] and supplies 91.5 
percent of the population's requirements. It also only exports 
8.7% of total commodities. BD analytics, the "new oil," can 
help the agriculture industry [51, 53]. According to a recent 
study, the internet's ubiquity and suitable communication 
technologies might assist evaluate enormous volumes of 
gathered data to address critical concerns like desertification 
and global food costs. Two significant reasons [51] often 
influence BD analytics adoption in Egypt: 

 Push factor determines the motivation opportunities 
such as the new governmental investments in 
technology and infrastructure. 

 Pull factor analyses business factors such data quality, 
security, and availability. 

Egyptian agriculture issues fall into three categories: 
monitoring, management, and forecasting. As illustrated in Fig. 
3, we developed a conceptual framework to address Egyptian 
agriculture difficulties using BD analytics. The next parts 
describe data collecting, data analysis, and issue solutions. 

A. Data Collection 

Data collection, the first and primary step of BD 
applications, aims to collect a variety of structured and 
unstructured data, including soil, yield, climate data, satellite 
images, and other information sources. The basic modules 
implemented in this stage include filtering and harmonizing the 
captured data and nullifying unnecessary data. Also, metadata 
is generated for each dataset to identify how the data is 
rendered and analyzed. 

B. Data Analysis 

The collected data had to be prepared by extracting the vital 
information for further analysis. The valuable information is 
extracted by cleaning, interpreting, integrating, mining, 
analyzing, and warehousing data in this stage. Different 
analysis approaches could be performed to improve data 
understanding, such as visual analysis, prescriptive, diagnostic, 
and predictive analysis. 
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Fig. 3. The Proposed Conceptual Framework for BD in Egyptian Agriculture. 

Generally, visual analysis can be utilized to gain insights 
about the uncovered relationships within massive datasets and 
empower investigators for obtaining more intuitive visual 
cognition as well as efficient decision-making assist. Now, 
government, as well as related policymakers, may utilize the 
aforementioned BD sources for conducting visual analysis of 
water resources monitoring, weather condition, soil condition, 
and close contact of scientific researchers for making 
decisions. Moreover, visualization is principally accomplished 
through GIS. By linking BD and GIS can help farmers, 
enterprises, and institutions better understand their spatial 
patterns as well as relationships. In this regard, GIS technology 
should first be provided with properly attained BD. The data 
collection is no longer restricted to conventional facilities and 
approaches, including stations, satellite RS, and field 
measurement. Besides, it still extends with IoT and UAV 
capabilities. For processing and analysis, this appears to 
happen primarily via batch processing technology like 
MapReduce and distributed system infrastructure like Hadoop. 

The collected data is amenable to be transformed into an 
acceptable format for GIS systems. Decision-makers utilized 
tools such as GoogleEngine, which provide interactive digital 
maps with almost real-time visualization of much free satellite 
imagery and a continuous development platform for the 
intelligent integration of multi-sources information. 

1) Descriptive analytics: Descriptive analytics enable 

visualization and interpreting of the collected data in order to 

answer the “what happened?” question [2, 7]. Several 

visualization tools and Ad-hoc were implemented for various 

data-related agriculture sources to tackle the complex nature 

of both structured and unstructured data. A basic 

summarization of these large volumes of data can be 

performed in diverse formats, including summaries, i.e., 

tables, charts, spreadsheets, etc. 

2) Diagnostic analytics: Diagnostic analytics motivate 

analysts to perform a root cause analysis to discover key 

reasons for the events. A smart, well-designed dashboard 

combined with time-series data offers analysts mandatory 

tools to quickly summarize an overview that matches the 

business objectives. The question answered using diagnostic 

analytics is, “why did it happen?”. Data mining, as well as 

correlation, can offer profound perception into defining the 

targeted problems and issues. DL is a full orientation shift in 

supervised machine learning, such as pattern recognition and 

natural language processing. 

3) Predictive analytics: Predictive analytics aims to 

predict future by answering the “what is going to happen?” 

questions. Generally, ample statistical and machine learning 

approaches aim to correlate past and today data to assume the 

future. 

4) Prescriptive analysis: Prescriptive analytics assess 

analysts for determining optimal actions and decisions on the 

basis of answers to a diversity of questions concerning “what 

might happen?”. For instance, analysts might possess 

numerous choices for dispatching maintenance actions 

towards a specific asset. For maintenance actions, the time-

varying expense required items to be repaired or substituted, 

while the risk linked to each of such decisions is capable of 

determining the optimal dispatch. Prescriptive analytics 

synthesize the BD, diverse sciences’ principles, business rules, 

in addition to IoT disciplines for receiving the predictions 

merits, followed by taking the most optimal decisions. 

Prescriptive analytics goes beyond the prediction. Indeed, the 

“what will happen” and “when will happen” questions should 

be able to justify the “why it would happen” questions. 

C. Problem Solving 

Finally, the collected data is converted into actionable 
perceptions. Herein, the data captured from different sensors 
could be utilized to improve the monitoring, management, and 
prediction of agriculture sector activities in Egypt. 
Furthermore, BD is utilized to boost predictive insights in real-
time for future outcomes in farming. Recently, the private 
Egyptian agricultural sector started implementing innovative 
technologies, particularly those requiring large scale of 
operations and costly initial investment. To implement new 
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technologies, this possesses a substantial influence on farmers’ 
prospects. The modern visualization and analysis tools enable 
farmers, experts, and research institutions to easily connect and 
simplify data management in a cost-effective way. Such a shift 
to new technologies comes true by research as well as 
development in hardware and software services. Recently, 
agricultural innovation has caused auspicious new methods for 
boosting productivity. However, for Egyptian farmers, access 
to high quality and precise information at a reasonable expense 
is challenging. 

Various efforts had been conducted to incorporate BD 
technologies in the agriculture sector. BD analytical help 
governments to establish policies and define mitigation plans 
toward climate change adaptation to secure food. BD 
integrated with IoT technology effectively supports a wide 
range of daily agriculture activities such as livestock 
monitoring, pest monitoring and fertilization control. 

Several studies had investigated the power of BD in digital 
farming worldwide to effectively estimate the biophysical 
factors of different crops and yield prediction which adopted in 
crop monitoring, and the investigation of irrigation water 
needs. 

VI. CHALLENGES AND FUTURE DIRECTION 

This section discusses the open issues and challenges that 
face big data in agriculture sector. Some of the challenges were 
identified from the literature have been discussed previously. 

A. Big Data Acquisition 

Agriculture sector in Egypt requires different set of data 
from different sources in order to fill the gaps between current 
and required state by BD analytics. The integration of multiple 
data sources will improve data quality and data integrity, 
provided that individual data validation is conducted before 
data integration. In the context of agriculture management, data 
integration can benefit from the data semantics or properties 
related to the data itself. It is impossible to avoid noises and 
misinformation from big data as a lot of these are 
unintentional, especially from social media and crowdsourcing. 
Also, data privacy and accuracy issues associated with big data 
acquisition still represent significant challenges, despite the 
available protocols and analytical method which are crucially 
required during the acquisition process. One of the proposed 
solutions that can help to eliminate such noise and 
misinformation is to develop a framework that enables the 
integration of multiple sources of data, such as crowd-sourcing 
data sensor outputs. The framework could facilitate the 
detection to the anomaly or improper values caused by system 
failure or misleading data acquisition methods. Machine 
learning techniques can contribute to the integration filtration 
process to increase the data quality 

B. Big Data Analytics 

Due to the integration of multi-platform, multi-scale, and 
multi-discipline data, there is a must to enhance the predictive 
modeling capability for the farm management to become more 
efficient. Activities and research associated with using the 
integrated information and the results of predictive analysis are 
expected to better enhance our capability to efficiently handle 

livestock, farm clinic, and supply and chain process. It has 
been noted that crowd-sourced data provided by affected 
farmers have significant value during the management and 
decision making. However, analytical methods are still 
strongly required to integrate these crowd-sourced data reliably 
and precisely into the physical sensing data (e.g., satellite, 
UAV) and official data (e.g., terrain data, census data). Only in 
this case, the smart farming can be effectively depicted in 
terms of pests control, livestock managements, and yield 
production. Hence, the decision-making processes can benefit 
from the analytical results and build food security system that 
benefits populations and communities 

C. Cyber-infrastructures 

There is a critical necessity for the design and development 
of cyber-infrastructures so that big data can be effectively 
integrated into agriculture sector management agencies for 
real-time decision making. These cyber-infrastructure 
capabilities provide shared knowledge and communicating 
platforms to the decision-makers and responders from different 
organizations to conduct the process required in agriculture in 
an effective way. Research efforts and related activities are still 
needed to overcome the challenges emerging from big, sensed 
data, including efficient data management, fast data transfer, 
and intuitive data visualization. 

VII. CONCLUSION 

This paper conducted a systematic literature review to 
inspect the recent cutting-edge research of BD in the 
agricultural and farming field. BD analytics can help the 
Egyptian agriculture sector overcome several challenges; 
however, it required a hefty investment to be integrated. 
Egyptian Farmers had to adopt modern and new technology to 
balance the food gap and supply concerns. This paper reviews 
242 peer-reviewed articles on BD in agriculture, indicating 
BD's prominent role in tackling the agriculture sector's 
challenges. Therefore, ample conclusions were drawn: 

 The up-raising trend in adopting BD in different 
agriculture applications, the availability of free satellite 
imagery, and the massive computational capabilities 
and efficient machine learning algorithms help 
researchers gain insights and recommend solutions to 
agriculture challenges. 

 BD tackled a more comprehensive range of 
applications, even in the agriculture sector. 

 Satellite imageries were specifically employed to 
produce different popular vegetation indices and land 
cover maps, especially Landsat and Sentinel-2 imagery. 

 Extensive studies adopted different machine learning 
methods for RS data processing. In the last five years, 
deep learning had been adopted in several studies, 
especially in crop mapping and pests and disease 
identification. 
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Abstract—In recent years, the drastic increase in the number 

of vehicle thefts brings about at an alarming rate around the 

world. However, existing vehicle tracking devices have certain 

limitations including the lack of ability to determine if the vehicle 

is on the right route. To address this problem, this study focused 

on the design and development of a vehicle tracking prototype 

with route detection, emergency button, and STATUS command 

to monitor the current location of the vehicle. Arduino Mega 

2560, SIM900 Global System for Mobile communication (GSM) 

module, and NEO-6M Global Positioning System (GPS) module 

were used to develop the prototype. The GPS module, push 

buttons, and SMS command served as an input. The Arduino 

Mega 2560 was programmed using an algorithm to determine if 

the device deviated from its route, detect if the emergency button 

was pressed, and if STATUS command was received. The system 

sends a SMS if the vehicle deviated from its path, emergency 

button is pressed, and a STATUS command from the operator is 

received. Results showed that after several trials the prototype 

was successful in performing its functional objectives. The 

prototype was only limited to the use of a prototyping grade GPS 

module. The GPS used a built-in antenna and took time to 

connect to satellites. It is recommended to use an industrial grade 

GPS module and connect an external antenna to improve signal 

strength. 

Keywords—Arduino; global positioning system; GPS; global 

system for mobile communications; GSM; vehicle tracking; route 

deviation detection 

I. INTRODUCTION 

As the number of automobiles in the road increases, the 
crime involving larceny or vehicle stealing also increases [1]. 
In recent years, the drastic increase in the number of vehicle 
thefts brings about at an alarming rate around the world [2]. 
The Interpol Statistics revealed that 4.2 million vehicles were 
reported to be stolen in 2008 from 149 countries [3]. In 2020, 
the National Insurance Crime Bureau (NICB) further revealed 
that the vehicle theft increased considerably which totaled up 
to 873,080 compared in 2019 [4]. 

Evidently, the scenario is also common in the Philippines 
with a highest record of 13.2 cases of vehicle theft per 
100,000 population in 2014 [5]. The volume of vehicle theft 
has brought to a national concern which ranks third next to 
theft and robbery among all property crimes in the country [6]. 
Recently, the vehicle theft in the country was at 4.6 cases per 
100,000 population in 2018 [5]. 

The application of this study could be significant to 
corporations such as the banking sector, logistics company, 
and food industry in improving vehicle security during 

transportation of confidential materials, and accomplishing 
projects to avoid unwanted intrusions, delay, and theft. This 
study can also benefit the vehicle operators in terms of theft 
recovery and improvement of performance in vehicle security, 
tracking, and monitoring. This study can serve as a basis or 
foundation to future researchers in relation to vehicle 
monitoring and tracking system. 

To address the growing concern in vehicle tracking, the 
proponent intended to design and develop an easy-to-use 
vehicle tracking and monitoring system with route deviation 
detection and SOS capability. The study also aimed to use the 
nature of Global System Monitoring – Short Message Service 
(GSM-SMS) Technology to effectively send notifications and 
location details of the vehicle when the vehicle deviated from 
its path, if the button was pressed during an emergency 
situation, and ―<STATUS>‖ command was requested to 
determine the current status of the vehicle. 

II. LITERATURE REVIEW 

Khin and Oo [7] created a vehicle tracking system that 
utilizes GPS technology to determine a vehicle’s location. The 
study used GPS and GSM technology, in which the embedded 
GPS module retrieves the vehicle's location. After which, the 
GPS continuously monitor the movement of the vehicle and 
plot the location using Google Map and displayed on a 
webpage. The vehicle’s position was also saved through 
MySQL databased using XAMPP platform. 

Besides, Sharp, Cable, and Burns [8] used GPS technology 
for tracking the movements of the visitors in heritage sites. 
The research utilized GPS to understand the temporal and 
spatial distribution of the visitors’ movements. The findings 
were used to develop strategic opportunities to attract the 
visitors to the less visited areas of the heritage site and 
properly engage with the site. 

The study of Shukla [9] incorporated GPS technology for 
landmine detection wherein GPS was attached to a rover and 
the rover was controlled using Dual Tone Multiple Frequency 
(DTMF). A landmine detection circuit was installed to the 
rover. When a landmine is detected, the rover returned the 
location from the GPS and directly sent to the operator and 
locate the landmine. 

The recent studies mentioned above used GPS technology 
for tracking the movements of a robot, tourist, and vehicles. 
However, none of the studies utilized GPS to track the 
movement of a vehicle that identifies whether object of 
interest to be tracked deviated from its route or not. The 
studies also were not able to determine if the object being 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

175 | P a g e  

www.ijacsa.thesai.org 

tracked arrived to the specific location based on the 
coordinates from the GPS module. 

The study of Reddy, Krishna, Chaitanya, and M. 
Neeharika [10] used GSM technology in developing a security 
alarm based on door knock patterns. Piezoelectric element was 
used to detect the door knocking pattern to detect possible 
intruder. When a correct knocking pattern is detected, the door 
unlocks, otherwise, the prototype sends a text message to the 
home owner indicating that possible intruder is present. 

Sakthivel et al. [11] established the same concept, where 
they used a Vehicle Security System using embedded and 
GSM Technology. They designed a security system for 
automobiles by installing the device in the vehicle. Sakthivel 
et al. [11] created a password system before starting the host 
vehicle, alerting the owner of unauthorized persons attempt to 
drive the vehicle. 

The concept about the use of GSM technology as a 
medium for sending a notification to the concerned personnel 
was used in the study. The GSM technology had provided 
various application in security and emergency purposes. 
Unlike the studies mentioned above, the study utilized the 
GSM technology to send an emergency alert notification 
whenever the SOS button is pressed. GSM was also used to 
monitor the current status of the vehicle when the operator 
sends a ―<STATUS>‖ command, which were absent to those 
studies. 

III. RESEARCH METHODOLOGY 

A. Research Design 

The research design used in the study was developmental 
research approach, which aimed to the design and 
development of both hardware and software components to 
produce a desired system that tracks the vehicle, check if the 
vehicle deviated from its path, and retrieve data from the GPS 
including the speed and the coordinates, button-trigger for 
emergency purposes. The system utilized the Global System 
for Mobile Communication (GSM) to transmit the data to a 
mobile phone. This study was non-experimental, since there 
were no manipulations of the variables. 

Waterfall Method was used in this project; waterfall 
method is a sequential design process in which progress is 
seen as flowing straight downwards through a series of phases. 
Waterfall model was utilized since the proponents should 
complete each phase in order to proceed to the succeeding 
phase. Overlapping of the phases is not possible. 

Fig. 1 showed the process started from the procurement of 
the materials. When the materials were already procured, the 
hardware, which includes the circuitry and the 3D printing 
were done. The programming phase under the software 
development commenced to test the functionality of the 
system based on the objectives of the study. When the 
prototype was already built, the proponents tested the 
prototype to various locations with the vehicle having the 
prototype attached to it. Data analysis was then carried out to 
discover the findings of the data obtained from the prototype 
sampling. 

 

Fig. 1. Flow Diagram of the Study (Waterfall Method). 

1) Data sampling: The proponent selected fourteen (14) 

distinct locations in Davao City. Four (4) locations were 

selected as the deviation route. While ten (10) locations were 

selected as the route. The prototype was put inside the vehicle 

and the vehicle travelled along the pre-determined route. The 

proponents then recorded if the prototype was able to record 

each location where the device traversed. Also, it was 

recorded if the prototype was able to detect the deviation route 

and if it successfully notified the user about the deviation. The 

SOS feature was also tested by pressing the SOS button 

repeatedly. Lastly, the ―<STATUS>‖ command was also 

tested if the prototype was able to reply to the user the current 

location (coordinates), the current speed (kph), and the link to 

Google Maps. 

The data for the deviation detection functionality was 
collected by recording whenever the coordinates from the GPS 
module were inside a specific area. If the coordinates were 
recorded in a specific area, the program then checked if that 
area was a deviation area. A success remark was recorded, 
which denotes that the prototype was able to identify the area 
correctly, and if successfully sent a SMS notification 
whenever the coordinates were inside the deviation area. 
Otherwise, no message was received. 

The status command functionality was tested by giving ten 
alternating requests. Five requests for no status, and another 
five status requests. When the user sent a ―<STATUS>‖ 
command, the prototype sent a SMS notification to the user. 
When no status request was sent, the prototype did not send 
any message. These two criteria were used to give a success 
remark. However, when the user sent a ―<STATUS>‖ 
command to the prototype and no reply was received, or if the 
user did not request any status from the prototype but received 
an SMS, a failing remark was given. 

Lastly, the same logic was applied to evaluate the SOS 
command. Whenever the driver pressed the emergency button 
on the device, the prototype sent an emergency notification on 
the dispatcher and a success remark was given. However, 
when the driver did not press the emergency button, and the 
prototype sent an emergency notification to the dispatcher, 
then, a failing remark was recorded. 
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B. Research Procedure 

The research procedure focuses on the five major areas in 
the study, which included the materials used in the study, node 
circuitry development, software development, prototype 
testing, and data analysis. Procurement of materials discussed 
what materials were used in developing the study including 
material description and supplier. The node circuitry 
development discussed how the hardware counterpart of the 
prototype was built including the circuitry and the enclosure 
of the device, while the software development tackled the 
method on how the device was programmed. The prototype 
testing explained the method on which the data were collected. 
Lastly, the data analysis showed the tools to analyze the data 
and arrive with a comprehensive conclusion. 

1) Materials: Prior to the development of the project, the 

following materials were procured, which included the 

Arduino Mega 2560 Rev 3, which served as the motherboard 

of the prototype. The SIM900 GSM module, was used to 

manage the SMS notification between the device and the 

receiver (driver and dispatcher). Ublox Neo 6M GPS module 

was used as GPS module that communicated to the satellites 

and acquired the coordinates. Stranded wires were used to 

manage the connection between the motherboard and other 

components, 5V 2A DC power supply to power the entire 

prototype and breadboard for testing the cricuitry. The 

Arduino Mega 2560 Rev 3, SIM900 GSM module, and Ublox 

Neo 6M were procured from Makerlabs Electronics in Santa 

Cruz, Manila through Lazada Philippines, while the remaining 

components were procured in Davao Times Trading 

Incorporated in Palma Gil Street, Davao City. 

2) Node circuitry development: The node of the data-

gathering transceiver was developed. The following materials 

were integrated to the Arduino Mega 2560 board, which 

processed the input from the sensors and transmitted the data 

gathered to a smartphone via GSM. For the casing, 3D printed 

enclosure was designed using SketchUp: 3D Design Software 

2018. The enclosure was made of Acrylonitrile butadiene 

styrene (ABS) polymer. 

Fig. 2 showed the top view of the 3D design of the 
enclosure, the object on the left was the cover while, the 
object on the right was the body of the enclosure where the 
electronic components were attached. 

Fig. 3 showed the right view of the body wherein the name 
of the prototype was engraved. Fig. 4 is the left view of the 
enclosure, Fig. 4 showed the thickness of the cover. 

On the other hand, Fig. 5 showed the schematic diagram of 
the prototype. The prototype used Arduino mega 2560 as its 
main processor where the SOS button is connected to the 
digital pin 2 and ground pin, the GSM module RX pin was 
connected to the TX 16 pin while the TX pin was connected to 
the RX 17 pin of the Arduino mega. The GPS module RX pin 
is connected to TX 18 while the TX pin was connected to RX 
19. The GSM and the GPS used a 5V logic levels from the 
Arduino. 

 

Fig. 2. Top View 3-dimensional Model. 

 

Fig. 3. Right View 3-dimensional Model. 

 

Fig. 4. Left View 3-dimensional Model. 

 

Fig. 5. Tracking Device Schematic Diagram. 

Fig. 6 showed the list of all the components used in 
building the prototype and showed the placement of each 
component inside the 3D-printed ABS polymer enclosure. 
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Fig. 6. Project Layout (Isometric Diagram). 

3) Software development: The Arduino Mega board was 

programmed in Arduino Development Environment (Version 

1.8.13) using C programming language. The Arduino Mega 

2560 board was programmed to read the coordinates of a 

certain location and the speed (kph) on a real-time basis. The 

obtained coordinates were used to determine whether the 

coordinates were within the pre-determined route. These 

coordinates were used as a guide to determine if the current 

vehicle position deviated from its path. The coordinates of the 

pre-selected point were determined using Google Maps. If a 

deviation was recorded, the device automatically sent an alert 

message to the user. Moreover, the button served as an 

emergency button, in which it was programmed to send an 

emergency message to the user/owner when the button is 

pressed. On the other hand, the user can also send a message 

to determine the current status of the device by sending the 

keyword "<STATUS>."  The device will then reply the 

following outputs: Current GPS coordinates, speed (kph), and 

a link directing to Google Maps to plot the location based on 

the coordinates received. 

Fig. 7 showed the data flow diagram of how the prototype 
was programmed. It showed that when a signal was 
established for the GSM and GPS, the prototype started to 
read the coordinates and constantly checked whether the 
button is pressed, a status command was received, and if the 
coordinates is inside a specific preprogrammed location. 

4) Prototype testing: Prior to the conduct of the data 

sampling, the prototype was tested initially. The prototype was 

tested within the residence of the proponent to check if the 

prototype was able to function accordingly. The code was 

revised several times to ensure the functionality of the whole 

system. 

5) Data analysis: Prototype was analyzed and evaluated 

to the extent of the functionality of the whole system in terms 

of hardware and software development. The whole system 

was analyzed according to three parameters: (1) Able to detect 

if the vehicle deviated from its route, (2) able to send SOS 

notification when the SOS button was pressed, and (3) able to 

send the current status of the vehicle in terms of speed (kph) 

and the current location (coordinates). Observation was done 

for each major functionality and tabulated. Percent error was 

computed for each major function of the prototype. Percent 

error was used to quantify how close the number of successes 

to an estimated total value in which in this case, the number of 

trials, it also denotes the accuracy of the test based on the data 

collected. It approximated the error percentage of the data 

(experimental) relative to the expected standard value 

(theoretical). 

 

Fig. 7. Software Programming Flow Diagram. 

IV. PRESENTATION, ANALYSIS AND INTERPRETATION OF 

RESULTS 

A. Objective 1 

The prototype was composed of both the hardware and 
software. For the hardware counterpart, the node of the data 
gathering transceiver was successfully developed using the 
four major components, which included the Arduino Mega 
2560 board which managed the data processing, GSM 
SIM900A module for data transmission from the device to the 
mobile phone of the user, and the NEO 6M GPS module 
which facilitated the tracking of the location and the speed of 
the vehicle. For the software counterpart, the program for the 
route deviation detection, emergency command, command, 
tracking, and sending of SMS notifications was coded using 
the Arduino Integrated Development Environment (IDE) 
using the simplified C programming for Arduino boards. Fig. 
8 presented the integration of the hardware and software of the 
prototype. 
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(a)    (b) 

 
(c) 

Fig. 8. Hardware and Software Integration of the Prototype (a) Node 

Circuitry Transceiver, (b) Received SMS from the Transceiver, (c) Arduino 

Mega 2560 Programming using Arduino IDE. 

B. Objective 2 

The prototype was tested to track the vehicles’ location 
and speed through the use of the GPS module. The GPS 
module communicated to the satellites and to retrieve the 
vehicles’ location using the coordinates. When the coordinates 
recorded by the GPS were inside a certain area, the prototype 
then sent an SMS notification to the driver and the dispatcher 
to locate the vehicles’ current location. 

Table I showed the results for tracking and speed 
monitoring. The prototype was tested in 14 distinct locations 
in Davao City, each location, the prototype successfully sent 
the specified area, its coordinates, and the speed of the 
vehicle. The mobile phone also successfully received an SMS, 
which contained the following mentioned details and the 
Google maps link. Table I also affirmed that the prototype 
sent a notification to the user when it traversed the correct 
path. Among the fourteen test locations, ten (10) locations 
were programmed as a correct path, while four (4) locations 
were programmed as the deviated path. It is shown that the 
prototype was successful in detecting the deviated path. 

Fig. 9 showed the map for the entire testing. The red 
dotted line showed the restriction area, in the program, when 
the coordinates recorded by the GPS were inside the red area, 
the prototype sent a SMS to the user indicating that the vehicle 
deviated from its path. Within the Northern area, industrial 
companies were present and some portions of the area were 
used as a commercial space. In the Western part, residential 
spaces occupied most of the area. Commercial establishments 

and schools were present. For the Eastern part, sea ports, 
beaches, and some commercial establishments were present. 
Lastly, for the Southern part, schools, commercial spaces, and 
residential areas were present. 

TABLE I. RESULTS FOR LOCATION AND SPEED MONITORING 
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1 7.124496,125.653671 38 No Yes Success 

2 7.119050,125.654754 43 No Yes Success 

3 7.111478,125.650077 24 No Yes Success 

4 7.105888,125.645469 48 No Yes Success 

5 7.099695,125.640449 34 No Yes Success 

6 7.092534,125.634613 36 No Yes Success 

7 7.085145,125.626663 42 No Yes Success 

8 7.086773,125.621627 19 No Yes Success 

9 7.087036,125.619079 21 No Yes Success 

10 7.087199,125.616294 24 No Yes Success 

11 7.082574,125.620010 36 Yes Yes Success 

12 7.097366,125.614967 43 Yes Yes Success 

13 7.132690,125.661613 31 Yes Yes Success 

14 7.109219,125.649734 31 Yes Yes Success 

 

Fig. 9. Testing Route (Davao City). 

C. Objective 3 

The program showed the syntax on how the areas in the 
map were coded in the Arduino IDE. The numbers in the 
program were the coordinates of each corner of the area. 
There were four coordinates used to identify an area, since the 
area was identified by enclosing a specific location using a 
quadrilateral polygon. The highlighted line indicated the 
format of inputting the coordinates. 
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//------> this format to know GPS if inside Polysides! --->   

polysides_ai_thinker(lat a,long a      ,lat b,long b     ,lat c,long c      ,lat d,long 

d      ,lat location,long location) 

    

    //Start Area Mindanao Development Authority (MinDa)   ORIGIN**** 

    start_dist_A = polysides_ai_thinker( 7.130701, 125.651305  , 7.131318, 

125.654030    , 7.127597, 125.654617     , 7.127246, 125.651023        , 

latitude, longitude); 

    //USeP Main Entrance Gate     DESTINATION****           

    start_dist_B =  polysides_ai_thinker( 7.088289, 125.615335    , 7.086224, 

125.617288     , 7.083541, 125.614638      , 7.085873, 125.613168     , 

latitude, longitude); 

    // Sample Area points 

    area_a =  polysides_ai_thinker(7.124490, 125.652515   , 7.124745, 

125.655465   , 7.122456, 125.655680    , 7.121572, 125.652247    , latitude, 

longhitude); //location 1 Palovince Restaurant - The Pakfry King 

    area_b = polysides_ai_thinker( 7.119198, 125.654586   , 7.117708, 

125.656560   , 7.115015, 125.655015    , 7.116623, 125.652140    , latitude, 

longitude); //location 2  F. Bangoy Elementary School 

    area_c = polysides_ai_thinker( 7.112428, 125.648911   , 7.110991, 

125.650810   , 7.107158, 125.648460    , 7.108883, 125.645113    , latitude, 

longitude); //location 3 Nova Tierra Square 

    area_d = polysides_ai_thinker( 7.107084, 125.643794   , 7.105274, 

125.646347   , 7.099698, 125.643910    , 7.102839, 125.639050    , latitude, 

longitude); //location 4 Caltex Lanang 

    area_e = polysides_ai_thinker( 7.100859, 125.638728   , 7.098911, 

125.641829   , 7.095366, 125.638857    , 7.097048, 125.635092    , latitude, 

longitude); //location 5 Diamond Hardware Republic 

    area_f = polysides_ai_thinker( 7.093535, 125.632753   , 7.091746, 

125.636186   , 7.089095, 125.633579    , 7.091906, 125.628644    , latitude, 

longitude); //location 6 Techno-Trade Resources Davao 

//Deviation Area 1 West 

    deviation_a = polysides_ai_thinker( 7.133700, 125.646624    , 7.117997, 

125.653815  , 7.086788, 125.623766    , 7.097740, 125.614636         , 

latitude, longitude); 

    //Deviation Area 2 East 

    deviation_b = polysides_ai_thinker( 7.116814, 125.655066   , 7.115324, 

125.657931   , 7.088845, 125.638443    , 7.089182, 125.632779         , 

latitude, longitude); 

    //Deviation Area 3 South 

    deviation_c = polysides_ai_thinker( 7.080761, 125.625554    , 7.068373, 

125.621763   , 7.078352, 125.601834     , 7.087326, 125.605597       , 

latitude, longitude); 

    //Deviation Area 4 North 

    deviation_d = polysides_ai_thinker( 7.132171, 125.654658    , 7.133283, 

125.662873   , 7.117274, 125.658312     , 7.120433, 125.656203       , 

latitude, longitude); 

The program and syntax for determining whether the point 
(longitude, latitude) from GPS module is inside a certain area 
enclosed by four points. A library has been made and was 

used to easily code the Arduino program. Each location, the 
proponent should choose and enclose a specific area using the 
four points. The longitude and latitude of each point from the 
four points should be defined in the program with the use of 
Google Maps. If the longitude and latitude from the GPS was 
inside the enclosed area, the program returned a value of 1, 
otherwise, 0. An if-else statement have constructed whether 
the program returned 1 or 0, if the program returned a value of 
1 (point is inside the area), an SMS notification will be sent, 
otherwise, the program will continue the loop. 

 Route Deviation 

It notified that the prototype was able to create distinction 
between the correct path and the deviated path. The 14 areas 
were identified strategically in which the proponent can easily 
traverse all the areas in a minimal time period and achieve the 
objectives. Also, the chosen areas were used, since these areas 
have known landmark for easier validation and 
documentation. For areas 1 to 10, the prototype did not receive 
an alert message that indicated that the vehicle deviated, since 
area 1-10 were programmed as a correct path. However, when 
the vehicle was in area 11 to 14, the driver and the dispatcher 
received an alert indicating that the vehicle deviated from its 
correct path. It was evident that for every area, the functional 
objective was satisfied; thus, a success remark was recorded 
and prototype was able to traverse all fourteen (14) locations. 
The prototype sent four (4) deviation notifications to the user 
as it traversed four (4) deviation routes. 

Table II denoted that in fourteen (14) areas where the 
prototype was tested, the prototype was able to distinguish the 
four deviation areas that was programmed in the 
microcontroller and successfully notified the operator. Thus, 
all the testing from area 1 to area 14 yielded a successful 
remark. 

TABLE II. RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 1) 
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1 7.124496,125.653671 38 40 No Yes Success 

2 7.119050,125.654754 43 40 No Yes Success 

3 7.111478,125.650077 24 40 No Yes Success 

4 7.105888,125.645469 48 30 No Yes Success 

5 7.099695,125.640449 34 30 No Yes Success 

6 7.092534,125.634613 36 30 No Yes Success 

7 7.085145,125.626663 42 30 No Yes Success 

8 7.086773,125.621627 19 30 No Yes Success 

9 7.087036,125.619079 21 30 No Yes Success 

10 7.087199,125.616294 24 30 No Yes Success 

11 7.082574,125.620010 36 40 Yes Yes Success 

12 7.097366,125.614967 43 40 Yes Yes Success 

13 7.132690,125.661613 31 40 Yes Yes Success 

14 7.109219,125.649734 31 40 Yes Yes Success 
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TABLE III. RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 2 –
DRIVER) 
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1 7.124536,125.653678 51 40 No Yes Success 

2 7.117696,125.654991 16 40 No Yes Success 

3 7.111468,125.650077 38 40 No Yes Success 

4 7.105462,125.645187 44 30 No Yes Success 

5 7.098969,125.639831 32 30 No Yes Success 

6 7.092573,125.634574 33 30 No Yes Success 

7 7.085191,125.626670 31 30 No Yes Success 

8 7.086732,125.621635 33 30 No Yes Success 

9 7.087046,125.619064 28 30 No Yes Success 

10 7.087119,125.616203 21 30 No Yes Success 

11 7.109208,125.649772 18 40 Yes Yes Success 

12 7.120164,125.657218 48 40 Yes Yes Success 

13 7.084045,125.615516 25 40 Yes Yes Success 

14 7.095824,125.616249 32 40 Yes Yes Success 

TABLE IV. RESULTS FOR ROUTE DEVIATION DETECTION (TRIAL 2 – 

DISPATCHER) 
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1 7.124536,125.653678 51 40 No Yes Success 

2 7.117696,125.654991 16 40 No Yes Success 

3 7.111468,125.650077 38 40 No Yes Success 

4 7.105462,125.645187 44 30 No Yes Success 

5 7.098969,125.639831 32 30 No Yes Success 

6 7.092573,125.634574 33 30 No Yes Success 

7 7.085191,125.626670 31 30 No Yes Success 

8 7.086732,125.621635 33 30 No Yes Success 

9 7.087046,125.619064 28 30 No Yes Success 

10 7.087119,125.616203 21 30 No Yes Success 

11 7.109208,125.649772 18 40 Yes Yes Success 

12 7.120164,125.657218 48 40 Yes Yes Success 

13 7.084045,125.615516 25 40 Yes Yes Success 

14 7.095824,125.616249 32 40 Yes Yes Success 

Tables III and IV still showed the results for the route 
deviation detection for trial 2. In trial 2, there were two 
receivers that were involved in the trial, the driver and the 
dispatcher. It revealed that the prototype was still able to 
create distinction between the correct path and the deviated 
path. The prototype was able to traverse all fourteen (14) 
locations. The prototype sent four (4) deviation notifications 
to the driver and the dispatcher as it traversed four (4) 

deviation routes. The selection of the locations was 
strategically chosen for it to be near and along the downtown 
area that have familiar landmarks for convenient validation of 
the results. Four locations were chosen for the deviation to 
enclose the preselected route used for the entire duration of the 
testing. The deviation areas were strategically positioned to 
the Eastern, Western, Southern, and Northern part relative to 
the proper route. 

TABLE V. CONTENT COMPARISON 

Test Driver’s Phone Dispatcher’s Phone Remarks 

Coordinates Matched Success 

Received 

Message 
Matched Success 

Table V showed the comparison between the driver’s 
phone and the dispatcher’s phone. The coordinates received 
by both the driver’s phone and dispatcher’s phone were the 
same, which indicated that the coordinates received by the 
GPS from the satellites were successfully fetched to both 
devices. Fig. 10 shows both the smartphones received 
identical messages indicating the coordinates, and the speed of 
the vehicle, which denoted that the message being received 
were not altered and manipulated. 

 

Fig. 10. (a) Route Tracking for Area 7 for both Driver and Dispatcher; (b) 

Deviation Detection (North) for both Driver and Dispatcher. 

 Status Command 

In Table VI, it revealed that the prototype was tested ten 
(10) times to evaluate the functionality of the status command. 
STATUS command was evaluated by sending a STATUS 
request to the prototype. The proponent sent five (5) requests 
to the prototype and the prototype sent its current location 
(coordinates), speed (kph), and a link to the Google Maps to 

 

a) 

b) 

Driver’s Phone Dispatchers’ Phone 
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plot the location of the vehicle based on its coordinates. It 
affirmed that prototype was able to respond to the request five 
(5) times successfully. 

TABLE VI. RESULTS FOR STATUS COMMAND 

Entry 
STATUS Requested? 

(Yes/No) 

Received SMS 

(Yes/No) 

Description 

(Success/Fail) 

1 Yes Yes Success 

2 No No Success 

3 Yes Yes Success 

4 No No Success 

5 Yes Yes Success 

6 No No Success 

7 Yes Yes Success 

8 No No Success 

9 Yes Yes Success 

10 No No Success 

On the other hand, the proponent also did not send a 
message to the prototype five (5) times. Then, the prototype 
also did not respond, which indicated that the STATUS 
command was successful. 

 Emergency Request (SOS Command) 

Table VII showed the results for the SOS command. The 
SOS command was evaluated by pressing the SOS button five 
(5) times. It was expected as the user pressed the SOS button, 
the prototype should send SMS notification to the receiver 
(operator or main office) with the current location and an 
―Emergency Alert‖ phrase to indicate a distress signal. The 
proponent sent five (5) SOS command and the prototype was 
successful in sending five (5) emergency messages to the 
receiver. However, the proponent also did not press the SOS 
button, which indicated no emergency. Thus, the prototype 
also did not send an emergency message to the receiver; 
thereby, it suggested that the prototype worked. 

TABLE VII. RESULTS FOR SOS (EMERGENCY ALERT BUTTON) 
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1 Yes 7.117279,125.654731 Yes Success 

2 No - No Success 

3 Yes 7.115866,125.653663 Yes Success 

4 No - No Success 

5 Yes 7.113910,125.652076 Yes Success 

6 No - No Success 

7 Yes 7.109687,125.648620 Yes Success 

8 No - No Success 

9 Yes 7.098881,125.639793 Yes Success 

10 No - No Success 

Furthermore, the algorithm of the program was to check if 
the coordinates from the GPS module were inside a certain 
area enclosed in a quadrilateral polygon. If the coordinates 
retrieved by the GPS module were inside a certain area, the 
device sent an SMS notification indicating the specific area 
where the coordinates were situated. 

D. Objective 4 

Table VIII showed the percent error of the three major 
functions of the prototype. For route deviation detection, out 
of 14 total number of trials, the prototype performed its 
functionality 14 times consecutively, which yielded to a 
percent error of 0%. For the status command, the functionality 
was assessed by sending five status requests and five no status 
requested (total of 10), in which the prototype was able to 
perform each function. The percent error yielded to 0%. 
Moreover, the route deviation was also tested for sending 
SMS notification for both driver and the dispatcher, in which 
the percent error still yielded to 0%. Lastly, for the emergency 
command, the SOS button was pressed five times and the 
prototype sent an SMS five times also. Moreover, the SOS 
button was not pressed five times. The button also did not 
send an SMS notification. Table VIII showed 0% of percent 
errors for all the major functions, which denoted that the 
prototype was able to perform its desired functions. 

TABLE VIII. PERCENT ERROR OF MAJOR FUNCTIONS 

Functionality 
Number of 

Success 

Total Number 

of Test 

Percent 

Error 

Route Deviation 
Detection (Driver) 

14 14 0% 

Route Deviation 

Detection (Driver & 

Dispatcher) 

14 14 0% 

Status Command 10 10 0% 

Emergency Command 
(SOS) 

10 10 0% 

E. Interpretation of Results 

The proposed vehicle tracking system using Arduino Mega 
2560, NEO 6M GPS module, SIM900A GSM module, and 
push button was successful. Trials were conducted to assess 
the functionality of each major function, which included 
deviation detection, current status monitoring, and SOS SMS 
notification. Table I showed that out of the 14 distinct 
locations tested, all got a successful remark. The prototype 
was able to distinguish whether the area was proper route or 
deviation route. All ten proper routes and four deviation routes 
were successfully identified. Table VI showed that out of ten 
trials, the remarks were all successful. Five trials were 
performed to simulate a status request from the prototype and 
five trials were also conducted to request no status. Each trial 
that requested status report was successful as well as to the no 
status requested. Table VI also suggested that the STATUS 
command’s functionality was a success since no failure 
remark was recorded. In Table VII, the data showed that all 
ten trials for SOS command were successful. Five trials were 
conducted to simulate an emergency alert in which the 
prototype successfully sent five emergency notifications. 
Moreover, five trials were also done to test the no emergency 
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(button not triggered), the data indicated that the prototype did 
not send emergency notification five times consecutively. 
Overall, all the tests recorded a successful remark and no 
failure. 

Apparently, based on the reviews of previous literary 
works, there were no present prototypes, as of the date during 
the conduct of the study, were published that could detect if 
the vehicle deviated from its route, which is the primary 
feature developed in this study. 

Lastly, during the conduct of the study, it was encountered 
that the device had taken time connecting to the satellite 
before acquiring the GPS coordinates that were needed to 
track the vehicle, which could identify if the vehicle deviated 
from its path and calculate the vehicles’ speed. 

V. CONCLUSION 

Based on repeated testing and evaluation, the proponent 
can conclude that the study met its objective. The study 
proved that developing a vehicle tracking prototype with route 
deviation detection, emergency command, and current status 
command is possible using Arduino Mega 2560, uBlox NEO 
6M GPS module, SIM900A GSM module and a pushbutton. 
The results showed that the prototype was able to distinguish 
the deviated path from the correct path. Moreover, the 
prototype also was able to distinguish whether the user 
pressed the SOS button or not, and if the user sent a 
―<STATUS>‖ command or not. The results also suggested 
that based on the actual testing, the prototype successfully 
performed its functional objective as a whole. There were 
issues encountered, such as the delay in receiving the text 
messages due to signal connectivity constraints, and the GPS 
module also had taken time connecting to the satellites due to 
buildings and walls that may block the signal and weather 
factor. Compared to the use of camera and any visual 
guidance system, the proposed prototype can detect deviation 
and deal with non-conventional factors, such as uneven road, 
too bright and/or too dim pathways. 
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Abstract—EmoGame is a cognitive and emotional game useful 

for helping older adults who experience Mild Cognitive 

Impairment (MCI). EmoGame was developed with a memory 

therapy approach. This therapy can help cognitive and positive 

emotions and introduce objects through pictures, such as 

pictures of old objects and old music in old age. This study aims 

to build a game application for MCI older adults on the Android 

platform to support improved cognitive abilities and positive 

emotions for older adults. This app has two games which are 

memory puzzle and memory exploration. This study uses a 

mixture of quantitative and qualitative methods through data 

collection questionnaires, diary entries 3E (Expressing, 

Experiences and Emotions), and interviews. Respondents were 

selected aged 50 years and above through the Mini-Mental State 

Examination (MMSE). The findings found that memory therapy 

can help older adults increase positive emotions through digital 

games. Through diary entries and Diary 3E, respondents’ 

feelings and experiences described positive emotions (happy, 

smile and like). The PANAS questionnaire (Positive and Negative 

Affect Schedule) was conducted for pre and post-testing to find 

positive emotions in EmoGame. Analysis of mean scores showed 

positive emotional factors at pre-interaction (M = 3.39, SD = 

0.89) with post-interaction levels of positive emotions (M = 4.02, 

SD = 0.97), meaning there were significant differences in positive 

emotions of the older adults. The memory therapy applied in the 

EmoGame app is effective in helping to reduce the problem of 

memory decline and positive emotions for MCI older adults. 

Keywords—Digital games; therapy; older adults; mild cognitive 

impairment 

I. INTRODUCTION 

A game is an electronic entertainment consisting of two 
elements, namely visual and audio. Games have many types, 
one of which is games for older adults. Games for older adults 
are made with a specific purpose to help the older adults train 
their minds. In the era of globalization, technological progress 
is developing so rapidly—one of these technological advances 
in information technology has given much goodness to human 
life. The health sector does not lag in integrating information 
technology and is developing so rapidly that many discoveries 
are being made. Information technology is also influencing 
changes in health services in the world to meet the needs of its 
practitioners, including older adults. Among the changes and 
advances that have taken place is information technology to 
solve various health problems, especially among older adults 
who suffer from mild cognitive impairment [28]. Mild 
Cognitive Impairment (MCI) will affect the way older adults 
think, behave, and do their regular daily work. Brain function 
will be disrupted, causing the older adult who suffers from it to 
face the problem of disorders in socialization and work. The 

initial symptom of mild cognitive decline is that the older adult 
will experience an inability to perform daily activities due to 
the reduction in cognitive abilities experienced by the older 
adults [3]. 

Alzheimer's (AD) has become a severe health problem in 
society and has resulted in tremendous economic loss and 
social burden. By 2030 there will be 66 million people with 
Alzheimer's worldwide, and the number is likely to reach as 
many as 115 million people by 2050 [27] Before a person 
develops Alzheimer's, they will experience a cognitive decline 
called mild cognitive impairment (MCI). Something scary is 
that this cognitive decline can happen unnoticed. Alzheimer's 
in its early stages can act like most normal people. Seniors with 
mild cognitive impairment have a high risk of developing 
dementia at a percentage level of 10% to 15% per year. 
Cognitive impairment in older adults can be associated with the 
normal ageing process, or they may begin to experience 
symptoms of memory decline in the early stages. Memory 
changes affect the daily lives of older adults, such as difficulty 
receiving information, remembering, difficulty speaking, not 
understanding information, inability to comprehend movement 
space, inability to assess, and difficulty in paying attention [1]. 
Individuals with mild cognitive impairment are also more 
likely to have difficulty coping with questions and controlling 
their emotions. It is possible that they also experience 
personality changes. In addition, older adults who experience 
memory changes will also experience changes in social roles, 
family, feelings of shame, emotions, feelings of burden, 
frustration with memory problems resulting in loss of self-
confidence and constant anxiety [2]. At an advanced age, 
emotions play a significant role in determining an individual's 
attitudes. Therefore, it is necessary to do mental preparation in 
managing emotions because a person at an advanced age is 
highly likely to experience changes and emotional decline, thus 
interfering with memory problems. Based on studies that have 
been done [5], seniors tend to show less stable and 
uncontrolled emotions. Feelings of anger occur due to negative 
thoughts that exist about something. To cope with the burden 
or stress experienced, positive emotional changes, especially 
among older adults, are essential [9]. 

Currently, therapy has been found to help older adults with 
mild cognitive impairment. According to Mosby's medical 
dictionary [7], therapy is defined as a rehabilitative treatment 
on a patient who has ever had any disease or experienced 
something. Therapeutic methods can help the problems and 
disabilities of older adults achieve cognitive, emotional and 
social development. In addition, the role of the game is one of 
the media that provides an atmosphere of thinking where the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

184 | P a g e  

www.ijacsa.thesai.org 

player follows the set rules and strives to complete the game by 
following the rules. Games are an excellent technique for 
motivating players to understand concepts that are considered 
boring and use their minds [6]. One of the technological 
developments includes gerontechnology, which aims to apply 
technology that addresses the problems and difficulties arising 
from the symptoms of ageing so that seniors can use 
technology for a healthier and more independent life and can 
engage in social relationships [11]. Therefore, the solution 
from therapeutic technology is seen to help reduce the problem 
and improve emotional stability among older adults. This 
situation is in line with the increasing development of 
technology in the future, especially in health. Technology is 
seen to be able to enhance the impact of positive change. Game 
technology combined with therapy is proposed to increase 
positive emotions, especially among older adults [24]. This 
study aims to represent EmoGame as a therapy for older adults 
with Mild Cognitive Impairment. 

II. BACKGROUND STUDY 

A. Digital Games 

Digital games mean interactive games for computers or 
computerized game machines requiring acting skills and play 
strategies. Players typically play using a selector device such as 
a projector, trackball, or buttons to control graphic display 
objects [10]. According to [30], digital gaming is entertainment 
that requires players to interact directly with a user interface on 
a screen or monitor using an electronic device. Most digital 
games provide in-game challenges that occur narratively with 
several pre-defined rules. Players are placed in competition to 
face obstacles on their own or with other players to succeed in 
the game [26]. Many media reports in digital gaming studies 
discuss the positive or negative effects of digital gaming 
activities on society. 

Several studies attempt to generally examine whether 
digital gaming is a healthy activity or vice versa. Nevertheless, 
it is unfair to conclude whether digital games have a good or 
bad effect. Studies show that the effects of digital games are 
complex, unclear, and vary, depending on the context of the 
game and the player itself [16]. If one looks at the history of 
studies on the effects of other media, such as watching 
television, it has also produced similarly complex and vague 
results [22]. The following section will discuss research 
showing positive and negative effects on digital games to offset 
the complexity in considering the possible effects of digital 
games. Several studies show that digital games have had a 
positive impact on gamers in a familiar context or when used to 
achieve a specific purpose. These include the benefits of using 
games in specific contexts, such as education and healthcare, 
positively affecting cognitive skills, improving hand-eye 
coordination, and encouraging physical activity [20]. 

B. Aging and the Aging Process 

Older adults refer to individuals over the age of 50 based on 
the aged standard set by the UN on ageing [17]. However, the 
World Health Organization (WHO), in its Aging Policy 
Framework published in [19], argues that age chronologically 
cannot be considered an accurate marker for physiological 
changes in the ageing process. There are many variations in 

older adults' health status and quality of life. However, no 
matter how old an individual is, one thing is for sure is that the 
older adults’ population is increasing over time, given the 
increased chances of survival and decreasing fertility rates. 
This group is categorized as older adults through the ageing 
process [25]. 

The ageing process can lower cognitive ability, chronic 
health problems and memory loss. Cognitive is a process of 
thought patterns that continually causes us to be alert or 
perceive something, covering all aspects of observation, 
thought, and memory. The phenomenon has led to a decline in 
cognitive function among older individuals, especially older 
adults. The process of healthy, fruitful, sensible and positive 
ageing are general terms that refer to the process of optimizing 
opportunities for health, participation and security in order to 
improve quality of life with age and enable them to realize the 
potential to earn physical, social and mental well-being in life 
[23]. However, the factors leading to the re-emergence of 
mental and emotional health resulting from memory changes in 
individuals, especially relatively older adults, remain little 
changed [14]. 

C. Reminiscence Therapy for the Older Adults 

Reminiscence therapy is the desired process of recalling 
memories. Reminiscence therapy can be an event that may not 
be memorable or an event that has been forgotten directly 
experienced by the individual. Memory therapy 
(Reminiscence) can be a collection of personal experiences or 
"sharing" with others. [21] defines memory therapy 
(Reminiscence) as the process of cognitive recall of past events 
and experiences. [28] explains that memory therapy 
(Reminiscence) is a therapy in older adults who are encouraged 
(motivated) to discuss past events, identify the problem-solving 
skills and get positive emotions. According to [18], memory 
therapy (Reminiscence) aims to enhance positive, cognitive 
emotions and help individuals achieve self-awareness and 
understanding, adapt to stress and see their part in historical 
and cultural contexts. Reminiscence therapy also aims to create 
group togetherness and increase social intimacy. [15] stated 
that memory therapy (Reminiscence) aims to provide a 
pleasant experience to improve quality of life and improve 
socialization and relationships with others, provide cognitive 
stimulation, improve communication, and be an effective 
therapy for emotional symptoms get positive emotions. 
According to [29], memory therapy (Reminiscence) aims to 
increase self-esteem and increase self-esteem. Feeling 
worthless helps achieve self -awareness improves stress-coping 
skills by practising past problem-solving skills and improving 
social relationships. 

D. Technology for the Older Adults 

In the older adults a large number of studies have proven 
that the use of assistive technology and information 
communication technology in particular is able to address the 
effects of changes in physical, cognitive and social aspects as a 
result of the aging process. The use of assistive technology and 
information technology has great potential to induce positive 
emotional growth in the social environment of the older adults. 
The use of information and communication technology today is 
an aid tool in our lives and its use is also growing rapidly in the 
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field of health. Technology nowadays is the best tool that can 
be used to help the older adults. Previous studies have shown 
that the use of assistive technology and information 
communication technology has the potential to provide 
opportunities for older adults to increase their life satisfaction 
and in turn reduce the burden of health care payments (Auriane 
et al. 2016). 

TABLE I. TECHNOLOGY GAMES OLDER ADULTS MILD COGNITIVE 

IMPAIRMENT 

Author 
Games and 

Technology used 

Age 

Group 
Findings 

Suwicha 

Jirayucharoensa, 

(2019) 

Nuerofeedback 

(computer) 
50-74  

Attention and 
Memory 

Gorge Savulich 

(2017) 

Games 

(IPAD) 
51-64 

Motivation and 

Confidencei 

Gabriel Olievera 

(2017) 

Egocentric Image 

(Ipad) 
50 keatas Memory 

Nursyairah Azman 

(2017) 

Dance game  

(computer) 
50-80  Health  

Karsten Gielis, (2017) Card 55 Memory 

Costas Boletsis 

(2016) 

Smartkuber  

(Touch Screen) 
Above 52 

Motivation 

 
 

Valeria Manera 

(2015) 
Cooking games 50-84  Memory 

Kim (2015) Music Games 50 
Memory 
Episodic 

Stefani Fazi (2014) 

Home interaction 

game (3D virtual 

reality) 

50  
Memory and 
motivation 

Miradidic (2014) 
DMS 48 

(Object Image) 
50-65  Memory 

TF Hughes (2014) 
Wii sports games 

(computer) 
50-70 Health 

Ballesteros (2014) Lumosity 50 

Processing 
speed, 

Attention, and 

episodic 
Memory 

Dannhauser (2014) Lumosity  50 Memory 

Stelios Zygourisa 

(2014) 

Supermarket 

(virtual reality) 
50 Motivation 

JA Anguera (2013) 
Games Neuro 

Racer 
50-85  

Attention and 
Memory 

Anguera (2013) Neuro-racer 50 
Attention and 

Memory 

Franco (2013) 
Ninetendo wii fit 

for all 
50 Memory 

Man (2012) 
Supermarket 

(virtual reality) 
50 Memory 

Rosen (2011) 
Bowling (virtual 

reality) 
50 Memory 

Finn (2011) Lumosity 50 Attention 

Elizabeth 

H.Weybright (2010) 
Nintendo  50-55 Memory 

Stavros (2010) Lumosity  50 
Attention and 

memory 

Bisson (2007) Ball juggling  54 Health 

Dustman (1992) 
Games race 

(computer) 
55 

Memory speed 

reaction 

The development of technological advances especially in 
game technology can help older adults who face symptoms of 
disability or mild cognitive impairment in training cognitive 
function. Nevertheless, studies on game technology to help 
mild cognitive impairment symptoms still need to be 
developed (George et al. 2017). Therefore, significant planning 
is needed to design technological game interfaces to support 
the skills and abilities of individuals who are going through the 
aging process especially the older adults. 

From the existing literature review as shown in Table I, 
there are still few games using a reminiscence therapy 
approach to help cognitive and emotional. Therefore, the work 
was carried out in developing EmoGame application to support 
older adults with mild cognitive impairment problems. 

III. METHODOLOGY 

A. Participant 

Twenty participants were categorized as MCI with the 
Mini-mental state examination (MMSE) test. The participants 
were recruited in a selected nursing home. The age group of 
participants is 50 years and older. We believe that this number 
of participants is considered significant for research trials like 
other studies [12], [13,4] The user study took two weeks. They 
were using the EmoGame app. Participants were given a 3E 
Diary and activity diary to evaluate the application and perform 
pre and post-play. 

B. Procedure 

We work directly with the participants to explain the 
research steps to be performed. The study will be conducted for 
two weeks. The first step taken by the researcher is to screen 
the study participants for their level of readiness to use the 
technology by using a questionnaire. Selected study 
participants will answer a Mini-Mental State Examination 
(MMSE) questionnaire to identify older adults with MCI. 

Based on the results of the MMSE, a total of 20 
respondents have been selected to participate in the study. The 
study participants were asked to fill in an activity diary in the 
first week. This diary aims to find about activities, technology, 
and how participants feel while doing daily activities. As a 
friendly reminder, for each study participant to fill in the daily 
activity diary, we will call and send a short message via Short 
Message Service (SMS). Participants were asked to record 
their daily activities in a written diary. Then in the second 
week, the participants will be asked to play the EmoGame 
application, and the participants are given the 3E (Expressing, 
Experiences and Emotions) Diary book. The purpose of giving 
this 3E Diary book is for participants to write about their 
feelings while playing the EmoGame game. Next, participants 
will be asked to fill in the Positive and Negative Effect Scale 
(PANAS) questionnaire and the System Usability Scale (SUS) 
questionnaire. Then the respondent will be asked to take the 
Mini-Mental State Examination (MMSE). The aim was to see 
if there was an increase in the level of cognitive ability of the 
respondents after undergoing memory or emotional therapy 
game training. After that, interviews will be conducted with 
older adults and experts to assess the effectiveness of cognitive 
or emotional therapy on study participants. 
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C. Games Application Development 

We conducted interviews with older adults psychologists to 
get more insight. Based on the interviews, we found that 
memory therapy (Reminiscence) or emotion is excellent for 
developing positive emotions in an individual, especially 
among older adults. This statement is supported by the results 
of a study conducted by [8], who put forward the opinion that 
memory therapy (Reminiscence) is a process that is desired or 
not required to collect one's memories in the past. This means, 
memory therapy (Reminiscence) is a therapy, individuals will 
be encouraged or motivated to remember events in the past that 
helped create positive emotions. 

D. Game Concept 

The games developed are in the form of puzzle games, 
explorations of memories and musical melodies of memories, 
and pictures of old objects with nostalgia elements. We chose 
memory puzzles, memory exploration, and memory music 
because all of these things are easy to understand, especially 
for seniors. In addition, researchers argue that puzzle games, 
exploration of memories and musical melodies of memories, 
and pictures of old objects that have elements of nostalgia can 
attract the attention of the elderly and help create positive 
emotions in them. The game is made using two applications: 
Photoshop CS3 to create characters of old objects and cartoon 
characters and Unity 3D to compose the game patterns and 
graphics selected are 3D graphics. Next, we used Java SDK 
ver. 8 to support API (Application Programming Interface) 
while Android SDK rev. 21 is used for application 
development. Programming language: C# is used for game 
language programming. EmoGame app is an android-based 
game with a system of remembering the past that can 
contribute to the older adults MCI as an alternative medium to 
help improve cognitive and positive emotions. 

EmoGame application is divided into four levels; the first is 
the Mini-Mental State Examination (MMSE) which serves to 
screen and identify seniors with mild cognitive impairment, 
while the second is the development of memory puzzle games. 
Memory puzzle games module are conceptualized puzzle 
games that use cards and are believed to improve a person's 
cognitive and emotional memory. A memory exploration game 
module with the concept of a village house has several parts of 
the house. The user will explore the village house and find old 
objects and reflective elements that can be navigated. 
Memories music was also used in the development of 
EmoGame. Through the music of memories, older adults can 
listen to memories, which are expected to give peace to their 
minds and emotions. 

E. Research Framework 

The research framework in Fig. 1 describes how the game 
is made and begins with the pre-production stage, where it 
prepares all the data to be used in the design, hardware 
requirements, software, flowcharts and storyboards. Then, the 
object is edited at the production stage, and the desired concept 
is applied via the method. The last step is the stage of testing 
and building the application into an application for Android 
and performing display testing, device testing, and testing. 

 

Fig. 1. Research Framework. 

F. Application Interface 

The screen interfaces of the developed application are 
shown in below. 

1) Home page: Starting from the main menu, the user will 

enter the main page. To start the game, the user clicks the start 

button (Fig. 2). 

 

Fig. 2. EmoGame Home Page. 

2) Mini-Mental State Examination (MMSE): Mini-Mental 

State Examination is used as a tool to detect the presence of 

cognitive impairment in a person/individual (Fig. 3). 

 

Fig. 3. Mini Mental State Examination Page. 

Start 

Data Collection 

Design and Development 

Coding Program 

Story Board 

 

Testing 

End 
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3) Game puzzle memories: Players of the memory puzzle 

game are presented with cards and open the picture, then find 

the same picture. If the card is open, it will go to the next 

game (Fig. 4). 

 

Fig. 4. Games Puzzle Memories Page. 

4) Game exploration of memories: A game of memory 

exploration exploring the village house and remembering the 

pictures which are in the house (Fig. 5). 

 

Fig. 5. Games Exploration of Memories Page. 

5) Music of memories: Music memories players can listen 

to music if they do not want to play (Fig. 6). 

 

Fig. 6. Memory Music Page. 

IV. FINDINGS 

This section describes the cognitive findings, positive 
emotions and user experience when using the EmoGame 
application. Findings are presented before and after using the 
EmoGame application. The results are further divided into 
several separate sections for emotional and cognitive. Table II 
summarizes the demographic data of the participants. A total of 
twenty respondents consisted of older adults with MCI. 

TABLE II. DEMOGRAPHIC DATA OF PARTICIPANTS 

Demographic No. (N) 

Age 50 years and older 20 

Citizen Indonesian  20 

Level of education 

Primary school 

Diploma 
Degree 

- 

11 
9 

A. Mini Mental State Examination 

The Mini-Mental State Examination (MMSE) results 
showed that 20 respondents suffered from MCI. Mini-mental 
state examination (MMSE) is a cognitive examination that is 
part of a routine examination to establish a diagnosis of 
dementia. This examination is indicated especially in elderly 
patients who have decreased cognitive function, thinking 
ability, and ability to perform daily activities. A mini-mental 
state examination (MMSE) is done by direct interviews with 
patients. The patient will be questioned and asked to follow the 
instructions. Of the 52 respondents tested using the Mini-
mental state examination, 20 respondents experienced MCI 
based on the MCI score criteria. The MMSE is an examination 
consisting of 11 assessment items used to assess attention and 
orientation, memory, registration, recall, calculation, language 
skills, and the ability to draw complex polygons. MMSE value 
total scores range: Severe (0-9), Moderate (10-17), MCI (18-
26) and Normal (27-30). The results obtained from 20 
respondents have a score of 3 respondents with a score 18, 3 
respondents with a score of 19, 4 respondents with a score of 
20, 2 respondents with score 21, 3 respondents with a score 22, 
3 respondents with score 24 and 2 respondents score 25. These 
20 respondents were selected. Table III below shows the 
categories of levels of Mild Cognitive Impairment among the 
older adults who were selected to be in the study sample. 

TABLE III. MINI-MENTAL EXAMINATION (MMSE) TEST SCORES OF 

STUDY PARTICIPANTS 

No 
Study Participant Code 

(Respondent) 

Score 

 (MMSE) 

1 R1 18 

2 R2 18 

3 R3 18 

4 R4 19 

5 R5 19 

6 R6 19 

7 R7 20 

8 R8 20 

9 R9 20 

10 R10 20 

11 R11 21 

12 R12 21 

13 R13 22 

14 R14 22 

15 R15 22 

16 R16 24 

17 R17 24 

18 R18 24 

19 R19 25 

20 R20 25 
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B. The Positive and Negative Affect Schedule (PANAS) 

The Positive and Negative Affect Schedule (PANAS) 
which aims to look at how the emotional state among the 
elderly who are study participants. There are 20 PANAS 
questionnaire questions, ten positive PANAS questionnaire 
questions and ten negative PANAS questionnaire questions. 
Pre results in Fig. 7 and in Fig. 9 Pre and Post Analysis of 
EmoGame play is shown. 

 

Positive  Negative  

Fig. 7. Pre – Results Play EmoGame Application. 

The study results at the pre-play stage mean positive effect 
values: attracted 3.5, happy 3.6, strong 2.8, enthusiastic 3.8, 
proud 3.4, alert 2.9, inspired 3.5, determined 3.4, attentive 3.6 
and active 3.4. At the same time, post-play negative values 
mean showed depressed 2.0, frustrated 2.4. feeling guilty 2.7, 
shocked 2.7, hostile 2.6, easily offended 2.8, embarrassed 2.9, 
nervous 2.7, restless 2.6 and afraid 2.4. The following PANAS 
result after playing EmoGame (Fig. 8). 

 

Positive  Negative  

Fig. 8. Post – Results Play EmoGame Application. 

The research results at the post-play stage the average value 
of positive emotions showed that the items were interested in 
playing 4.6, then happy 4.6, strong 3.8, enthusiastic 4.8, proud 
4.1, alert 2.0, inspired 4.5, determined 4.4, attentive 4.6, active 
4.4. Post-play positive emotions mean values showed 
depressed items at a value of 1.3, frustrated 1.4, guilty 1.7, 
shocked 1.7, hostile 1.6, easily offended 1.8, embarrassed 1.9, 
nervous 1.7, anxious 1.6 and afraid 1.4. Overall, the study 
results showed a significant difference between pre and post-
play based on the results obtained from positive emotions pre 
with a mean value of 3 while post with a mean value of 4, for 
pre-negative emotions with a mean value of 2 while post with a 
mean value of 1. Researchers also measured the differences 
between two groups of pre and post paired data on an ordinal 
scale or interval so that the data obtained is more accurate. 
Here are pre and postpositive emotions (Fig. 9). 

 

Fig. 9. Pre and Post-Play EmoGame. 

The result obtained is negative rank 1. This level indicates 
that there is no decrease from pre-play to post-play. The next 
positive rank is the sample with the value of the second group 
(post-play) being higher than the value of the first group (pre-
play); there are 9 data positive ranks. This means nine positive 
emotions are on the rise. Mean ranks are average at a negative 
level of 1.50, while the sum of ranks is at a value of 1.50 and 
positive ranks are 5.94, and the sum of ranks is 53.50, which 
means there is an increase from pre and post play. Then ties are 
the value of the second group (post-play) 0, which means there 
is a difference, and N is the total of pre and postpositive 
emotions consisting of 10 positive emotions. Next, the 
researcher performed an analysis. Analysis of mean scores 
showed positive emotional factors at pre-interaction (M = 3.39, 
SD = 0.89) with post-interaction levels of positive emotions (M 
= 4.02, SD = 0.97). The conclusions obtained as a result of the 
analysis prove an increase in positive emotions after playing 
the game EmoGame application. 

C. Activity Diary 

The study using diaries was conducted based on the method 
proposed by Jacelon and Imperio (2005). Thematic analysis 
was used to analyze the diaries and review the data collected 
from all study participants. Briefly, the researchers have done 
some of these analyzes: (i) Creating a sub-theme of spirituality 
and entertainment under the theme of Daily Activities, 
(ii) Creating a new theme, i.e. Social theme. Several themes are 
obtained by using a diary before playing. This diary aims to 
capture the results of daily activities, emotions, and the use of 
technology. Fig. 10 shows the theme Analysis. 

From the diary results, spirituality is something that older 
adults must do. Older adults can then use technology like they 
use Youtube or Facebook. With technology, older adults can 
avoid negative emotions such as loneliness, irritability, 
sadness, forgetfulness in their daily activities. This is a severe 
problem in older adults with MCI. 

 

Fig. 10. Theme Analysis of Activity Diary. 
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D. 3 E Diary 

A study found in the 3E diary discovered several related to 
the emotions of happiness, liking, pride, and excitement with 
the EmoGame app. Thematic visual maps describing the 
emotions of seniors involved in using EmoGame. Fig. 11 
shows the Theme Analysis 3E Diary. 

 

Fig. 11. Theme Analysis of 3E Diary. 

Fig. 11 shows a thematic map showing the emotions 
involved in an EmoGame application. The thematic maps in 
the figure above are related to three themes of positive 
emotions while playing the EmoGame application obtained 
based on Diary 3E book data analysis. An explanation of the 
relevant emotional themes will be discussed as follows: 

1) Happy: Emotions of joy were widely shared in Diary 

3E by study participants. They stated that they wanted to play 

again and felt happy to play. The researchers hope that this 

game can help create a feeling of joy among older adults. The 

following are some of the posts that have been shared: 

"I feel happy playing this game." (Diary R3) 

―Happy and smiling to see the pictures and music in this 
game‖ (Diary R11). 

Based on the notes or reports found in the 3E Diary it is 
clear that the EmoGame application is trendy among older 
adults and managed to create positive feelings and a sense of 
joy among them. 

2) Liking: Positive emotion is defined as the user's interest 

or tendency to continue using the application (Charles, 2019). 

For seniors, the feeling of liking the game is an essential 

aspect. There were study participants who stated that they 

liked the EmoGame application. For example, there were 

study participants who consisted of older adults writing about 

their feelings of liking and interest in the EmoGame 

application as stated in the Diary 3E book entry: 

"This game is exciting and easy to use. It is also fun to use‖ 
(Diary R4) 

"Fun to use, very interesting" (Diary R9) 

"I will play every day. I love this game" (Diary R11) 

Although study participants in the early stages considered 
the EmoGame application difficult, that perception changed 
after playing it. 

3) Proud and excited: The theme of Pride and Excitement 

is an emotion that is a sense of satisfaction resulting from 

obtaining a particular achievement (Chaplin., 2013). Based on 

the codes transcribed from the study participants' notes found 

in Diary 3E, older adults are excited about using gaming 

applications that provide new experiences using technology, 

thus creating a feeling of excitement among older adults. They 

also take pride in the easy to operate EmoGame application 

they provide. Examples of notes from study participants who 

used the EmoGame application that showed proud and excited 

emotions are as follows: 

"The first time playing a game using a tablet is still a bit 
confusing, but I can play it" (Diary R3). 

"Just have experience using tablets. After playing, I am 
very proud to play this game, I am thrilled. " (Diary R4). 

"I have started to be able to use this tablet, and I am good at 
playing." (Diary R16). 

E. System Usability Scale (SUS) 

Based on the results of user satisfaction using the 
application, it is found that the value given is an average of 82. 
Fig. 12 is as follows. 

The evaluation results conclude that there is an overall 
value of 82, meaning that this EmoGame application is 
excellent and able to train the memory of older adults who 
suffer from Mild Cognitive Impairment. 

F. Cognitive Analysis 

Mini-mental state examination is carried out Pre and Post 
playing EmoGame. This research aims to find out the cognition 
of older adults. The test results using Wiloxcon analysis and 
SPSS 2.0 can be seen in Fig. 13. 

 

Fig. 12. System Usability Score (SUS). 
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Fig. 13. Mini-Mental State Examination Pre and Post Test Results. 

The study results based on the Wiloxcon test clearly show 
that the negative ranks or negative difference between the 
results Pre and Post finishing playing the EmoGame 
application game is 0, whether it is at the value of N, mean, or 
sum rank. A value of 0 indicates no decrease from the pre-test 
and post-test values. The positive rank between results before 
and after play shows 20 positive N data which proves that there 
is a change among seniors before and after finishing playing 
the EmoGame application game with an increase of 11.50, 
while the total positive rank or sum of rank is 253.00. There is 
an equality value of ties here when the same value exists. We 
conduct hypothesis testing to establish a basis so that they can 
collect data to determine whether to reject or accept the 
statement. Fig. 14 shows the results of the MMSE Test using 
the Wilcoxon Analysis. 

 

Fig. 14. The Results of the MMSE Test using the Wilcoxon Analysis. 

Based on the findings of the statistical study test above, 
Asymp. sig. (2-tailed) p-value 0,000 is smaller than α 0.05 until 
the hypothesis is accepted. It can be concluded that Ha is 
accepted. This means there is a significant relationship between 
pre-playing and post- finishing playing the EmoGame 
application game. The EmoGame game application essentially 
involves brain exercise training consisting of memory puzzles 
and memory exploration that influence an effort to improve 
cognitive function among older adults with Mild Cognitive 
Impairment. 

G. Expert Validation 

The selection of the experts involved is based on purposive 
sampling. This type of sampling aims to require respondents 
with experience, expertise, skills and knowledge appropriate to 
the research topic. In this study, two experts were selected 
based on their expertise in elderly health and memory or 
emotional therapy. Table IV details the criteria of the 
participating experts. 

TABLE IV. DETAILS AND CRITERIA FOR SELECTION OF EXPERTS 

ID Expert Expertise criteria 

E1 Older adults Health 
Research in the field of MCI 

and Dementia. 

E2 
Memory or Emotion Therapy 

(Reminiscence) older adults 

Research in the field of 

Reminiscence therapy  

The assessments given by each expert are categorized to 
check their agreement in developing the game. Experts' 
opinions helped researchers evaluate applications developed 
and can be used for older adults with mild cognitive 
impairment. Among the aspects that have been emphasized are 
the aspects of the use of technology among older adults, the 
positive emotional effects, and the elements of memory therapy 
found in the EmoGame game application. Using simple 
technologies such as tablets and exposure to gaming 
technology to help seniors can evoke feelings of excitement 
and joy, creating positive emotions among them. One of the 
elderly health experts (Expert E1) agrees that games can 
stimulate positive emotions. 

"It is essential because it can entertain and influence 
positive emotions to be happy. This game can entertain and 
train not to forget easily, and can improve memory because it 
is easy to use‖. (Expert E1). 

In addition, the emotional or memory therapy approach 
(Reminiscence) is considered able to help the emotions and 
cognition of the elderly who have mild cognitive impairment. 
E2 experts give opinions on emotional or memory therapy 
(Reminiscence) that has been used in this research can help. 

"The objects in the game are reminiscent of memories and 
past experiences such as those in emotional therapy or 
memories. Emotional or memory therapy can help lower the 
level of negative emotions in the elderly. I agree if games are 
developed for seniors with this therapeutic approach". (Expert 
E2). 

In addition, E1 Expert also gave an opinion, 

"The game is easy to play, and the objects in the game are 
reminiscent of memories and experiences." The games were 
developed to stimulate the emotions of the past and can 
provide positive emotions. This game also trains to improve 
memory and is easy to play‖. (Expert E1). 

Based on the evaluation results and expert opinions, the 
game applications can help older adults with Mild Cognitive 
Impairment. Table V summarizes the results of the expert 
evaluation. 

TABLE V. RESULTS OF EXPERT EVALUATION 

EmoGame Gaming Application Expert Assessment 

 Element  Yes No 

1) Digital Game 

Technology 

Digital games 

Tablet platform 

Games affect 

positive emotions 

and improve 
cognitive. 

   

2) Memory 

exploration 

game. 

Elements of 

memory 
therapy 

(Reminiscence) 

Emotional or 

memory therapy 

(Reminiscence) is 
recommended for 

the training of 

older adults. 

   

3) Puzzle Games 
Cognitive 

elements 

Games for older 
adults can help 

cognitive and 

positive emotions. 

   
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V. CONCLUSION 

In general, research shows that play is an essential factor in 
training seniors with MCI. Although the research was 
conducted by developing game applications with a 
reminiscence memory therapy approach, the results showed 
that cognitive enhancement and affecting positive emotions are 
very significant where positive memories can cause positive 
emotions. In contrast, negative memories will contribute to 
emotional decline or failure (negative emotions). 

Game applications that have been developed for seniors 
with MCI are expected to help seniors with positive emotions 
and improve their cognitive abilities. This game will be used to 
train the memory and emotions of older adults and solve their 
problems. The study results show that each factor of user 
involvement in the game can impact older adults. However, 
this factor's high or low impact is influenced by the duration of 
user engagement when playing EmoGame games application. 
The game development in this study bridges the gap in the 
literature review in-game engagement for seniors with every 
factor, feature, and correlation of game design capable of 
influencing and enhancing positive emotions among older 
adults. Researchers believe that the games that have been 
developed could be beneficial to older adults in the future. 
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Abstract—Cybersecurity is one of the main concerns of 

governments, businesses, and even individuals. This is because a 

vast number of attacks are their core assets. One of the most 

dangerous attacks is the Denial of Service (DoS) attack, whose 

primary goal is to make resources unavailable to legitimate users. 

In general, the Intrusion Detection and Prevention Systems 

(IDPS) hinder the DoS attack, using advanced techniques. Using 

machine learning techniques, this study will develop a detection 

model to detect DoS attacks. Utilizing the NSL-KDD dataset, the 

suggested DoS attack detection model was investigated using 

Naive Bayes, K-nearest neighbor, Decision Tree, and Support 

Vector Machine algorithms. The Accuracy, Recall, Precision, and 

Matthews Correlation Coefficients (MCC) metrics are used to 

compare these four techniques. In general, all techniques are 

performing well with the proposed model. However, The 

Decision Tree technique has outperformed all the other 

techniques in all four metrics, while the Naive Bayes technique 

showed the lowest performance. 

Keywords—DoS attack; machine learning; NSL-KDD; IDPS 

systems 

I. INTRODUCTION 

The world is currently living in the digital era. This digital 
era has produced many services and applications to make life 
easier. One of the primary concerns of these services and 
applications is security [1]. Companies and even individuals 
live a nightmare due to the number of cyberattacks. At the 
same time, more than 61000 websites attack is blocked every 
day. In addition, around 24000 malicious mobile applications 
are blocked every day on the stores of the applications [2]. One 
of the most dangerous cyberattacks is a Denial of Service 
(DoS) attack. The main goal of the DoS attack is to make a 
resource unavailable to the intended users. DoS attack is 
increasing rapidly; it is expected that the number of worldwide 
DoS attack will reach 15.4 million by 2023 [3]. 

Intrusion Detection and Prevention Systems (IDPS) are 
among the techniques available to counteract a DoS attack. 
IDPS is software/hardware that observes and inspects system 
events in order to sense and warn of unauthorized efforts to 
access system resources in real-time or near real-time. IDPS 
detects intrusion by either searching for a pre-defined pattern in 
the traffic or by observing anomalies of what is considered 
normal traffic for the network or host [4]. IDPS should be 

equipped with smart and self-learning techniques to detect 
zero-day DoS attacks. Machine learning is a subfield of 
artificial intelligence that encompasses a number of techniques 
for accomplishing this goal [5]. 

As the name implies, machine learning systems improve 
automaticity through experience and by using existing data, 
which makes it suitable to detect zero-day DoS attacks. 
Supervised, unsupervised, and semi-supervised machine 
learning are all types of machine learning. Generally, 
supervised learning algorithms operate on structured and 
labeled data similar to that used by the IDPS [6] [7]. Hence, the 
fundamental aim of this research is to suggest a paradigm for 
identifying suitable supervised machine learning algorithms for 
detecting DoS attacks via IDPS. 

This paper is structured as follows. Section 2 covers the 
topics fundamental to this work. These topics include NSL-
KDD dataset machine learning techniques, min-max scaler, 
and K-Fold Cross-Validation. Section 3 discusses related 
works that have employed machine learning approaches to 
detect DoS attacks. Section 4 discusses the proposed DoS 
attack detection model. Finally, Section 5 concludes the paper 
and discusses the scope for future work. 

II. BACKGROUND 

This section discusses the basic concepts that are related to 
this work. This includes a brief description of the NSL-KDD 
dataset used in this article. The Machine learning techniques 
used in this article will also be briefed. Finally, the algorithms 
used in the data pre-processing and to validate the result will be 
discussed. 

A. NSL-KDD Dataset 

NSL-KDD dataset is a processed version of the KDD-
CUP99, in which the records that adversely impact the systems 
are removed. NSL-KDD dataset still has some problems; 
however, it is still considered an adequate benchmark dataset 
that helps security developers investigate intrusion detection 
techniques. The number of records in the NSL-KDD dataset is 
good to run the experiments and evaluate the results of 
different techniques. Table I shows the number of records in 
the NSL-KDD dataset according to the attack type. The NSL-
KDD dataset has four different attack types. This paper is only 
interested in the DoS attack, and all records of the other attacks 
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are deleted during the pre-processing stage, as discussed 
below. Table II shows the main attributes of the NSL-KDD 
dataset [7][8][9]. 

TABLE I. NUMBER OF RECORD FOR EACH ATTACK 

Attack Type Number of records 

DoS 53387 

Probe 14077 

U2R 119 

R2L 3880 

Normal 77055 

TABLE II. THE FEATURES OF NSL-KDD DOS 

No 
Feature 

Name 
Data Type 

Feature 

Description 

Lowe

st 

Value 

Highest 

Value 

1 duration Numeral 
The session's 

length 
Zero 54451 

2 
protocol_ty

pe 
Text Session protocol N/A N/A 

2 
protocol_ty

pe 
Text Session protocol N/A N/A 

3 service Text 
Destination 

service 
N/A N/A 

4 flag Text 
The session’s 

status flag. 
N/A N/A 

5 src_bytes Numeral 

Bytes transmitted 

from sender to 
receiver 

Zero 
895815

20 

6 dst_bytes Numeral 

Bytes transmitted 

from receiver to 

sender 

Zero 
702865

2 

7 land Numeral 

1 If from/to the 

same host/port; 

else 0. 
Zero One 

8 
wrong_frag

ment 
Numeral 

The number of 

incorrect 

fragments. 
Zero Three 

9 urgent Numeral 
Number of 

urgent packets 
Zero Three 

10 hot Numeral 
Number of hot 

indicators 
Zero 101 

11 
num_failed

_logins 
Numeral 

Number of 

unsuccessful 
login in attempts 

Zero Four 

12 logged_in Numeral 
1 If successfully 

logged in; else 0. 
Zero One 

13 
num_compr

omised 
Numeral 

The number of 

compromised 

conditions 
Zero 7479 

14 root_shell Numeral 
1 If a root shell is 

attained; else 0. 
Zero One 

15 
su_attempte

d 
Numeral 

1 If (su root) 

command tried; 

else 0. 
Zero Two 

No 
Feature 

Name 
Data Type 

Feature 

Description 

Lowe

st 

Value 

Highest 

Value 

16 num_root Numeral 
Number of root 

accesses 
Zero 7468 

17 
num_file_c

reations 
Numeral 

The total number 

of creation 
operations. 

Zero 100 

18 num_shells Numeral 
The total number 

of shell prompts. 
Zero Two 

19 
num_access

_files 
Numeral 

The total number 

of operations on 

access control 

files. 

Zero Nine 

20 
num_outbo

und_cmds 
Numeral 

The total number 

of ftp session 
outbound 

commands.  

Zero One 

21 
is_host_log

in 
Numeral 

1 If the login 

belongs to the 

hot list; else 0. 
Zero One 

22 
is_guest_lo

gin 
Numeral 

1 If it’s a guest 

login; else 0. 
Zero One 

23 Count Numeral 

The number of 

sessions to the 
same host as the 

present session, 

in the last 2 
seconds. 

Zero 511 

24 srv_count Numeral 

The number of 

connections to 
the same service 

as the current 
connection, In 

the last two 

seconds. 

Zero 511 

25 serror_rate Numeral 

The ratio of 

connections in 

the same host 
connection that 

contain "SYN" 

errors 

Zero One 

26 
srv_serror_

rate 
Numeral 

The ratio of 

connections in 
the same-service 

connection that 

have "SYN" 
errors 

Zero One 

27 rerror_rate Numeral 

The percentage 

of connections in 

the same-host 

connection that 
have "REJ" 

errors 

Zero One 

28 
srv_rerror_r

ate 
Numeral 

The ratio of 

contain s in the 

same-service 
contain that 

contain "REJ" 

errors 

Zero One 

29 
same_srv_r

ate 
Numeral 

The percentage 

of connections to 
the same-service 

connection. 

Zero One 

30 
diff_srv_rat

e 
Numeral 

The percentage 

of connections to 
Zero One 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

194 | P a g e  

www.ijacsa.thesai.org 

No 
Feature 

Name 
Data Type 

Feature 

Description 

Lowe

st 

Value 

Highest 

Value 

different 
services. 

31 
srv_diff_ho

st_rate 
Numeral 

The percentage 

of connections to 
various hosts in 

the same-service 

connection. 

Zero One 

32 
dst_host_co

unt 
Numeral 

The percentage 

count of 
connections that 

contain the same 

receiver host. 

Zero 255 

33 
dst_host_sr

v_count 
Numeral 

The percentage 

count of 
connections that 

contain the same 

receiver host and 

using the 

identical service 

Zero 255 

34 

dst_host_sa

me_srv_rat

e 
Numeral 

The percentage 

of connections 

that contain the 
same receiver 

host and using 

the identical 
service. 

Zero One 

35 
dst_host_di

ff_srv_rate 
Numeral 

The percentage 

of various 

services on the 

present host. 

Zero One 

36 

dst_host_sa

me_src_por

t_rate 
Numeral 

The percentage 

of connections to 
the present host 

that contain the 

same port. 

Zero One 

37 

dst_host_sr

v_diff_host
_rate 

Numeral 

The percentage 

of connections to 

the identical 
service coming 

from various 
hosts. 

Zero One 

38 
dst_host_se

rror_rate 
Numeral 

The percentage 

of connections to 
the present host 

that contain an 

"SO" error 

Zero One 

39 

dst_host_sr

v_serror_ra

te 
Numeral 

The percentage 

of connections to 
the present host 

and determined 

service that 
contain an "SO" 

error 

Zero One 

40 
dst_host_re

rror_rate 
Numeral 

The percentage 

of connections to 

the present host 
that contain an 

"RST" error 

Zero One 

41 

dst_host_sr

v_rerror_rat

e 
Numeral 

The percentage 

of connections to 

the present host 
and determined 

service that 

contain an "RST" 
error 

Zero One 

B. Machine Learning Techniques that are used in this Article 

Supervised machine learning deals with data sets that 
contain both inputs and the corresponding desired outputs. The 
classification algorithms category is used within supervised 
learning when the outputs are discrete; restricted to a limited 
set of values. The most common classification algorithms are 
Naive Bayes, K-Nearest Neighbors (KNN), Decision Tree, and 
Support Vector Machines (SVM) [7][10][11][12]. 

1) Naive bayes: Naive Bayes is a simple technique based 

on the Bayes theorem and used to handle classification 

problems. The Naive Bayes assumption is that the features are 

independent of one another; existing of any feature is 

unrelated to any other feature. It is known as one of the best 

classification algorithms and creates fast machine learning 

models that predict quickly. In Naive Bayes, the features are 

making independent and equal contributions to the outcome. 

Equation 1 shows the probabilistic expressions used in Bayes’ 

theorem [7][10]. 

𝑃(𝑋|𝑌) =
𝑃(𝑌|𝑋)𝑃(𝑋)

𝑃(𝑌)
             (1) 

2) K-NN: One of the most important and extensively used 

machine learning algorithms is K-NN. As the name implies, 

K-NN finds the closest K (number of neighbors) nearest 

neighbor points to the target point. Then, it predicts the output 

of the target point from these neighbor points. K can be 

constant or vary based on the local density of points. 

Typically, k equals the square root of the dataset's record 

count. Euclidean is one of the algorithms that are used to find 

the neighbor points by KNN. Equation 2 shows the formula of 

the Euclidean algorithm [7][11]. 

Euclidean Distance between X and Y = 

√(𝑨𝟐 − 𝑨𝟏)𝟐 + (𝑩𝟐 − 𝑩𝟏)𝟐              

3) Decision Tree: The decision tree technique creates an 

upside-down tree to represent the classification model. It is 

easy to understand, visualize, and requires little data 

preparation. The tree consists of nodes that symbolize a 

dataset's features, branches symbolize the decision rules, and 

leaves symbolize the class, as shown in Fig. 1. The decision 

tree is based on the if-else statements (True/False) to move to 

the next node till reaching the leaf [7][12]. 

4) SVM: SVM is a widely used supervised learning 

approach for classification. The SVM technique plots the data 

items as a space split into categories. Then, it finds the 

hyperplane that distinctly separates the points in space. The 

SVM technique should choose the hyperplane with the 

maximum distance between the target data points. This gives a 

more accurate classification for any new data points. Fig. 2 

clarifies the SVM technique [7][10]. 
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Fig. 1. Decision Tree Technique Scheme. 

 

Fig. 2. SVM Technique Scheme. 

C. Min-max Scaler 

Most machine learning techniques perform better when the 
data are distributed similarly. In many cases, the data within 
the dataset is distributed on a wide-scale and, thus, the data 
should be scaled. Min-max scaler is one of the most used 
techniques to scale the data within the acceptable range for the 
machine learning techniques. By default, the Min-max scaler 
technique returns a value between 0 and 1, using Equation 3. 

Znew = (Z -Zmin) / (Zmax -Zmin)             (3) 

Where Znew is new derived value, Z is the original value, 

Zmin is the minimum value of the feature, Zmax is the maximum 
value of the feature [13]. 

D. K-Fold Cross-Validation 

When it comes to machine learning, the approach known as 
K-Fold Cross-Validation is used to validate the results of a 
model. It is widely used because it is simple, easy to 
understand, and, more importantly, reduces the validated 
model's bias. Using the K-Fold Cross-Validation method, the 
data is split into various groups (k groups). The proposed 
machine learning is trained on k-1 groups, and the remaining 
group is used to validate the model [14]. 

III. RELATED WORK 

This section discusses related work on detecting DoS 
attacks using machine learning approaches. 

Peneti S. and Hemalatha E. have proposed a machine 
learning model to detect Distributed DoS (DDoS) attacks. The 
authors investigated four different machine learning techniques 
to design their model: XGBoost, AdaBoost, Random Forests, 
and Multilayer Perceptron. The CIC IDS 2017 dataset, which 
cantinas 83 additional features, has been used to evaluate the 
proposed model. The Recursive Feature Elimination method 
has been used to shrink the dataset to only the most relevant 
features to enhance the proposed model performance. The 
number of features has been set to six and after some 
experiments the number of features has been finalized to eight. 
The accuracy, precision, recall, and F1 score measures have 
been used to evaluate the suitable machine learning techniques 
for the proposed model. Among the investigated four 
techniques, Random Forests has outperformed the other 
techniques in detecting the DDoS attack, while the Multilayer 
Perceptron has performed less in this particular problem [5]. 

One of the recent articles that have been used the machine 
learning techniques for DoS attack detection was proposed by 
Wankhede S. & Kshirsagar D. Wankhede S. & Kshirsagar D 
have been used common machine learning techniques to detect 
DoS attack; namely Random Forest (RF) and Multi-Layer 
Perceptron (MLP) techniques. The suggested model is aimed at 
detecting DoS attacks at the application layer. The DoS attack 
that occurs at the other OSI layers has not been considered. 
The same CIC IDS 2017 dataset was used to evaluate the RF 
and MLP techniques for detecting DoS attacks at the 
application layer. The CIC IDS 2017 dataset is divided into 
distinct groups, and an appropriate group for each technique is 
identified. Weka tool has been used to evaluate the RF 
technique versus MLP technique in the proposed model. The 
results demonstrated that the RF outperforms the MLP in terms 
of accuracy [15]. 

Another article that used machine learning techniques for 
DoS attack detection was proposed by Zhe W., Wei C., and 
Chunlin L. However, the proposed model in this work is 
designed specifically for smart grid technology. The authors 
have investigated three different machine learning techniques 
to protect the smart grid: SVM, Decision Tree, and Naive 
Bayesian. After examining these three techniques on the 
KDD99 dataset, it is found that the SVM technique is the best 
for protecting smart grid technology from DoS attacks. The 
data is first collected from the network, then certain features 
are selected from the dataset, and the primary component 
analysis is used for dimensionality reduction. The accuracy, 
precision and recall, and F1 score measures have been used to 
evaluate the suitable machine learning techniques for the 
proposed model. Among the three techniques tested, SVM 
outperformed the others in detecting DoS attacks on smart grid 
technology. [16]. 

He Z., Zhang T., and Lee, R. B. have advocated the use of 
machine learning techniques to detect DoS attacks originating 
in the cloud. The proposed system has investigated four 
different DoS attack techniques: SSH brute-force, ICMP 
flooding, DNS reflection, and TCP SYN attacks. This method 
utilizes statistical data from the hypervisor of the cloud server 
and the virtual machines to prohibit network packages from 
being sent out to the external network. The authors have 
implemented a prototype of the proposed detection system 
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under natural cloud settings. The cloud is comprised of six 
servers (labeled S0 to S5), each of which hosts many virtual 
machines. Several machine learning techniques have been used 
in the proposed system, including SVM Linear Kernel, SVM 
RBF Kernel, SVM Poly Kernel, Decision Tree, Naive Bayes, 
and Random Forest. Among the investigated techniques, SVM 
Linear Kernel has outperformed other techniques in detecting 
the DoS attack sourced from the cloud [17]. 

IV. PROPOSED DOS ATTACK DETECTION MODEL 

This section outlines the suggested model for detecting 
DoS attacks. First, the NSL-KDD dataset will be processed to 
be prepared for training and testing the proposed model. Then, 
the proposed DoS attack detection model will be introduced in 
detail. 

A. Data Preprocessing 

Data preprocessing is a set of operations applied to the data 
to prepare the dataset for machine learning. As discussed 
below, data transformation and normalization are two of these 
processes that have been applied to the NSL-KDD dataset in 
this paper [8][18]. 

1) Data transformation: NSL-KDD dataset contains 

numerical and nominal data, as shown in Table II. One of the 

first steps in data preprocessing is transformation, converting 

all data to numerical for the machine learning techniques to be 

applicable. Three nominal features in the NSL-KDD dataset 

have been transformed to numeric values: protocol type, 

service, and flag. These features have been converted using 

the label encoding method [19]. Label encoding changes the 

values to a number between zero and the number of classes 

minus one, as shown in Table III. Tables IV and V show 

samples of the NSL-KDD dataset before and after the 

transformation operation. Besides, the output column in the 

NSL-KDD dataset contains four different types of attacks, 

each of which has several sub-types. All the attack sub-types 

have been removed except for the DoS sub-types, which is our 

target in this paper. Then, all DoS sub-types have been 

replaced to be DoS attack, so that the output column contains 

only two outputs: DoS attack and normal data. Again, these 

two outputs have been converted to from nominal into 

numeric data using the label encoding method. Now, the 

output column contains 0 representing the DoS attack and 1 

representing normal data. 

2) Data normalization: An essential step in data 

preprocessing is normalization operation. Normalization 

techniques convert the large-scale values into a compatible 

scale. This enhances the performance of the machine learning 

techniques and leads to more accurate results. NSL-KDD 

dataset contains several features distributed at a large scale 

and needs to be normalized. This study has applied the Min-

max scaler technique (as discussed above), which scales the 

values of a feature between 0 and 1 [7][13]. Table VI shows a 

sample of the NSL-KDD dataset after normalization. Fig. 3 

illustrates the NSL-KDD dataset data preprocessing steps. 

TABLE III. TRANSFORMATION 

Feature Name Old Value New Value 

Protocol Type 

Icmp One 

Tcp Two 

Udp Three 

Service auth,bgp ………. , X11, Z39_50 0-64 

Flag 

OTH Zero 

REJ One 

RSTO Two 

RSTOS0 Three 

RSTR Four 

S0 Five 

S1 Six 

S2 Seven 

S3 Eight 

SF Nine 

SH Ten 

TABLE IV. BEFORE TRANSFORMATION  

No Instances Output 

1 
0,tcp,ftp_data,SF,491,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2,
0,0,0,0,1,0,0,150,25,0.17,0.03,0.17,0,0,0,0.05,0 

normal 

2 
0,udp,other,SF,146,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,13,1,0,

0,0,0,0.08,0.15,0,255,1,0,0.6,0.88,0,0,0,0,0 
normal 

3 
0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,123,6,1,

1,0,0,0.05,0.07,0,255,26,0.1,0.05,0,0,1,1,0,0 
DoS 

4 
0,tcp,private,REJ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,121,19
,0,0,1,1,0.16,0.06,0,255,19,0.07,0.07,0,0,0,0,1,1 

DoS 

5 
0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,166,9,1,
1,0,0,0.05,0.06,0,255,9,0.04,0.05,0,0,1,1,0,0 

DoS 

TABLE V. AFTER TRANSFORMATION 

No Instances Output 

1 
0,1,19,9,491,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2,0,0,0,0,1,

0,0,150,25,0.17,0.03,0.17,0,0,0,0.05,0 
1 

2 
0,2,40,9,146,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,13,1,0,0,0,0,

0.08,0.15,0,255,1,0,0.6,0.88,0,0,0,0,0 
1 

3 
0,1,44,5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,123,6,1,1,0,0,0.

05,0.07,0,255,26,0.1,0.05,0,0,1,1,0,0  
0 

4 
0,1,44,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,121,19,0,0,1,1,

0.16,0.06,0,255,19,0.07,0.07,0,0,0,0,1,1  
0 

5 
0,1,44,5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,166,9,1,1,0,0,0.

05,0.06,0,255,9,0.04,0.05,0,0,1,1,0,0 
0 
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TABLE VI. AFTER NORMALIZATION 

No Instances Output 

1 

0,0.5,0.296875,0.9,5.48E06,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0

,0,0,0.003913894,0.003913894,0,0,0,0,1,0,0,,0.5882352
94,0.098039216,0.17,0.03,0.17,0,0,0,0.05,0  

1 

2 

0,1,0.625,0.9,1.63E06,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0

.025440313,0.001956947,0,0,0,0,0.08,0.15,0,1,0.00392
1569,0,0.6,0.88,0,0,0,0,0  

1 

3 

0,0.5,0.6875,0.5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.240

704501,0.011741683,1,1,0,0,0.05,0.07,0,1,0.101960784

,0.1,0.05,0,0,1,1,0,0 

0 

4 

0,0.5,0.6875,0.1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.236

790607,0.037181996,0,0,1,1,0.16,0.06,0,1,0.074509804

,0.07,0.07,0,0,0,0,1,1 

0 

5 

0,0.5,0.6875,0.5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0.324

853229,0.017612524,1,1,0,0,0.05,0.06,0,1,0.035294118

,0.04,0.05,0,0,1,1,0,0 

0 

 

Fig. 3. NSL-KDD Dataset Data Preprocessing Steps. 

B. DoS Attack Detection 

This section contains a detailed discussion of our detection 
model of DoS attacks. As discussed earlier, the NSL-KDD 
dataset has been preprocessed to be prepared for the machine 
learning techniques. At first, besides the normal traffic, the 
NSL-KDD dataset has been filtered to contain only the sub-
attack types that cause the DoS attack. These sub-attack types 
include: Back, land, Neptune, pod, smurf, teardrop, mailbomb, 
processtable, udpstorm, apache2, and worm. Then, all these 
sub-attack types have been labeled as DoS attack in the output 
column. Table VII shows the number of records of each sub-
attack type and, eventually, the DoS attack. As such, now the 
NSL-KDD dataset contains only DoS attack type and normal 
traffic data. Then, the nominal features have been transformed 
using the label encoding technique including the output 
column. After that, the NSL-KDD dataset was normalized 
using the Min-max scaler technique (as discussed above). At 
this point, the NSL-KDD dataset is preprocessed and ready for 
the machine learning techniques to be applied. The generated 
NSL-KDD dataset was utilized to train and test the suggested 
DoS attack detection model. 

The resulted NSL-KDD dataset (after data preprocessing) 
contains well well "labeled" data. In addition, the output 
variable is categorical; DoS attack and normal data. Therefore, 
the classification algorithms within the supervised machine 
learning are used in the proposed DoS attack detection model. 

Accordingly, the machine learning techniques used in the 
proposed model are Naive Bayes, KNN, Decision Tree, and 
SVM. The technique with the best performance measures, as 
shown below, will be determined for the proposed system. The 
K-Fold Cross-Validation technique has been used to validate 
the proposed model. In which, the NSL-KDD dataset has been 
divided into five groups. Four groups are used to train the used 
machine learning technique in each iteration, and the remaining 
one is used to test the used technique. In this way, each group 
is used to test the entire dataset. After testing and training, the 
suitable machine learning technique to detect DoS attacks was 
determined. Consequently, the traffic is analyzed using a high-
performance machine learning technique that distinguishes 
between normal traffic and DoS attack traffic. Fig. 4 clarifies 
the proposed DoS attack detection model. 

TABLE VII. NUMBER OF RECORD FOR DOS TYPES 

Attack Type Number of records 

back attack 1315 

land attack 25 

neptune attack 45871 

pod attack 242 

smurf attack 3311 

teardrop attack 904 

mailbomb attack 293 

processtable attack 685 

udpstorm attack 2 

apache2 attack 737 

worm attack 2 

Total 53387 

 

Fig. 4. DoS Attack Detection Model. 
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V. PERFORMANCE EVALUATION 

This section examines the suggested DoS attack detection 
model's performance. The proposed model was designed using 
the Python programming language. Python is easy to use and 
widely used with machine learning. It provides several built-in 
tools specifically for machine learning that simplify complex 
tasks. The device used for testing has Intel Core i7-9750H 
processor and 32GB RAM with 64 bit MS-Windows. 

The confusion matrix contains four elements [20][21] that 
summarize the performance of a proposed machine learning 
model: 

1) True Positive (TP): indicates an attack and that the 

detection model successfully predicted this attack. 

2) True Negative (TN): indicates no attack and the 

detection model successfully predicted no attack. 

3) False Positive (FP): indicates no attack and the 

detection model wrongly predicted an attack. 

4) False Negative (FN): indicates an attack and the 

detection model wrongly predicted no attack. 

Fig. 5 elaborates the confusion matrix. The target of the 
proposed model is to increase the TP and TN and decrease the 
FP and FN. 

Four measures have been employed to evaluate the 
proposed system based on the elements of the confusion 
matrix. These measures are Accuracy, Recall, Precision, and 
Matthews Correlation Coefficients (MCC). Accuracy is the 
ratio of properly forecasted attacks to the total number of 
forecasted attacks. Accuracy can be calculated using Equation 
4. The Recall is the number of samples in the attack class that 
is successfully predicted to the total number of the prediction 
of the attack class. Recall can be calculated using Equation 5. 
Precision is the number of attacks that are correctly predicted 
as an attack to the number of attacks that are predicted as an 
attack. Precision can be calculated using Equation 6. MCC is a 
measure of the quality of classification with two classes. The 
closer the value to 1 indicates a more accurate classification. 
MCC can be calculated using Equation 7 [7][9][20][21]. 

Fig. 6, 7, 8, and 9 show the Accuracy, Recall, Precision, 
and MCC of the proposed model with the four tested 
techniques: Naive Bayes, KNN, Decision Tree, and SVM. 
Fig. 6, 7, 8, and 9 show that the Decision Tree technique 
achieved the highest performance with all four metrics: 
Accuracy (99.891%), Recall (99.904%), Precision (99.912%), 
and MCC (99.964%). On the other hand, the Naive Bayes 
technique achieved the lowest performance with all four 
metrics: Accuracy (94.472%), Recall (98.114%), Precision 
(92.923%), and MCC (88.643%). In general, all techniques 
perform well with the proposed model, except for the Naive 
Bayes technique. However, the Decision Tree technique could 
be considered as the best among the four techniques because it 
outperforms the other techniques in all four metrics. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
            (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
              (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
              (6) 

𝑀𝐶𝐶 =  
((𝑇𝑃∗𝑇𝑁)−(𝐹𝑃∗𝐹𝑁))

√(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁)
            (7) 

 

Fig. 5. Confusion Matrix. 

 

Fig. 6. Accuracy of the Proposed Model. 

 

Fig. 7. Recall of the Proposed Model. 
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Fig. 8. Precision of the Proposed Model. 

 

Fig. 9. MCC of the Proposed Model. 

VI. CONCLUSION 

DoS is a hazardous attack that threatens governments, 
businesses, and individuals. New techniques to launch DoS 
attacks emerge continuously. These techniques required an 
adaptive system to mitigate them. This paper developed a new 
paradigm for disclosing DoS attacks using machine learning 
approaches. The proposed model's primary objective is to 
mitigate existing and newly discovered DoS attack types. 
Several machine learning techniques were Naive investigated 
with the proposed model. Among these techniques, the 
Decision Tree technique has shown the highest performance. 
Whereas the Accuracy, Recall, Precision, and MCC, of the 
Decision Tree technique with the proposed model is 99.891%, 
99.904%. 99.912%, and 99.964%, respectively. Therefore, the 
proposed detection model is promising for mitigating the 
newly emerged DoS attack types. 
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Abstract—It is paramount to ensure the integrity and 

authenticity of medical images in telemedicine. This paper 

proposes an imperceptible and reversible Medical Image 

Watermarking (MIW) scheme based on image segmentation, 

image prediction and nonlinear difference expansion for integrity 

and authenticity of medical images and detection of both 

intentional and unintentional manipulations. The metadata from 

the Digital Imaging and Communications in Medicine (DICOM) 

file constitutes the authentication watermark while the integrity 

watermark is computed from Secure Hash Algorithm (SHA)-256. 

The two watermarks are combined and compressed using the 

Lempel Ziv (LZ) -77 algorithm. The scheme takes advantage of 

the large smooth areas prevalent in medical images. It predicts 

the smooth regions with zero error or values close to zero error, 

while non-smooth areas are predicted with large error values. 

The binary watermark is encoded and extracted in the zero-

prediction error using a nonlinear difference expansion. The 

binary watermark is concentrated more on the Region of non-

interest (RONI) than the Region of interest (ROI) to ensure a 

high visual quality while maintaining a high capacity. The paper 

also presents a separate low degradation side information 

processing algorithm to handle overflow. Experimental results 

show that the scheme is reversible and has a remarkable 

imperceptibility and capacity that are comparable to current 

works reported in literature. 

Keywords—Medical Image Watermarking (MIW); Digital 

Imaging and Communication in Medicine (DICOM); region of 

interest (ROI) and region of non-interest (RONI); prediction error 

(PE); nonlinear difference expansion (NDE); authenticity; 

integrity 

I. INTRODUCTION 

Medical images and patient data are often shared in e-
diagnosis over open communication channels. The 
transmission of such data is prone to intentional and 
unintentional manipulations, affecting confidentiality, integrity 
and authenticity. Such manipulations can result in misdiagnosis 
and even lead to lose of life hence the need to ensure reliability 
[1-2]. 

Medical images and patient information are transmitted, 
stored, retrieved, printed, processed and displayed through 
Digital Imaging and Communications in Medicine (DICOM) 
standards [3]. In DICOM, metadata which is the patient report 
and information that connects to the image ensures reliability 
of medical images data. The metadata is saved in the image file 
header [3]. This technique is insecure as the metadata can be 

easily modified, destroyed, or disconnected from the medical 
image [4]. 

Digital image watermarking, a branch of information 
hiding technology where a secret message is hidden in public 
data, can overcome these challenges. The secret message can 
be the metadata, a hospital logo, an electronic signature, or any 
other identifier in medical images. The requirements for 
medical image watermarking are reversibility, imperceptibility 
and reliability [2]. 

Digital image watermarking is classified into several 
classes based on the method of embedding the secret message, 
reversibility, application and region(s) used to encode the 
secret message [5]. It can be either frequency or spatial domain 
based on the method of encoding the secret message. Spatial 
domain techniques [4], [6] changes the pixel intensities of the 
image directly to implant the secret message. Frequency 
domain techniques [7-8] implants the secret message by 
changing the coefficient values of the transformed image. 
Digital image watermarking techniques are classified as 
reversible, semi-reversible or irreversible based on 
reversibility. In reversible techniques [9-10], the original image 
and the secret message are losslessly restored, while in 
irreversible techniques [11], the secret message and the original 
image cannot be losslessly restored. Semi-reversible techniques 
[12] restore some regions of the original image while others 
cannot be restored. Therefore, reversible techniques are 
preferred for watermarking medical images. Depending on the 
application of digital image watermarking, the schemes are 
classified as either fragile or robust. Robust watermarking 
techniques emphasize the robustness of the encoded message. 
The encoded watermark can resist legitimate and illegitimate 
attacks during image transmission in robust schemes. 
Therefore, robust watermarking strategies [13-14] are mainly 
used for copyright protection of images. Fragile watermarking 
methods emphasize on detection of manipulations during 
image transmission. Hence, fragile watermarking techniques 
[4], [6] are used to confirm the integrity of images. The 
watermarking can be further classified as ROI or RONI based. 
The anatomical details are contained in ROI whereas RONI 
carries the uninformative background usually black in color 
[15]. In ROI techniques [4],[16] the secret message is hidden in 
ROI while RONI techniques [17-18] hides it in RONI. 

In this paper, a novel reversible MIW scheme based on 
prediction error nonlinear difference expansion for authenticity 
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and integrity of medical images is proposed. The scheme has 
the following objectives: 

1) Predicting the medical image with zero error or values 

close to zero for smooth regions while non-smooth regions are 

predicted with large error values. Smooth regions are 

characterized by zero or slight differences in adjacent pixel 

intensities. Hiding the watermark in these regions is less 

visible. 

2) Concentrating the watermark mainly in RONI to ensure 

excellent visual quality on the ROI while maintaining its 

security. 

3) Determining an optimum point for trade-of between 

capacity and imperceptibility for prediction error nonlinear 

difference expansion watermarking. 

4) Attaining good visual quality of watermarked images 

that supersede the benchmark value and the perceptual 

boundary. 

5) Providing a low degradation approach to handle the 

overflow. 

6) Lossless recovery of the medical image without the 

need of a location map. 

The rest of this paper is organized as follows; The second 
section provides medical image watermarking schemes 
reported in the literature. The third section describes the 
proposed work. The fourth section presents the results and 
discussion. The fifth section, which is the final section, 
presents the conclusion and suggestion for further work. 

II. RELATED WORK 

Researchers have recently presented Medical Image 
Watermarking (MIW) techniques. This section analyzes some 
of these techniques. Roček et al. [12] presented a new MIW 
strategy that merges RONI watermarking method with zero-
watermarking principle and reversibility features. The scheme 
uses a reversible watermarking in the RONI, which achieves a 
high capacity and implants data using the zero-watermarking 
principle. A Dual Tree Complex Wavelet Transform (DT-
CWT) is used to merge these techniques. The limitation of the 
approach is the need for a location map at extraction to recover 
the image and the encoded watermark. 

Gao et al. [19] presented a reversible MIW approach that 
achieves tamper detection and enhances ROI contrast. It 
utilizes Otsu's thresholding method to differentiate the RONI 
from the ROI. The scheme expands the peak-pairs of ROI 
histogram to achieve data encoding alongside a less distortion 
contrast enhancement. This approach creates a feature bit 
matrix from ROI and encodes it in the least significant bits of 
RONI to guarantee ROI reversibility. The limitations of the 
scheme are; (i) the scheme is semi-reversible as it can restore 
only the ROI at reception and (ii) the need for implanting the 
feature bit matrix. 

Atta-ur-Rahman et al. [20] presented a reversible MIW 
approach for the integrity of medical images and the secrecy of 
patient data. The watermark is created chaotically and encoded 
using a chaotic key in selected pixels. The selected pixels are 
divided using a primitive polynomial of degree four and the 

remainder appended to the secret message. At the reception, 
the computed reminder validates the watermark. In this 
approach, a high imperceptibility was exhibited. The 
approach's limitations were; the hiding capacity was not 
measured and the method is not region-based hence making it 
impossible to select hiding regions. 

Liu et al. [21] presented a novel robust reversible MIW to 
protect the integrity and authenticity of medical images. This 
method addresses the challenge of losing information in 
watermark embedding due to image segmentation. It avoids 
biases during diagnosis by designing a recursive dither 
modulation (RDM) based watermarking. RDM is later 
combined with Singular Value Decomposition (SVD) and 
Slantlet Transform (ST) to protect image authenticity. The 
RONI and ROI are divided to generate the watermark encoded 
into the whole image, thus avoiding risk related to image 
segmentation. 

Swaraja et al. [22] presented a MIW technique that 
conceals a dual watermark on RONI blocks for authenticity 
and tampers recognition in medical images. This procedure 
uses the lossless Lempel-Ziv-Welch compression algorithm to 
compress the dual watermark, thus increasing capacity. The 
embedding blocks are chosen based on the human visual 
systems characteristics, integrating Discrete Wavelet 
Transform (DWT) and Schur transform alongside Particle 
Swarm Bacterial Foraging Optimization Algorithm (PSBFO). 
The scheme is robust against signal attacks and compression 
and shows transparency from the simulation results. 

Fares et al. [23] proposed a MIW approach based on 
Discrete Cosine Transform (DCT) and DWT for protecting 
patient data. The scheme proposes two approaches. The first 
approach combines DCT and Schur Decomposition (SD) and 
performs integration in medium frequencies thus achieving a 
good compromise between visual quality and robustness. The 
second approach combines SD and DWT to achieve a robust 
watermark distribution. The proposed schemes maintain good 
visual quality and are robust against attacks. The capacity of 
the first approach is 682 bits which correspond to 85 characters 
only. Therefore, the capacity of the first approach is limited. 
The second approach conceals 1024 bits equivalent to 128 
characters. Therefore, the capacity of the second approach is 
certainly reduced. 

III. METHODOLOGY 

A fragile Medical Image Watermarking (MIW) scheme is 
presented for detecting both intentional and unintentional 
manipulations and ensuring the authenticity and integrity of 
DICOM medical images. The approach also presents a separate 
low degradation side information processing algorithm to 
handle overflow. The sub-sections are as follows. 

A. Watermark Creation and Compression 

There exist several ways for creating an authentication 
watermark [24]. The DICOM files consist of image data and 
metadata in a single .dcm file. The metadata contains patient 
information, image dimensions, parameters of modality 
acquisition and operator identification [24]. The scheme uses 
the metadata of DICOM images as the authentication 
watermark. It also employs the Secure Hash Algorithm (SHA) 
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-256 to compute the integrity watermark. This is a patent 
cryptographic hash function used in data integrity and digital 
certificates [25]. The output is a 64-digit hexadecimal number 
and is strong, and easy to compute [25]. The method detects 
manipulations by comparing the hidden and extracted integrity 
watermark. It also combines the authentication and integrity 
watermark to form the total watermark. The text string is 
compressed to a binary string using the Lempel Ziv -77 
compression algorithm. Table I shows a summary of the 
watermark creation and compression data features. 

TABLE I. WATERMARK CREATION AND COMPRESSION DATA FEATURE 

Type of 

Watermark 
Creation 

Minimum size 

in bits 

Maximum 

size in bits 

Integrity SHA-256 500 550 

Authenticity Metadata 22000 25000 

Total Watermark 
Authenticity + 

Integrity 
22500 25550 

B. Image Prediction 

Any image pixel is predictable using an expression that 
constitutes its neighboring pixels [26]. The hiding capacity of 
prediction-error expansion depends on how close the predicted 
image resembles the original image. Medical images are 
characterized by a large smooth area, unlike other images and 
hiding the watermark in these areas is less distinguishable by 
the human visual system [4]. The scheme predicts the smooth 
areas of the medical image with zero error or values close to 
zero and non-smooth areas with large error values using (1). 
The predicted pixel is 𝑝𝑖𝑗 . 

𝑝𝑖𝑗 = ⌊

𝑝𝑖−1𝑗.𝑝𝑖 𝑗−1

𝑝𝑖−1 𝑗−1
     0 ∉ ( 𝑝𝑖−1𝑗 , 𝑝𝑖 𝑗−1, 𝑝𝑖−1 𝑗−1) 

𝑝𝑖−1𝑗 + 𝑝𝑖 𝑗−1 − 𝑝𝑖−1 𝑗−1     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                         
⌋ (1) 

C. Image Segmentation 

There exist several techniques to segment medical images 
into ROI and RONI. The techniques can be manual, like use of 
polygons and freehand sketching, or automatic. A radiographer 
divides a medical image using a technique of his/her choice. 
The scheme automatically segments the medical image using a 
thresholding technique that utilizes the mean of pixels and 
morphological operations. The specific medical image 
segmentation procedure is as follows. 

1) Load the medical image MI. 

2) Compute the mean of all pixels and consider it as the 

initial threshold TO. 

3) Divide the pixels into two groups such that pixels 

greater than TO form the ROI, otherwise RONI. 

4) Compute the mean of ROI MROI and RONI MRONI 

separately. 

5) Compute the new threshold T1 as the average of MROI 

and MRONI. 

6) Repeat steps (iv) and (v) until the new threshold 

converges. 

7) Convert the medical image into a binary image using 

the last threshold by making all pixels less than it black 

otherwise white. 

8) Perform morphological filtering on the binary image 

obtained from step (vii). 

9) Perform region filling on the binary image from step 

(viii). 

10) Display the binary image. 

11) Obtain the indices MI0 and MI1 corresponding to the 

pixels with values 0 and 1 of the binary image, respectively. 

12) The RONI and ROI of the medical image correspond to 

M10 and MI1 respectively. 

D. Prediction Error Nonlinear Difference Expansion 

The basic prediction error difference expansion first 
proposed by [27] is given as follows; 

Let 𝑝𝑖𝑗  be the pixels of the original image and 𝑝̂𝑖𝑗  be the 

predicted pixel. The prediction error is computed as; 

𝑒𝑖𝑗 = 𝑝𝑖𝑗 − 𝑝̂𝑖𝑗                  (2) 

Let 𝑏𝑖  be a binary watermark. The watermark bits are 
embedded by expanding the prediction error as; 

𝑒′
𝑖𝑗 = 2𝑒𝑖𝑗 + 𝑏𝑖    𝑤ℎ𝑒𝑟𝑒  𝑏𝑖 = 0   𝑜𝑟  1             (3) 

Let 𝑇 > 0, be the threshold to increase capacity and control 
degradation. It is directly proportional to degradation and 
capacity but inversely proportional to visual quality. The 
threshold T can be varied from 1 to the maximum possible gray 
intensity value of an image. The watermarked pixels are given 
by (4). 

𝑝′
𝑖𝑗

= 𝑝̂𝑖𝑗 + 𝑒′
𝑖𝑗    𝑖𝑓  𝑒𝑖𝑗 < 𝑇              (4) 

If |𝑒𝑖𝑗| ≥ 𝑇  , the pixels cannot carry a watermark bit and 

are shifted to provide a greater prediction error than the carrier 
pixels at detection using (5). 

𝑝′
𝑖𝑗

= {
𝑝𝑖𝑗 + 𝑇               𝑖𝑓  𝑒𝑖𝑗 ≥ 𝑇 

𝑝𝑖𝑗 − (𝑇 − 1)     𝑖𝑓 𝑒𝑖𝑗 < −𝑇 
             (5) 

The embedding threshold and the predicted image are 
transmitted as side information alongside the watermarked 
image to the receiver [26]. The problem of overflow and 
underflow is re-solved by creating a location map or using flag 
bits [26-28]. At detection, if the same predicted value for the 
original image is available, then the error is computed as in (6). 
𝑝̅

𝑖𝑗
 is the received image. 

𝑒̅𝑖𝑗 = 𝑝̅𝑖𝑗 − 𝑝̂𝑖𝑗                  (6) 

The prediction error differentiates the embedded and 
shifted pixels. If −2𝑇 ≤ 𝑒̅𝑖𝑗 ≤ 2𝑇 + 1 , then it is a carrier pixel 

and the error is computed as 𝑒̅𝑖𝑗 = 2𝑒𝑖𝑗 + 𝑏 , where b is the 

least significant bit of 𝑒̅𝑖𝑗. The original and shifted pixels are 

recovered as in (7) and (8) respectively. 

𝑝𝑖𝑗 =
𝑝̅𝑖𝑗+𝑝𝑖𝑗−𝑏

2
                 (7) 

𝑝𝑖𝑗 = {
𝑝̅𝑖𝑗 − 𝑇

𝑝̅𝑖𝑗 + (𝑇 − 1)
              (8) 
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To overcome the challenge of high degradation caused by 
increasing T while increasing capacity, the transmission of the 

predicted image and T as side information, overflow and 
underflow in the basic prediction error linear difference 
expansion, the scheme uses a prediction error nonlinear 
difference expansion. It uses systematic multiple predictions 
and expansions of the zero - prediction error. The binary 
watermark is divided into sections equal to the number of 
expansions. The original image is predicted using (1). The 
error is computed using (2). The carrier and non-carrier pixels 
are embedded and shifted as in (9) and (10) respectively. 

𝑝′
𝑖𝑗

= 𝑝𝑖𝑗 + 𝑏𝑖    𝑖𝑓 𝑒𝑖𝑗 = 0     𝑤ℎ𝑒𝑟𝑒  𝑏𝑖 = 0  𝑜𝑟  1           (9) 

𝑝′
𝑖𝑗

= {
𝑝𝑖𝑗 + 1 𝑒𝑖𝑗 ≥ 1

𝑝𝑖𝑗 𝑒𝑖𝑗 ≤ −1
           (10) 

The first row and column are not used in embedding. The 
rest of the rows and columns are embedded in intervals of two 
pixels, with the initial pixels being P22, P23, P32 and P33 until all 
the other pixels are used in embedding the watermark. The 
image is predicted in each initial pixel embedding stage. This is 
the prediction error-linear difference expansion (PE-LDE) with 
a threshold T=1. To increase capacity with low distortion, 
unlike the basic prediction error difference expansion which 
increases T, the scheme uses a prediction error quadratic 
difference expansion (PE-QDE) considered as a cascade of the 
PE-LDE described as follows: 

The image 𝑝′
𝑖𝑗

 is used again to perform PE-QDE and is 

predicted using (1) to obtain 𝑝̂
′

𝑖𝑗
. The error is computed as; 

𝑒′
𝑖𝑗 = 𝑝′

𝑖𝑗
− 𝑝̂′

𝑖𝑗
             (11) 

Let  𝑏′
𝑖 be the watermark to be embedded in PE-QDE. The 

carrier and non-carrier pixel are embedded and shifted as in 
(12) and (13) respectively. 

𝑝″
𝑖𝑗

= 𝑝′
𝑖𝑗

+ 𝑏′
𝑖   𝑖𝑓 𝑒′

𝑖𝑗 = 0     𝑤ℎ𝑒𝑟𝑒  𝑏′
𝑖 = 0  𝑜𝑟  1         (12) 

𝑝″
𝑖𝑗

= {
𝑝′

𝑖𝑗
+ 1 𝑒′

𝑖𝑗 ≥ 1

𝑝′
𝑖𝑗

𝑒′
𝑖𝑗 ≤ −1

            (13) 

The embedding in PE-QDE follows the same order as in 
PE-LDE. The process is repeated so as to increase the capacity 
at low distortion until saturation is reached. 

 The watermarked image is predicted at the reception using 
the same prediction technique used in embedding. During 
extraction, at any instance of image prediction that corresponds 
to an image prediction during embedding, the same predicted 
image is obtained. This guarantees reversibility. The error is 
computed as in (14). 𝑝̇𝑖𝑗 is the obtained predicted image. 

𝑒̇𝑖𝑗 = 𝑝″
𝑖𝑗

− 𝑝̇𝑖𝑗                (14) 

The error obtained is the same as the expanded error in the 
last embedding stage of initial pixel P33 in PE-QDE. If the 𝑒̇𝑖𝑗 

is either 0 or 1 then it is a carrier pixel, else a non-carrier pixel. 
For carrier pixels, the watermark is extracted as follows. 

𝑏 = 𝑒̇𝑖𝑗                 (15) 

The carrier and non-carrier pixels are recovered as; 

𝑝′
𝑖𝑗

= {

𝑝″
𝑖𝑗

− 𝑏

𝑝″
𝑖𝑗

− 1

𝑝″
𝑖𝑗

     𝑖𝑓 𝑒̇𝑖𝑗  𝑖𝑠 0 or 1 

𝑖𝑓  𝑒̇𝑖𝑗 > 1

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

            (16) 

The first row and column remain unaltered as it is not used 
in embedding. The rest of the rows and columns are extracted 
in intervals of two pixels with the initial pixels being P33, P32, 
P23 and P22, an inverse order to that of embedding. This is the 
inverse PE-QDE. The inverse PE-LDE is as follows; 

The image 𝑝′
𝑖𝑗

 is predicted using the same technique and 

the error is computed as in (17). 𝑝̈𝑖𝑗 is the obtained predicted 

image. 

𝑒̈𝑖𝑗 = 𝑝′
𝑖𝑗

− 𝑝̈𝑖𝑗               (17) 

If 𝑒̈𝑖𝑗 is either 0 or 1 then it is a carrier pixel else a non-

carrier pixel. For carrier pixels, the watermark is extracted as; 

𝑏 = 𝑒̈𝑖𝑗                 (18) 

The original carrier and non-carrier pixels are recovered as; 

𝑝𝑖𝑗 = {

𝑝′
𝑖𝑗

− 𝑏

𝑝′
𝑖𝑗

− 1

𝑝′
𝑖𝑗

     𝑖𝑓 𝑒̈𝑖𝑗 𝑖𝑠 0 or 1 

𝑖𝑓  𝑒̈𝑖𝑗 > 1

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

            (19) 

The inverse PE-LDE follows the same order as inverse PE-
QDE. Therefore, the binary watermark and the original image 
are restored. 

E. Watermark Encoding 

Fig. 1 shows the flow chart of the watermark embedding 
and the specific procedure is as follows: 

1) Read the DICOM file. 

2) Segment the image data using the segmentation 

procedure to obtain the binary mask. 

3) Obtain the authentication watermark (AW) from the 

DICOM metadata. 

4) Compute SHA-256 on the image data to get the 

integrity watermark (IW). 

5) Concatenate the authentication and integrity watermark 

to form the total watermark. 

6) Compress the total watermark using LZ-77 compression 

algorithm. 

7) Divide the binary watermark into sections equal to the 

knee point less one. 

8) Embed the first and second section of the binary 

watermark using the PE-LDE and PE-QDE respectively as 

described in section D to obtain the partial watermarked image. 

9) Using the binary mask obtained in step (ii), segment the 

partial watermarked image such that the RONI and ROI region 

of the partial watermarked image corresponds to ‘0’ and ‘1’ of 

the binary watermark respectively. 

10) Embed the third, fourth and fifth sections of the binary 

watermark using prediction error - third order difference 
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expansion (PE-TODE), prediction error -fourth order 

difference expansion (PE-FODE) and prediction error - fifth 

order difference expansion (PE-FIODE) respectively on RONI 

only. Consider these expansions as cascades of PE-LDE. 

11) Obtain the watermarked image which may exhibit 

overflow. 

 

Fig. 1. Flowchart of Watermark Embedding. 

F. Side Information Processing 

Overflow and underflow problems in reversible 
watermarking are essential as it can lead to irreversibility or 
heavy distortion. Overflow occurs when the maximum gray 
level is exceeded, while underflow occurs when the minimum 
gray level is exceeded. The scheme does not exhibit underflow 
as pixel intensity are not decreased during processing. 
However, the approach can exbibit overflow. The maximum 
overflow is equals to the number of expansions used during 
embedding. The scheme preserves the last prediction error 
expansion to hide the side information. The scheme considers 
the length of the watermark, segmentation threshold, and 
locations of maximum gray level and overflowed pixels as side 
information. The procedure for Side Information Processing 
(SIP) can be described as follows: 

1) Scan the watermark image and record the locations of 

maximum and overflowed gray levels. 

2) Modify the maximum and overflowed gray pixels by 

subtracting the number of expansions used in embedding. 

3) Concatenate the locations, segmentation threshold and 

length of the watermark and consider it as side information. 

4) Compress the side information. 

5) Hide the side information on the whole image using the 

last prediction error difference expansion. 

6) Finally, obtain the watermarked image that caries the 

watermark and side information without exhibiting overflow 

for transmission. 

G. Side Information Recovery 

The side information is first recovered at extraction and the 
maximum and overflowed pixels are restored before extracting 
the watermark. The side information is recovered using the 
following steps. 

1) Perform the sixth inverse prediction error difference 

expansion on the whole image to obtain the side information 

binary watermark. 

2) Decompress the side information binary watermark. 

3) Modify the locations obtained in step (ii) by adding the 

number of expansions used in embedding to restore the 

overflowed watermark image. 

H. Watermark Extraction 

Fig. 2 shows a flow chart of the watermark extraction and 
the specific procedure is as follows: 

1) Using the side information recovery procedure, recover 

the side information and restore the maximum and overflowed 

pixels. 

2) Separate the RONI and ROI of the watermarked image 

using the segmentation procedure. Use the recovered 

segmentation threshold 

3) Extract the fifth, fourth and third sections of the binary 

watermark using inverse PE-FIODE, PE-FODE and PE- 

TODE respectively on the RONI only to recover the partial 

watermarked image 

4) Extract the second and first sections of the binary 

watermark using inverse PE-QDE and PE-LDE respectively on 

the whole image to recover the original image 

5) Concatenate the recovered sections of the binary 

watermark and decompress using LZ-77 decompression 

algorithm 

6) Compare the recovered and hidden authenticity 

watermark for authentication verification 

7) Compute the SHA-256 of the recovered image and 

compare it with the hidden integrity watermark to verify that 

the image has been transmitted without manipulation. 

I. Performance Measures 

The proposed scheme is evaluated in terms of capacity, 
imperceptibility, reversibility and robustness to provide a fair 
comparison with other relevant schemes. The capacity of the 
proposed scheme in bits per pixel (bpp) is computed using 
(20). The capacity of the scheme depends on the accurate 
prediction of the image. To increase capacity, systematic 
multiple predictions and expansions are employed. 

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑓𝑜𝑟 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔

𝑠𝑖𝑧𝑒 𝑜𝑓 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑖𝑚𝑎𝑔𝑒
           (20) 
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Fig. 2. Flowchart of Watermark Extraction and Verification. 

The imperceptibility of the scheme is evaluated using 
PSNR, SSIM and Image Fidelity (IF) between the original and 
watermarked image. The PSNR, SSIM and IF are computed 
using (21), (22) and (23) respectively. The 𝐼  and 𝐼′ of the 
equations represent the original and watermarked image 
respectively and (i, j) are the coordinates of pixels in these 
images. The images are of dimensions M x N. 

𝑃𝑆𝑁𝑅(𝐼, 𝐼′) = 10 × log10
𝐻𝑃2.𝑀 .𝑁

∑ ∑ (𝐼(𝑖,𝑗)−𝐼′(𝑖,𝑗))
𝑀−1
𝑗=0

𝑁−1

𝑖=0

2          (21) 

Where HP is the highest possible pixel value for the images. 
PSNR values range between 0 and +∞. A higher PSNR value 
shows low image distortion and high visual quality. 

𝑆𝑆𝐼𝑀(𝐼, 𝐼′) =
(2𝜇𝐼𝜇

𝐼′+𝐶1)(2𝜎
𝐼𝐼′+𝐶2)

(𝜇𝐼
2+𝜇

𝐼′
2 +𝐶1)(𝜎𝐼

2+𝜎
𝐼′
2 +𝐶2)

            (22) 

Where 𝜇𝐼 ,  𝜇𝐼′ are the averages of 𝐼,  𝐼′ respectively, 𝜎𝐼 ,  𝜎𝐼′ 
are variances of 𝐼,  𝐼′ respectively, 𝐶1,  𝐶2  are balancing 
constants and 2𝜎𝐼𝐼′  are the covariance for 𝐼,  𝐼′  respectively. 
The SSIM is a quality measure based on Human Visual System 
to measure image distortion in structural information. Its values 
lie between 0 and 1. An SSIM of 1 indicates complete 
similarity. 

𝐼𝐹 = 1 −

∑ ∑ (𝐼(𝑖,𝑗)−𝐼′(𝑖,𝑗))
𝑀−1

𝑗=0

𝑁−1

𝑖=1

∑ ∑ (𝐼(𝑖,𝑗))
2𝑀−1

𝑗=0

𝑁−1

𝑖=0

            (23) 

The IF parameter measures similarity between two images. 
An IF value of 1 between two images indicates that they are 
similar. 

At extraction, the proposed scheme evaluates the 
reversibility of the image and the watermark. In evaluating the 
reversibility of the image, PSNR and Root Mean Square Error 
(RMSE) between the extracted and original image are used to 
verify that two images are 100% numerically identical. The 
RMSE is computed using (24). 

𝑅𝑀𝑆𝐸(𝐼, 𝐼′) =
√∑ ∑ (𝐼(𝑖,𝑗)−𝐼′(𝑖,𝑗))

𝑀−1
𝑗=0

𝑁−1

𝑖=0

2

𝑀 . 𝑁
          (24) 

 A PSNR and RMSE of +∞ and 0 respectively indicate that 
the image has been recovered without any loss else otherwise. 
In evaluating the watermark reversibility, Accuracy Ratio (AR) 
and Bit Error Rate (BER) between the embedded and extracted 
binary string is used. The BER and AR are computed as; 

𝐵𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 𝑏𝑖𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠
             (25) 

𝐴𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑏𝑖𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠
             (26) 

A BER and AR value of 0 and 1 respectively indicate that 
the watermark has been recovered without any loss. The 
scheme also computes the BER between the original and 
extracted binary watermark as in (25) to evaluate robustness 
against attacks. A BER value closer to 0 indicate stronger 
robustness. 

IV. RESULTS AND DISCUSSION 

A. Experimental Setup 

The experimental results were obtained using a PC with an 
Intel CPU of 2.6 GHz and 8GB RAM. The scheme was 
implemented in MATLAB 2021a to test the reversibility, 
imperceptibility, robustness and capacity. A set of 270 medical 
images in DICOM format comprising of 30 brain Magnetic 
Resonance Images (MRI) images, 30 cervix MRI images, 30 
kidney Computed Tomography (CT) images, 30 lung CT 
images, 30 chest Digital Radiography (DX) images, 30 breast 
Mammography (MG) images, 30 liver Ultrasound (US) 
images, 30 chest Computed Radiology (CR) images and 30 
headneck Positron emission tomography (PT) images were 
obtained from [29-30]. All images were 16 bpp and were re-
sized to 512 x 512. 

B. Imperceptibility 

The imperceptibility of the scheme was evaluated using 
PSNR, SSIM and IF and the results given in Table II. The 
minimum PSNR value between the original and watermarked 
images is 83.0 dB, which is above the acceptable benchmark 
value of 40 dB [5] and the perceptual boundary of 82 dB [4] 
for the human visual system. Qasim et al. [4] conducted a 
relative Visual Grading Analysis (VGA) trial and determined 
that the modification of images to 82 dB or higher is 
unnoticeable to all observers. Therefore, the original and 
watermarked image are visually indistinguishable by the 
human eye. The SSIM and IF are either unity or close to unity 
indicating that the watermarked was hidden invisibly. A small 
set of the medical images and their corresponding watermarked 
images are shown in Fig. 3. 
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TABLE II. EVALUATION OF THE WATERMARKED IMAGES 

Body Part Examined 

(Modality) 

No of images 

used 

Capacity (bpp) PSNR 
SSIM 

IF 

Minimum Maximum Minimum Maximum Minimum Maximum 

1. Brain (MRI) 30 0.47 0.93 84.5 85.5 1.00 0.93 0.99 

2. Cervix (MRI) 30 0.98 1.21 83.8 85.0 1.00 0.96 0.98 

3. Kidney (CT) 30 0.44 0.76 83.8 84.4 1.00 0.97 0.99 

4. Lung (CT) 30 0.43 0.45 83.3 84.5 1.00 1.00 1.00 

5. Chest (DX) 30 0.41 0.52 83.2 85.9 1.00 1.00 1.00 

6. Breast (MG) 30 0.55 1.00 83.6 86.0 1.00 1.00 1.00 

7. Liver (US) 30 0.62 0.85 83.8 85.6 1.00 0.95 0.99 

8. Chest (CR) 30 0.41 0.53 83.8 86.2 1.00 1.00 1.00 

9. Headneck(PT) 30 0.66 0.87 83.0 84.3 1.00 1.00 1.00 

Overall Performance 270 0.41 1.21 83.0 86.2 1.00 0.93 1.00 

 

Fig. 3. Sample Medical Images and their Corresponding Watermarked 

Images. (a) MRI Brain, (b) MRI Cervix, (c) CT Kidney, (d) CT Lung, (e) DX 
Chest, (f) MG Breast, (g) US Liver, (h) CR Chest, (i) PT Headneck, [32-33]. 

C. Reversibility 

The reversibility of the scheme was assessed at reception 
for both the extracted image and the watermark. The BER and 
AR values between the embedded and extracted binary 
watermark were used to evaluate the watermark reversibility. 
The values of zero and one respectively were obtained, 
demonstrating that the watermark was extracted without loss. 
This is a confirmation of the integrity and authenticity of the 
watermark. At the reception, the medical image is restored for 
diagnosis. The PSNR, RMSE, SSIM and IF between the 
original and extracted image were used to evaluate the image 
reversibility. The PSNR and RMSE values were positive 
infinity and zero respectively indicating that the two images are 
100% numerically identical. The SSIM and IF were both unity 
demonstrating that the extracted image is identical to the 
original image. 

D. Capacity 

The binary watermark is encoded in the zero error pixels. 
To increase capacity, the number of iterations is increased. For 
the first and second iteration, that is the PE-LDE and PE-QDE, 
the binary watermark is encoded in the whole image, while for 
iterations above two, the binary watermark is encoded in the 
RONI only. A binary image obtained from the image 
segmentation procedure is used to distinguish the ROI from the 
RONI. This controls degradation in ROI as increasing capacity 
distorts the watermarked image. Fig. 4 shows the capacity of 
the scheme versus the number of iterations. 

In Fig. 4, the capacity of the scheme increases steadily with 
an increase in the number of iterations until the knee point. 
After the knee point, increasing the number of iterations results 
in a low increase in capacity but still degrades the image due to 
the shifting of non-carrier pixels. The complexity of the 
approach and consequently the computational time increases 
with an increase in the number of iterations. After 30 iterations, 
an increase in the number of iterations increases capacity by 
less than 0.001bpp. This is the saturation point of the scheme. 
The scheme limits the number of iterations to 6 which 
correspond to the knee point. The capacity created in the 6th 
iteration hides the side information and is performed on both 
RONI and ROI. Fig. 5 shows PSNR as a function of capacity. 

 

Fig. 4. Capacity v/s Number of Iterations. 
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Fig. 5. PSNR v/s Capacity. 

From Fig. 5, it can be noted that an increase in capacity 
distorts the watermarked image. An increase in capacity 
degrades the image until saturation. After saturation, increasing 
the number of iterations results in a negligible increase in 
capacity but continues to degrade the image due to the shifting 
of non-carrier pixels. Table III shows the specific number of 
bits in Kbytes hidden and the resultant PSNR for the images in 
Fig. 3. The cervix MRI image had the highest capacity of 36.57 
Kbytes, while the lung CT had the lowest capacity of 12.87 
Kbytes. Fig. 6 shows a sample binary image of MRI image (a) 
shown in Fig. 3. 

 

Fig. 6. Binary Image of MRI Image in Fig. 3 (a). 

E. Robustness 

The robustness of the scheme was assessed using BER 
between the encoded and extracted binary watermark under 
various attacks. The average PSNR and BER of the scheme 
under various intentional and unintentional attacks are shown 

in Table IV. In this table, adding or removing a region illustrate 
intentional attacks while the rest demonstrate unintentional 
attacks. The integrity and authenticity of the medical images 
are confirmed when the encoded and extracted watermark are 
completely identical. However, intentional and unintentional 
manipulations on the medical image result in a mismatch 
between the encoded and extracted watermark. The latter are 
malicious manipulations where a region is added or removed 
while the former are accidental manipulations occurring during 
transmission. The reversibility of the medical image under 
various attacks was also assessed using PSNR. The PSNR 
obtained for each image under attack was not positive infinity, 
indicating that the original medical image was not recovered. 
The BER obtained under various attacks for each image was 
non-zero, demonstrating a mismatch between the encoded and 
extracted watermark. Therefore, the authenticity and integrity 
of the medical images under attack is not confirmed. This 
shows that the approach is fragile to manipulations. 

F. Comparison with Relevant Schemes 

The developed scheme has been compared with other 
relevant MIW schemes as shown in Table V and Table VI. 

The approaches are compared in terms of location map, 
reversibility, capacity and visual quality. The developed 
approach uses a non-linear difference expansion that does not 
need a location map at the extraction for recovery of the 
watermark and the image to guarantee reversibility thus is 
better than the approach [12]. The side information of the 
developed approach is hidden in the last iteration leading to a 
low degradation approach to handle the overflow. The 
developed scheme performs better than the scheme reported in 
[19] in terms of reversibility as it recovers the whole image 
while the former recovers only the ROI. The medical image is 
restored in its pristine state in the developed approach. 
Additionally, it gives a higher performance than schemes [19] 
and [22-23] in terms of capacity as it achieves a higher 
capacity at a lower degradation. Also, the developed scheme 
achieved the highest PSNR of 83.0 to 86.2 dB and a SSIM of 
unity compared to the scheme [12] and [19-23], demonstrating 
a better visual quality. 

TABLE III. SPECIFIC NUMBER OF BITS HIDDEN IN EACH ITERATION AND THE RESULTANT PSNR FOR THE MEDICAL IMAGES SHOWN IN FIG. 3. ‘C’ REPRESENTS 

CAPACITY IN K BYTES 

Body part examined 

PE-LDE PE-QDE PE-TODE PE-FODE PE-FIODE S I P Total 

Bits 

Hidden 
C 
(kB) 

PSNR 
(dB) 

C 
(kB) 

PSNR 
(dB) 

C 
(kB) 

PSNR 
(dB) 

C 
(kB) 

PSNR 
(dB) 

C 
(kB) 

PSNR 
(dB) 

C 
(kB) 

PSNR 

(dB) 

1. Brain (MRI) 16.96 100.3 6.67 94.6 2.96 91.0 1.70 88.4 1.08 86.4 0.79 84.8 30.16 

2. Cervix (MRI) 17.53 99.6 8.20 93.8 4.47 90.3 2.86 87.8 2.00 85.9 1.51 84.3 36.57 

3. Kidney (CT) 12.49 99.6 4.72 93.6 2.20 90.1 1.35 87.6 0.80 85.0 0.53 84.0 22.09 

4. Lung (CT) 7.25 99.6 2.92 93.6 1.25 90.1 0.63 87.6 0.50 85.6 0.32 84.0 12.87 

5. Chest (DX) 7.34 99.4 3.58 93.4 1.15 89.9 0.80 87.4 0.66 85.5 0.29 83.9 13.82 

6. Breast (MG) 14.43 100.3 6.28 94.4 2.72 90.8 1.44 88.2 0.92 86.2 0.61 84.5 26.40 

7. Liver (US) 14.57 100.3 5.68 94.5 2.47 90.9 1.41 88.3 0.91 86.3 0.69 84.7 25.73 

8. Chest (CR) 7.19 99.4 3.34 93.4 1.55 89.9 0.70 87.4 0.73 85.4 0.26 83.9 13.77 

9. Headneck (PT) 14.04 100.0 5.91 94.2 2.73 90.7 1.56 88.2 1.01 86.2 0.71 84.5 25.96 
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TABLE IV. AVERAGE PSNR AND BER OF THE PROPOSED SCHEME UNDER ATTACKS 

Attack type Parameter PSNR BER 

Resizing 0.8 - 0.47 

Rotation and cropping -3° 51.9 0.46 

Brightness adjustment - 12.7 0.56 

Histogram equalization - 9.3 0.52 

Gaussian noise Mean=0.003 Variance=0.001 31.2 0.49 

Salt and pepper noise Density=0.09 19.1 0.58 

JPEG compression Quality factor=80 48.9 0.41 

Median filter Window= 5 x 5 68.7 0.48 

Average filter Window= 3 x 3 68.6 0.43 

Adding a region - 57.2 0.42 

Removing a region - 57.1 0.44 

TABLE V. PERFORMANCE COMPARISON OF THE PROPOSED SCHEME WITH OTHER RECENT RELEVANT SCHEMES. RCSP STANDS FOR RESIDUE WITH 

CHAOTICALLY SELECTED PIXELS 

Approach 

 Year 

Medical Image 

Segmentation 

Hiding 

Region 

Hiding 

Technique 

Location 

map 
Reversible 

Capacity 

(bpp) 

Visual Quality 

PSNR SSIM 

Roček et al. [12] 

 
Automatic 

ROI 

RONI 

DT-CWT 

LSB 
YES YES 

ROI 

Dependent 
Average = 81 Average = 1 

Gao et al. [19] Automatic 
ROI 

RONI 

HS 

LSB 
NO 

YES ONLY 

ROI 
0.08 to 0.35 24.5 to 30.5 0.92 to 0.98 

Atta-ur-Rehman et 

al. [20] 
No segmentation 

Whole 

Image 
RCSP NO YES --- Average = 71.1 --- 

Liu et al. [21] Automatic 
Whole 

Image 

ST 

SVD 
NO YES --- Average = 41.3 Average = 0.96 

Swaraja et al. [22] Automatic 
ROI 
RONI 

DWT 
PSBFO 

NO YES 0.76 to 1.00 Average = 34.5 --- 

Fares et al. [23] No segmentation 
Whole 

Image 

DCT- Schur NO YES 6.50 x 10-4 Average = 48.0 Average = 1. 

DWT- Schur NO YES 9.77 x 10-4 Average = 49.2 Average = 1 

Proposed 

Approach 
Automatic 

ROI 

RONI 

PE 

NDE 
NO YES 0.41 to 1.21 83.0 to 86.2 Average = 1 

TABLE VI. FURTHER COMPARISON OF THE PROPOSED SCHEME TO OTHER 

RELEVANT SCHEMES 

Description Jun [28] Jaiswal [31] Kang [32] 
Proposed 

Scheme 

Capacity (bpp) 0.25 0.48 1.00 0.70 

PSNR 58.8489 49.4970 51.6190 84.34 

The developed scheme is further compared to a linear 
difference expansion scheme [28], a prediction-error linear 
difference expansion scheme [31] and a fragile SVD with 
grouped block-based scheme [32]. The average performance in 
terms of PSNR and Capacity in bpp for the medical images 
shown in Fig. 3 are used for comparison. The scheme has a 
better performance than schemes in [28] and [31] in terms of 
capacity as it has a higher payload. The scheme has a better 
performance than the scheme [28] and [31-32] in terms of 
visual quality as it has the highest PSNR value. 

V. CONCLUSION 

An imperceptible and reversible watermarking scheme 
based on prediction error and non-linear difference expansion 
to ensure integrity, authenticity and detect manipulations on 

DICOM medical images has been proposed. The experimental 
results obtained demonstrate that the approach is reversible and 
provides remarkable visual quality and capacity. The scheme 
yields PSNR values which are above the benchmark value and 
the perceptual boundary, demonstrating that it is imperceptible. 
The approach is fragile to manipulations making it suitable for 
detecting them. The approach also yields superior performance 
in terms of visual quality and compares favorably in terms of 
capacity to schemes available in the literature. It also yields 
superior results compared to other linear difference expansion-
based schemes, demonstrating that the nonlinear difference 
expansion is superior to linear difference expansion in capacity 
and visual quality. The future work will involve developing a 
watermarking system that will not only detect manipulation but 
also restore the tampered regions. 
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Abstract—This article presents a framework for physical 

internet hubs inbound containers forecasting based on deep 

learning and time series analysis. The inbound containers 

forecasting is essential for planning, scheduling, and resources 

allocation. The proposed framework consists of three main 

phases. First, the inbound historical transaction has been 

processed to find out the training window size (lags) using auto 

correlation function (ACF) and partial autocorrelation function 

(PACF). Second, the framework uses convolutional neural 

network (CNN) and recurrent neural network (RNN) as training 

networks for the historical time series data in two techniques. 

The proposed framework uses univariate and multivariate time 

series analysis to explore the maximum forecasting outcomes. 

Last, the framework measures the accuracy and compares the 

forecasting output using mean absolute error matrix (MAE) for 

both approaches. The experiments illustrated that RNN forecasts 

univariate inbound transaction with total 5.0954 MAE rather 

than 5.0236 for CNN. The CNN outperforms multivariate 

inbound containers forecasting with 0.7978 MAE. All the results 

has been compared with autoregressive integrated moving 

average (ARIMA) and support vector machine (SVR). 

Keywords—Physical internet hubs (π hubs); deep learning; 

convolutional neural network (CNN); recurrent neural network 

(RNN); time series forecasting 

I. INTRODUCTION 

All Physical internet (π) is a global logistics system first 
introduced by [1] in the early of this decade. The main 
objective of the physical internet is to connect all the logistics 
partners (customers, suppliers, shippers) in an intelligent way. 
π Hub is one of the main milestones in the future logistics 
network. π hub is responsible for distributing goods and items 
through the logistics network. These hubs should be managed 
and controlled in an intelligent manner to perform the complex 
logistics challenges. Scheduling and resources localization are 
two of these challenges. Also, moving items in and out the hub 
requires clear vision and scalable solutions [2]. Machine 
learning gives the researchers the ability to contribute solutions 
in different research fields. Machine learning, especially deep 
learning proposed research outperformed in classification, 
clustering, and regression analysis [2]. 

In 2012 [3] proposed the main functions that should be in 
any railway πhub. These functions have been measured using 
key performance indicators. These indicators measure the 
performance of the proposed design of the πhub through three 
perspectives. The first is from the customer's perspective. The 
second is suppliers’ point of view. The last indicators measure 
the railway worker's satisfaction. The researchers in this case 

study faced some challenges such as determining the number 
of containers that will be inbound in a certain πhub. They 
assumed that 30% of containers on each train will be unloaded 
and reloaded by others in stock containers. Then they 
calculated the estimated unload and reload time to this 
assumption. They also calculated the required time to unload 
and reload all the containers for the entire train. Starting from 
this challenge we tried to forecast the actual or near actual 
containers flow through the πhub. The objective of this 
research is to integrate two deep learning training networks 
with a physical internet providing framework for inbound 
containers forecasting. This framework will forecast the flow 
of goods and items through the π hub based on historical time 
series data. Based on time series analysis and deep learning 
techniques we propose this framework to be a guide for πhub 
resource management system aiming to achieve high accuracy 
with minimum inbound forecasting error. 

The prediction process is one of the most difficult 
operations because it is subject to several variables, which 
makes choosing the appropriate algorithms to solve this 
problem very important. Some of the current prediction 
algorithms lack self-learning, such as linear and non-linear 
systems and moving average. And because of the strength in 
the field of deep learning in a number of areas, especially 
machine learning, drones, autonomous cars, computer vision 
and other fields, the research team decided to use deep learning 
algorithms in this research. 

This article is divided into several parts. The first part 
provides an overview of some concepts, previous studies and 
some current analysis methods for time series. The researcher 
also presents in the first part of the article some methods of 
deep learning. As for the second part of the article, it presents 
the proposed framework for forecasting future inbound 
containers quantities in the short term, based on some previous 
data. As for the third part, it presents the results of the 
established experiments, their analysis and comparison with 
some of the current methods of prediction. 

II. THEORETICAL BACKGROUND 

The following section discusses briefly the main concept of 
physical internet, time series analysis, recurrent neural 
network, and convolutional neural network respectively. Some 
related studies will be discussed in section. 

A. Physical Internet 

Physical internet is a global open logistic system. Physical 
internet's main objective is to encapsulate interfaces and 
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protocols to manage physical, digital, and operational 
interconnectivity of the recent logistic functions through one 
global system. New containers, movers, nodes, and hubs have 
been proposed. Through a series of proposed standards and 
functions designs which replaced or integrated with the current 
logistics infrastructure that will replace the entire logistics 
system by 2050 [1]. The Physical Internet is structured in a 
similar way to data packets sent via the standard digital 
Internet. This notion fundamentally alters how commodities 
are designed, relocated, and distributed today. This approach, 
in which the items relocation process is known and 
implemented in an optimal and efficient manner at each 
relocation stage, is critical for all supply chain players. Prior to 
the start of the procedure, it was ensured that it would be 
transparent, efficient, and ecologically friendly [4]. The 
Physical Internet's goal entails enclosing commodities in smart, 
eco-friendly, and adaptable containers ranging in size from a 
shipping container to a little box. It therefore generalizes the 
marine container, which has shaped ships and ports to 
accommodate globalization, and extends containerization to 
logistical services in general. Instead of a warehouse or a truck, 
the Physical Internet relocates the private space's boundary to 
the inside of a container. These modular containers will be 
continuously monitored and directed using the Internet of 
Things to take advantage of their digital interconnection [1,4]. 
Each π container has a unique global identifier, such as the 
MAC address in the Ethernet network and the digital Internet, 
from an informational standpoint. This identifier is physically 
and digitally attached to each π container to ensure 
identification reliability and efficiency. Each π container has a 
smart tag attached to it that acts as its representative agent. 
Through the Physical Internet, it helps to ensure container 
identification, integrity, routing, conditioning, monitoring, 
traceability, and security. Smart tagging allows for the 
distributed automation of a wide range of handling, storage, 
and routing tasks. 

B. Time Series Analysis 

Before going further in our forecasting case study, it is 
essential to briefly illustrate the term time series data analysis 
which is the core foundation of our study. Time series data is 
recording of processes and observations varies over time. 
These observations can either be recorded in continuous points 
or as a set of discrete observations sequentially. These 
observations are exposed to trending, cyclical, seasonality and 
irregular variations. The trend of the observed data may be 
positive or negative in other word increasing or decreasing of 
data values over time. The cycle is a repetition of data behavior 
over a long time. The seasonality is a regular fluctuation of the 
observations at the same week, month or quarter every year. 
The irregularity in the time series data may happen for more 
than one reason. It could be because of noise, outliers, wrong 
data entry or sudden increase or decrease of observations value. 
Different analysis methods and techniques had been proposed 
over years. Time series consists of modeling mathematical 
descriptions estimating separately the four components 
independently. Time series analysis could be presented 
statistically in two approaches. The first approach is univariate 
analysis. The univariate approach is the analysis of single 
variable. The second approach is multivariate analysis 
approach. The multivariate approach is the analysis of two or 

more variables. These variables may be dependent or 
independent variables. Univariate time series are subject to 
descriptive statistical analysis such as central tendency (mode, 
median, and median). It also, subject to dispersion analysis 
such as (variance, range and standard deviation). Multivariate 
analysis is more suitable for real life applications because of its 
high conclusion accuracy. Multivariate includes more than one 
factor of independent variables that influence the variability of 
dependent variables. Multivariate analysis is computational 
intensive. The researchers over years proposed significant 
methods and approaches. Those methodologies can be 
distinguished as ARIMA and nonARIMA methods. Several 
ARIMA stochastic models has been introduced, such as 
autoregressive (AR), moving average (MA), autoregressive 
moving average (ARMA), ARIMA, seasonal ARIMA 
(SARIMA), autoregressive fractionally integrated moving 
average (ARFIMA), and autoregressive conditional 
heteroscedasticity (ARCH) [5]. The ARIMA method has often 
been utilized for various types of univariate time series for 
many years. The ARIMA method has been well developed 
which made this method used in many research fields. 
Recently, many researchers developed nonARIMA methods 
with artificial intelligence [5, 6]. ARIMA model has some back 
draws such as it is computationally costly. It has poor 
performance in Long-term forecasting. Also, seasonal time 
series are not supported by ARIMA model. Today, the use of 
deep learning (DL) techniques has become the most popular 
approach for many machine learning problems, including time 
series forecasting. Deep neural networks have shown a great 
potential to map complex non-ARIMA feature interactions. 
Deep learning models are an alternative solution for forecasting 
because of their accuracy [7, 8]. 

Other researcher used support vector machine in regression 
analysis despite of it has some major disadvantages such as it is 
ineffective for large datasets. The SVM will underperform if 
the number of features for each data point exceeds the number 
of training data samples [9]. 

C. Recurrent Neural Network 

A recurrent neural network (RNN) is a class of artificial 
neural networks (ANN) connections between nodes. RNN is 
made up of a set of nodes connected by edges, where the edges 
have a direction associated with them along with a temporal 
sequence. This allows it to exhibit temporal dynamic behavior. 
Derived from feed forward neural networks, RNNs can use 
their internal state (memory) to process variable length 
sequences of inputs [3]. RNNs are one of the most frequently 
utilized ANN architectures for time series prediction problems. 
They also become popular in natural language processing 
research. RNNs feedback architecture allows cells inherent the 
temporal sequence order and variables dependencies [9]. Long 
Short-Term Memory (LSTM) cell, Elman RNN cell, and the 
Gated Recurrent Unit (GRU) are the most popular RNN 
network architectures in time series modeling and forecasting 
[10]. 

D. Convolutional Neural Networks 

A convolutional neural network (CNN, or ConvNet) is a 
type of deep neural network that is most commonly used for 
image analysis [11]. Based on the shared-weight architecture of 
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the convolution kernels that scan the hidden layers and 
translation invariance properties, they are also known as shift 
invariant or space invariant artificial neural networks (SIANN). 
Multilayer perceptron are regularized variants of CNNs. 
Multilayer perceptron are completely linked networks in which 
each neuron in one layer communicates with all neurons in the 
subsequent layer. These networks' "complete connectivity" 
makes them vulnerable to data over fitting. Regularization 
methods commonly used include adjusting weights as the loss 
function is minimized and randomly trimming connections. 
CNNs take a different method to regularization: they take 
advantage of the hierarchical pattern in data and use smaller 
and simpler patterns embossed in the filters to assemble 
patterns of increasing complexity. As a result, CNNs are at the 
bottom end of the connectedness and complexity spectrum 
[12].This is accomplished by running a filter (or weight matrix) 
over the input and computing the dot product between the two 
at each location (i.e. a convolution between the input and 
filter). Because of this structure, the model can learn filters that 
recognise specific patterns in the incoming data. The idea 
behind using CNNs to anticipate time series values is to learn 
filters that reflect certain recurrent patterns in the series and use 
them to forecast future values. CNNs may function well on 
noisy series because of their layered structure, which allows 
them to eliminate noise in each subsequent layer and extract 
just the important patterns, comparable to neural networks that 
use wavelet transformed time series [13]. 

III. PROPOSED FRAMEWORK 

This framework consists of three phases. The first phase is 
data collection and preprocessing. In this task the framework 
collects, integrates, and preprocesses all the previous inbound 
transactions that have been made in the πhub. This task checks 
the data stationary. If the data is non-stationary data, the 
framework will use the difference technique to convert the data 
to be in stationary status. Section 4 discusses this phase. Deep 
learning is the second phase with 70% of the inbound 
transactions. In this phase the framework feeds the stationary 
data to the learning network (NN, RNN, and CNN) and 
computes the learning rate. The training happens with two 
approaches (univariate, multi-variate). The univariate approach 
is suitable for independent variables. The multi-variate is 
suitable for highly dependent dimensions. Testing and 
validation are the third phase. This phase tests and validates the 
inbound flow prediction against 30% off the collected data. 
Therefore, the framework calculates the accuracy of each 
learning network using mean absolute error technique. Fig. 1 
illustrates the phases of the proposed framework. 

As in Fig. 1, the entire data values must be stationary data 
to avoid the impact of the abnormal and outliers. Also, the 
framework calculates the statistical auto-correlation function 
(ACF) and partial auto-correlation function (PACF) to find out 
the target lag length. Those lags indicate the most appropriate 
forecasting window size, for example predicts 10 days flow 
ahead. Also, the framework ignores the calculation of variables 
independency by making the training in two techniques using 
univariate or multivariate analysis. Despite of the time 
consuming, the use of both techniques make the framework 
suitable for any time series analysis. 

 

Fig. 1. Physical Internet Hubs Inbound Containers Forecasting Proposed 

Framework. 

IV. DATA PRE-PROCESSING 

Regarding the lack of real-life πhubs, we use a store item 
demand forecasting challenge dataset offered by Kaggle [14]. 
Then we select 6 random variables from the dataset to be 
present container volume. Some data preprocessing has been 
made to meet the proposed design of [3] which proposed a 
design for railway πhub. The inbound containers in their 
proposed πhub had 6 main volumes. The container volumes are 
(1.2, 2.4, 3.6, 4.8, 6 and 12 meters). These containers are the 
current intermodal containers. Table I shows the number of 
data points (count), the arithmetic mean, the standard 
deviation, the 1st quartile, the 2nd quartile, the 3rd quartile, the 
minimum, the maximum, interquartile range (IQR) and outlier 
values for each container volume used in this study. 
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TABLE I. THE INBOUND ΠHUB CONTAINERS TIME SERIES DATASET 

SUMMARY (NUMBERS IN 1000S) 

 
Container size in meter  

1.2 m 2.4 m  3.6 m  4.8 m  6 m  12 m  

Count 2922  2922  2922  2922  2922  2922  

Mean 30.95  57.43  36.99  35.6  32.4  55.23  

S.D  17.38  16.67  11.96  23.2  22.9  15.46  

Min  4  13  8  4  3  17  

Q1  18  45  28  18  15  44  

Q2  25  56  36  25  21  55  

Q3  42  68  44  54  52  65  

Max  100  115  81  120  113  108  

IQR 24 23 16 36 37 21 

outlier >78 >102.5 >68 >108 >107.5 >96.5 

As shown in Table I, the training data set contains time 
series data for 6 different containers. Each container has 2922 
observations. It also, shows that the training data is normally 
distributed for all variables with different IQRs and outlier 
values. Although the training dataset is normally distributed, it 
is non-stationary data. Fig. 2 illustrates the non-stationary 
status of the training dataset. 

 

Fig. 2. Non-stationary Time Series Historical Inbound Containers Data. 

As shown in Fig. 2, some fluctuations were observed in the 
training data. It also shows that some repeat behavior (cycle) in 
the data especially for the 2.4 meters, 3.6 meters and 12 meters 
volume containers. 

 

Fig. 3. Time Series Stationary Training Dataset. 

Fig. 2 illustrates regular and predictable changes that recur 
every calendar year (seasonality) in the time series dataset. It 
also shows trend fluctuation at some data point. The difference 
technique has been used to convert the time series to stationary 
status. Fig. 3 shows the stationary data which has been used for 
training the proposed framework. The data was converted to 
the stationary status using the difference method. This phase 
was essential to avoid any bias in the training data, which gives 
better judgment of the forecasting output. 

The proposed framework uses an 8 years stationary dataset 
to perform the learning phase. The network uses 70% of the 
dataset for training, 20% for testing and 10% for validation. 
Furthermore, the autocorrelation function and partial 
autocorrelation function had been used to determine the lags 
length. Although this step can be dispensed with, the researcher 
believes that it may be a good start and is governed by a 
statistical basis that enables the proposed framework to start 
the training process effectively. According to the results of 
ACF and PACF, the lags length of our training was 7, 24 days 
for narrow and wide window forecasting, respectively. The 
next section discusses the network learning, testing and 
validation experiments for CNN and RNN in two approaches. 
These approaches are univariate and multivariate time series 
forecasting. 

V. EXPERIMENTS AND RESULTS 

This section discusses in detail the performed experiments. 
The framework has been implemented using python and 
TensorFlow. The learning networks have been developed for 
both univariate and multivariate with two different input sizes 
to maximize the forecasting outcomes of the proposed 
framework. Also, this section discusses the different shapes of 
the implemented neural networks for narrow and wide input 
window as deep learning univariate and multivariate time 
series forecasting. 

A. Narrow Window Univariate Inbound Containers 

Forecasting 

Univariate time series refers to a time series that consists of 
single (scalar) observations recorded sequentially over equal 
time increments. The proposed implementation of CNN uses 
the previous 6 days to predict the 7th day in the time series 
inbound transaction. Fig. 4 and 5 show the building structure of 
CNN and RNN in the proposed framework experiments. 

As shown in Fig. 4, the implemented CNN consists of 4 
fully connected dense layers and 1 convolutional layer. Each 
layer uses the relu activation function. The relu function has 
been used to maximize the non-linearity behavior of the 
proposed network. This implementation forecasts the 
container's flow for each container volume one by one 
independently. The proposed implementation of RNN uses the 
long-short term memory (LSTM) for prediction. Fig. 5 
illustrates the 6 layers RNN structure. 

As shown in Table II, the total absolute error for the 4 
algorithms is almost the same. But RNN (LSTM) outperforms 
with total MAE 5.0236. It also performs the training of 6 
meters volume container better than SVR by 6 % and CNN by 
10%. 
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Fig. 4. CNN Structure for Multi Layers Forecasting Model. 

 

Fig. 5. RNN Proposed Multilayer Model Implementation. 

TABLE II. UNIVARIATE INDEPENDENT INBOUND NARROW WINDOW 

FORECASTING NETWORKS MEAN ABSOLUTE ERROR 

Container 

volume 

Algorithm  

ARIMA SVR  CNN  RNN (LSTM)  

1.2m  1.2321 0.9522 0.9073 1.0219 

2.4m  1.1201 0.7816 0.8157 0.8055 

3.6m  1.3210 0.8194 0.8504 0.8207 

4.8m  1.2421 0.9451 0.9316 0.8458 

6m  1.4124 0.8414 0.8794 0.7902 

12m  1.3410 0.7470 0.7110 0.7395 

Sum of 

(MAE) error  
7.6687 5.0867 5.0954 5.0236 

B. Univariate Wide Window Inbound Containers Forecasting 

In this series of experiments, the framework uses multi-
steps output forecasting. Those experiments had been carried 
out with the same CNN and RNN previous architecture as in 
Fig. 4 and 5. The only difference in these experiments is that 
we predict 24 days in future rather than one day. The network 
shape is (32, 24, 1). Where 32 are number of neurons is the 
input layers, 24 is output size and 1 is number of features to be 
predicted. These experiments use the historical inbound 
transaction of the 6 container sizes independently to predict the 
flow of each container size individually. Table III illustrates the 
forecasting accuracy measurement. 

C. Multivariate Narrow Window Inbound Containers 

Forecasting 

The possibility of a dependency relationship that could 
exist between different container volumes, especially as stated 
in the proposed design of railway warehouses and the method 
of transporting containers using trains. In order to, give the 
proposed framework realistic and relevant real-life applications 
and our desire to improve the forecast. In these experiments 
series, we used a multivariate time series analysis technique. 
We used the same lag length of narrow univariate forecasting 
window and the structure of CNN and as in Fig. 6. The only 
difference here was using the entire day observations of the 6 
containers volume as one input vector. Also, the output was a 
vector of 6 features each feature represent one of the containers 
volume. The experiments showed that, MAEs were 0.8921, 
0.7934 & 0.9231 for CNN, RNN and SVR model respectively. 

D. Multivariate Wide Window Inbound Containers 

Forecasting 

The framework has been trained to forecast the future flow 
dependently at the same time. The output shape for both CNN 
and RNN is (32, 24, 6). Fig. 7 shows the structure of RNN-
LSTM network. 

As shown in Fig. 7, the RNN (LSTM) network consists of 
6 hidden fully connected feed forward layers. The performed 
experiments proved that CNN outperformed. The mean 
absolute error for SVR, CNN and RNN (LSTM) multivariate 
forecasting is 0.9176, 0.7978 and 0.9151, respectively. These 
experiments showed that CNN proposed architecture performs 
multivariate forecasting better than RNN. 

TABLE III. UNIVARIATE INDEPENDENT WIDE WINDOW INBOUND 

FORECASTING NETWORKS MEAN ABSOLUTE ERROR 

Container volume 
Algorithm 

ARIMA SVR  CNN  RNN (LSTM)  

1.2m  1.3251 0.9904 0.89105 0.8802 

2.4m  1.2134 1.014 0.9003 0.8605 

3.6m  1.3421 0.9948 0.9102 0.7912 

4.8m  1.1012 0.9853 0.8807 0.8014 

6m  1.2115 0.9947 0.8904 0.8114 

12m  1.2341 0.9862 0.8926 0.7812 

Sum of (MAE) error  7.4274 5.9654 5.36525 4.9259 

 

Fig. 6. CNN Multivariate Inbound Forecasting Structure. 
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Fig. 7. Multivariate RNN (LSTM) Forecasting Network Structure. 

VI. CONCLUSION 

The proposed framework forecasts πhub inbound 
containers using CNN and RNN deep learning networks for 
both univariate and multivariate forecasting approaches. ACF 
and PACF have been used to determine better forecasting 
window size based on the status of the training data. The 
difference technique has been used to overcome the non-
stationary training data. All the forecasting results have been 
compared to time series forecasting ARIMA and SVR 
algorithms. It has been found that RNN forecasts the univariate 
independent container flow for short term rather than CNN. 
While CNN performs univariate independent containers flow 
better than RNN and SVR for long term forecasting. On other 
hand in has been found that CNN outperforms forecasting for 
multivariate analysis for both short and long time forecasting. 
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Abstract—Cognitive Radio Network (CRN) has become a 

promising technology to overcome the problem of insufficient 

spectrum utilization. However, the CRN is susceptible to the 

well-known jamming attack, which reduces its spectrum 

utilization efficiency. Existing jamming identification schemes 

and their countermeasure typically require prior statistical 

information about the communication channel and jamming 

pattern. This is quite an impractical assumption in the real 

context. The prime research problem is that the existing schemes 

are mainly associated with higher computational costs and 

communication overhead. Hence, the proposed manuscript 

presents a non-device-centric and efficient anti-jamming 

mechanism in the form of higher spectrum utilization driven by 

reinforcement learning techniques to address this above-stated 

problem. The proposed anti-jamming mechanism is modeled in 

two phases of implementation. First, the design of the customized 

environment is introduced as a single wideband cognitive-

communication channel where a jammer signal sweeps 

transversely in the entire band of interest. Secondly, an 

intelligent agent is designed based on a model-free off-policy 

algorithm that operates over the same spectrum band. The agent 

uses its frequency-band knowledge discovery capability to learn 

frequency band selection and preference strategies to detect and 

avoid jamming signals, maximizing its successful transmission 

rate. The simulation results show that the proposed anti-

jamming mechanism can effectively eliminate interference and is 

efficient in power usage and Signal to Noise Ratio (SNR) 

compared to other existing advanced algorithms. 

Keywords—Anti-jamming; agent; cognitive radio network; 

reinforcement learning 

I. INTRODUCTION 

Cognitive Radio (CR) is a communication system that 
perceives its environment and autonomously adjusts according 
to its radio operating parameters. It has been introduced to 
address the contradiction between the constrained spectrum 
resource and the growing demand for spectrum [1]. CR 
dynamically proposes access to the spectrum, thereby making 
opportunistic and intelligent use of the spectrum to both 
Primary User (PU) and Secondary User (SU) [2]. However, a 
significant security concern arises due to Cognitive Radio 
Networks (CRNs) openness and dynamic nature [3]-[4]. Since 
many research studies have been presented in literature 
towards spectrum sensing and accessing techniques, SU is 
acquisitive for spectrum holes to collaborate with other SUs to 
achieve their objectives. However, the previous works ignore 
that the SUs are vulnerable to different security threats, which 
can interrupt or block the information flow in CRN. The major 
security threat in CRN is the jamming attacks that severely 

degrades network performance [5]-[6]. Jammers can restrict or 
block the communication channels by introducing unremitting 
signals, thereby reducing the Signal-To-Noise Ratio (SNR), 
which may also degrade the throughput of the active 
communication flow and data transmissions [7]. Many anti-
jamming solutions and schemes were introduced in the existing 
literature to mitigate jamming attacks. The existing anti-
jamming solution based on frequency hopping offers a better 
approach against jamming attacks but introduces higher energy 
costs to the users [8[-[9]. The researchers have extensively 
adopted the game theory approach with Direct-Sequence 
Spread Spectrum (DSSS) technology to counter the impact 
caused by jamming attacks in CRN [10]-[11]. Although these 
schemes could deal with jamming effectively, these schemes 
require prior information about the jamming strategies and 
communication model, which is quite an impractical 
assumption considering the real scenario. With the upsurge of 
Artificial Intelligence (AI) technology, Machine Learning 
(ML) mechanisms have been extensively utilized in developing 
anti-jamming models. A class of ML, namely Reinforcement 
Learning (RL), has received widespread attention to address 
decision-making problems in recent years. In the context of the 
anti-jamming solution, RL can be efficiently utilized to explore 
the characteristics of jamming attacks and build an optimal 
policy to mitigate the jamming effect. For instance, many 
researchers applied the Q-learning based RL approach as an 
anti-jamming solution to choose an appropriate transmission 
power and optimal frequency hopping channel [12]-[14]. 
However, the Q-learning-based anti-jamming solution is prone 
to computational overhead due to the wide expansion in the 
size of the Q-table in the direction of deriving optimal policy. 
The researchers also applied a Deep Q-network (DQN) value-
based learning mechanism [15]-[16]. DQN is a robust 
algorithm, and the limitation is, its slow learning rate. It is 
suitable only for a low-dimensional and discrete action space. 
Whereas, in the context of CRN anti-jamming, the action space 
is often both high-dimensional and continuous. 

This paper proposes an efficient anti-jamming mechanism 
using the RL technique. Firstly, a customized environment is 
designed that mimics the communication scenario and sweep 
jammer. On the other hand, an agent modeled will operates 
over the same spectrum band. The training of the agent is 
carried out using a Deep Deterministic Policy Gradient 
(DDPG) algorithm. The proposed mechanism does not require 
any knowledge about the communication model and jamming 
strategy in the environment. The agent senses the spectrum and 
takes action in the continuous action space to distinguish 
whether the current carrier frequency is appropriate based on a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

218 | P a g e  

www.ijacsa.thesai.org 

deterministic policy gradient. SNR and low power cost are 
considered as a basis for the reward for each agent's action. 
Table I shows some of the short forms and its abbreviations 
used throughout this paper. The remaining sections of this 
paper are planned as follows: Section II presents a review of 
existing works in the context of anti-jamming mechanisms in 
wireless networks. Section III presents the problem description 
based on the review analysis. Section IV presents the proposed 
system design and methodology adopted. Section V presents 
implementation strategies adopted in the proposed system of 
anti-jamming. Section VI discusses the outcome and 
performance analysis, and finally, the overall contribution of 
this paper is concluded in Section VII. 

TABLE I. ABBREVIATION USED 

CR Cognitive Radio 

PU Primary User 

SU Secondary User 

CRN Cognitive Radio Networks 

SNR Signal-To-Noise Ratio 

DSSS Direct-Sequence Spread Spectrum 

AI Artificial Intelligence 

ML Machine Learning 

RL Reinforcement Learning 

DDPG Deep Deterministic Policy Gradient 

UAV Unmanned Aerial Vehicle 

BPSK Binary Phase Shift Keying 

SSID Service Set Identifier 

DQN Deep Q-network 

II. RELATED WORK 

The existing literatures has extensively studied an anti-
jamming problems to enhance the communication and 
information flow in the severe electromagnetic spectrum of 
wireless networks. At present, there is less work being carried 
out towards a rule-based implementation strategy to thwart 
jamming attacks on cognitive radio networks. The preliminary 
discussion carried out by Ahmed and Ismail [17] has 
constructed a rule-based game theory to develop an anti-
jamming model. The researcher has developed a Stackelberg 
framework that uses a rule mechanism to assign an incentive to 
the defender to protect the channel. Another work carried out 
by Ye et al. [18] has constructed a rule system using swarm 
intelligence that emphasizes the allocation of jammer tasks. 
The study mainly formulates a rule system for making a 
precise decision for cooperative jamming in the cognitive 
network. 

The work carried out by Singh and Trivedi [19] has 
integrated game theory with decision-making theory using 
Markov decision process and zero-sum game. The study has 
used the reinforcement learning concept to formulate rules that 
assist in maximizing the gain of anti-jamming. The Q-learning-
based concept was adopted by Liu et al. [20], where a rule-
based system is constructed. The work carried out by Ibrahim 
et al. [21] has used game theory to resist jamming attacks in the 

cognitive radio network. The presented machine learning 
approach is constructed to develop anti-jamming features, 
while Markov-Game is used for modeling hamming and anti-
jamming processes. 

The study of Wang et al. [22] introduces an approach of the 
dynamic spectrum jamming mitigation scheme based on 
intelligent algorithms. The presented scheme is adaptive to the 
dynamic environment and offers effective anti-jamming 
capability. The work towards optimizing the different jamming 
parameters such as modulation mode, jamming signal power, 
and the duty cycle is conducted by Amuru et al. [23]. In this 
study, the authors have used a multi-arm gambling machine to 
determine optimal parametric values to guarantee an optimal 
jamming scheme. The work of Furqan et al. proposed an 
interference detection scheme based on sparse coding [24], in 
this study, the sparse coding of the compressed signal is 
considered, and the convergence mode with machine learning 
technique is used to distinguish spectrum holes, legitimate 
primary users, and jammers. Huang et al. [25] introduced 
channel-hopping technology robust to various jamming attacks. 
This proposed technology can operate without a pre-
assignment role and has a limited time to rendezvous on 
available channels. Quan et al. [26] presented a multi-pattern 
frequency hopping scheme to mitigate follower and partial-
band jammer. The authors have applied their frequency modes 
to the data channel to enhance the randomness of the 
transmission frequency, and the system can effectively 
suppress jamming. The jamming and jamming mitigation can 
be regarded as a game process. The rise of advancement in 
CRN game theory has been extensively studied to mitigate 
interference attacks. The authors in the study of Wu et al. [27] 
suggested a scheme of power distribution considering Colonel 
Blotto's game to resist jamming attacks. Similar works have 
been carried out by Jia et al. [28]-[29], where Stackelberg's 
game theory is employed to develop an efficient anti-jamming 
scheme in the wireless communication channel. The 
researchers in the work of Wang et al. [30] studied the 
selection of suitable frequency channels. This study adopts a 
stochastic game strategy to explore optimal data and control 
channels to obtain higher throughput under a high-power 
jamming effect. The work carried out by Hanawal et al. [31] 
studied joint frequency hopping and transmission adaptation 
rate to mitigate the reactive-sweep effect. The authors have 
presented a model that interacts with the user and the jammer 
as a zero-sum gaming approach, providing a resilient strategy 
against jamming. The study of Chang et al. [32] presented an 
anti-jamming model, which adopts a channel hopping 
mechanism to mitigate the interference effect caused by the 
jammer. Gao et al. [33] suggested a bi-matrix game model 
interacting among the user and the jammer. Also, the study 
derived optimal conditions for Nash Equilibrium under linear 
constraints. Though the game theory concepts have been 
successfully employed to model anti-jamming solutions, these 
methods require prior information such as jamming strategy 
and communication model, which is quite impractical in real-
time scenarios. The adoption of RL technology in anti-
jamming modeling is significant against jamming attacks. The 
RL agent enables the anti-jamming system to get optimal 
strategy through seamless interaction with the communication 
environment without depending on the prior information about 
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the jamming strategies. The work carried out by Gwon et al. 
[34] suggested a mechanism to cope with the jamming attacks 
based on the Q-learning to determine the suitable strategy for 
channel access. Similarly, Liu et al. [35] suggested an anti-
jamming scheme oriented on the deep RL technique, enabling 
users to get optimal decision strategy after exploring different 
actions through spectrum sensing. The authors in the study of 
Bi et al. [36] presented a multiuser anti-jamming model by 
utilizing an advanced version of the Q-learning technique to 
attain efficiency and optimality in the network resources and 
communication process. In the work of Liu et al. [37], a 
consecutive deep RL technique is discussed to deal with 
dynamic jamming attacks. Table II below shows some of the 
strengths and limitations of the existing approaches in the 
above studied literatures. 

TABLE II. COMPARISON OF EXISTING APPROACHES 

Approach Authors Strength Limitation 

Game 

theory 

[17] [21] 
[27][28] 

[29][30] 

[33] 

Good for 

modeling 
jamming attack. 

Need apriori information of 

the attack. 

Complications towards 
designing complex 

networks. 

Machine 
learning 

[20][23] 
[24][34] 

[36][37] 
[38][39] 

[40] 

Higher accuracy 
of detection. 

Training dependencies, 
Higher resource involved 

in the detection, 
instantaneous attack 

response is limited. 

Swarm 
Intelligence 

[18] 
Easier modeling 
of attack. 

Highly iterative, leading to 
computational complexity. 

Adaptive 

Approach 
[22] 

Higher 

scalability. 

Needs well-defined attack 

environment. 

Channel-

hopping 
[25][32] 

Effective for 
spectrum 

utilization, no 

dependency of 
apriori attack 

information. 

Drains more resources 

from cognitive radio nodes. 

Frequency 
hopping 

[26][31] 

Effectively 

suppress 
jamming. 

Not benchmarked with 
other frequency modes. 

The use of the RL technique is also found in the application 
of Unmanned Aerial Vehicle (UAV) systems. In the study of 
Gao et al. [38], the RL approach of DQN is implemented to 
derive optimal policy against jamming attacks. The researchers 
in Han et al. [39] have introduced a 2D anti-interference model 
where the SINR of the user's signal is improvised based on the 
spread spectrum and user mobility. A DQN is used to achieve 
an optimal strategy for the anti-jamming system. The adoption 
of RL is carried out by Chen et al. [40] to build an anti-
jamming system in the application of wireless body area 
network In this work, an RL-driven power control mechanism 
is developed where Q-learning with transfer-learning technique 
is used to attain optimality in the policy and learning rate. In 
the work of Lu et al. [41], the anti-jamming technique is 
presented for UAV-based cellular networks, where a deep RL 
technique is implemented to determine the best relay strategy. 
In addition, an approach of transfer learning is used to provide 
additional support to the anti-jamming system to defend 
jammers without depending on any form of statistical 

knowledge about the jamming pattern and the communication 
model. In addition, various other studies offer a similar form of 
solutions [42]-[50]. These studies have mainly used game 
theory and another optimization-based approach. The adoption 
of game theory offers a good modeling aspect towards the set 
of actions of the cognitive radio nodes or access points. It also 
offers the inclusion of static and dynamic scenarios to be 
modeled in an anti-jamming framework. However, the 
approaches used are quite dependent on apriori information of 
the attack or based on a limited set of attack characteristics. 
This situation in modeling doesn't assist if one node starts 
exhibiting differential malicious behavior in the cognitive radio 
network. Hence, they potentially suffer from a lack of strategy 
towards prevention approach. 

III. RESEARCH GAP 

From the prior section, it has been seen that not many 
studies have used rule-based anti-jamming mechanisms. The 
study carried out by Ibrahim et al. [21], and other researchers 
have mainly used game-based logic which has its pitfalls. 
Unfortunately, such studies can only be modeled considering a 
limited set of actions of jamming, which is then subjected to 
the machine learning approach. The inclusion of network 
parameters, especially frequency and bandwidth, are less 
modeled in such studies, which could offer a prime indicator. 
Further, other models discussed in the prior section are mainly 
inclined towards the progressive exploration of jamming 
points, and hence, the delay could rise. This section discusses 
some significant open issues explored based on the literature 
discussed above. 

1) No Standard technique: After reviewing different anti-

jamming schemes in existing literature, it has been analyzed 

that there is currently no universal anti-jamming mechanism 

that can handle both static and dynamic jamming attacks. It has 

also been analyzed that designing an efficient technique for 

detecting and mitigating jamming attacks is quite more 

challenging than executing and implementing jammers in the 

communication channel of wireless network systems. 

2) Lack of effectiveness and efficiency: The existing anti-

jamming approaches are ineffective or have limited scope 

when the jammer covers the entire frequency spectrum. As a 

result, the wireless communication channel does not recover 

effectively to provide its services. Another significant issue is 

how to achieve efficiency in the anti-jamming mechanisms. 

The frequency hopping-oriented anti-jamming technique can 

withstand narrowband jamming attacks but at the cost of 

compromised and degraded spectral efficiency. Similarly, the 

jamming mitigation based on retransmission protocol can 

recover communication channels, but it also degrades 

efficiency and affects the overall communication 

performances. Most of the schemes in the literature do not 

consider a trade-off between communication efficiency and the 

effectiveness of jamming mitigation techniques. 

3) Impractical assumption: The existing solutions against 

jamming attacks based on the model-based analysis are 

impractical in the real-time implementation scenario. The 

model-based analysis like game theory and cross-layer 
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optimization often adopts prior knowledge regarding global 

channel information and jamming strategy, which is an 

unrealistic assumption. Also, these approaches are subjected to 

high computational complexity in the modeling. The jamming 

mitigation solutions in the existing literature also lack novelty 

in the design and modeling. It has been found that a similar 

kind of design consideration and modeling strategy is adopted 

in most of the studies, which needs optimization in their 

solution design to meet the requirement of the real-time 

networking scenario. 

4) Curse of high-dimensionality: Recently, reinforcement 

learning has been extensively studied to design adaptive anti-

jamming schemes. However, existing schemes based on Q-

learning suffer from the huge dimensionality problem in a 

complex environment because to achieve optimal policy, the 

amplitude of actions needs to increase. As a result, the size of 

the Q-table of Q-learning also increases, which causes slow 

learning and restricts application scenarios. 

5) Lack of suitable environment: Most of the RL-based 

solutions in the existing studies lacks modeling of a suitable 

networking environment to assess the RL agent. To validate 

the scope of the RL agent-based solution, the researchers must 

design and implement a suitable environment. 

Therefore, the prominent research gap identified in existing 
studies are that, there are few available standard methodologies 
to deal with jamming issues in complex network system. 
Further, the formulation of the presented solution is carried out 
using impractical assumptions that doesn’t work on ground 
reality. Hence, there is a big research gap between the demands 
to be met in resisting the jamming due to the ineffectiveness of 
existing solutions. Therefore, the problem statement is stated as 
“it is challenging to develop a lightweight, robust, and cost-
effective computational solution towards mitigating jamming 
attack in communication environment”. Hence, the motivating 
factor towards adopting the proposed research scheme is due to 
the rise of security-critical applications for securing the real-
world’s wireless communication technologies such as 
Bluetooth, Wi-Fi, and cellular technologies like 3G, 4G, and 
5G that demands an intelligent design in the anti-jamming 
techniques by considering the constraints associated with the 
network. In this regard, the above factor motivates for an 
efficient and intelligent jamming scheme that can effectively 
balance communication efficiency and anti-jamming 
capabilities. The next section discusses the proposed system to 
address above discussed research problem. 

IV. PROPOSED SYSTEM 

This section will discuss the proposed system of intelligent 
anti-jamming mechanisms based on the RL technique. The 
prime aim of the proposed study is to present an effective and 
efficient strategy to counter the jammer in the cognitive 
wireless networking system. Therefore, a model-free and off-
policy scheme is employed to design the anti-jamming 
mechanism. The proposed mechanism does not require or 
depend on the prior information of jammer signature and 
channel models. The off-policy algorithm in RL agent design 
offers a better scope of accurate prediction of the jamming 
frequency and evades it in advance. 

Another significant contribution of the current research 
study is modeling a customized environment synchronized 
with Open AI-Gym functions. This is the novel contribution of 
the current study, where the proposed customized environment 
imitates the scenario of the communication channel and 
jammer under consideration. The proposed anti-jamming 
mechanism operates in this environment over the same set of 
channels and uses its ability to learn sub-band selection 
strategies to avoid jamming signals. The objective of the 
proposed work is to offer a better solution that can meet the 
requirement of a real-time scenario. The schematic diagram 
and workflow of the proposed model are shown in “Fig. 1”. 

A. Scope of the Study 

The transmission method considered in the present study is 
the Binary Phase Shift Keying (BPSK) modulation. The BPSK 
is popularly used in many modern communication systems like 
Wi-Fi, Bluetooth, and even car locking systems. Jamming of 
these systems can have a devastating effect on the company's 
overall image, which is offering the service. Such jamming 
might also result in the theft of valuable physical or digital 
assets. Since the communication protocols like Wi-Fi have a 
band defined for itself and agreed between the gateway and the 
end node, the system will always know when a particular 
channel is busy. 

The system which is being proposed will help the 
communication system to shift the frequencies dynamically 
between the available channels and the band. It is assumed here 
that the band which can be observed in the simulation is always 
free since there is always an understanding between the various 
transceivers present in the system, and every other transceiver 
knows the channel and the band being used by another 
transceiver. Hence, when a foreign attacker element like 
jammer is introduced, a particular frequency that is known to 
be free by all the transceivers will get blocked. 

 

Fig. 1. The Schematic Architecture of the Proposed Anti-Jamming System. 
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B. System Design 

The development of the proposed system is carried out in 
two implementation phases 1) Environment modeling and 2) 
agent-based intelligent anti-jamming. In the first phase of 
implementation, the study presents a design of environment 
considering a single communication channel with a transmitter, 
receiver, and rule-based jammer. In particular, the study 
considers the case scenario of a sweep jamming attack that 
uses a digital modulation scheme, viz. BPSK, in which the 
carrier frequency varies according to the modulating digital 
signal. The phase transition of the BPSK digital modulation is 
characterized by the π radian, and it has the lowest spectral 
efficiency at least 1 bit/s/Hz. The signal sk(t) can be expressed 
as follows: 

sk(t) = f(t)              (1) 

The expression (1) represents a signal concerning the 
function of time i.e., f(t), which is meant for constructing the 
signal in the simulation model. The variable t denotes time in 
the range [0, ∞] and sk(t) in the range [0, 1]. A signal s(t) 
modulated using BPSK during k time interval  can be 
represented as follows: 

sk(t) = √2Rcos (2 πf0t + dk
 π

2
) , (k − 1)T ≤ t < kT          (2) 

where R refers to the mean signaling power, the term 
dk ϵ {+1, −1} regulates the data bit, f0 denotes base frequency, 
and T denotes symbol period. Furthermore, the communication 
frequency is the unit of frequency between the sender 
(transmitter module) and the recipient (receiver module). The 
unit of the frequency used to create interference is referred to 
as the jamming frequency. The proposed study considers 
single-channel continuous frequency band and jamming 
frequencies in the simulation environment. RL techniques 
involve environment and agent mechanisms that require 
feedback (reward/penalty) from the environment. In the present 
work, the SNR obtained at the recipient is considered as the 
basis of the award. Later sections discuss the jamming model 
and the relationship between the environment and the RL 
agent. 

C. Sweep Jamming 

The jammer forwards a forged signal with a power (𝑃𝐽) on 

the target frequency channel to intentionally intrude the 
information flow or the active communication process. In some 
cases, the jammer also introduces jamming by reducing the 
SNR of the data signal received by the recipient with less 
interference power. The current research work considers the 
Sweep jamming scenario in the communication channel. 

A sweep jammer sequentially blocks NJ adjacent channels 

with power PJ  /NJ  from N communication channels in each 

time slot. In this jamming attack scenario, a narrowband 
frequency of the jammer's power is recurrently swept over a 
comparatively wideband frequency with a sweeping rate such 
that there is enough time to complete its jamming function at 
any given frequency. Before the jammer terminates, it comes 
back to that frequency again. The communication channel (C) 
selected by the jammer (𝐽) at instance (k) can be represented as 

Cj
k ∈ {1,2,3, ⋯ N} . The study considers a simple scenario, 

where the set of jamming actions (J) at a different position such 

that CK  → [ Cj
K]1≤j≤J. It is also believed that the jammer can 

jam all communication channels if the transmitter or receiver 
resides within the proximity of the jammer. 

D. Reinforcement Learning 

RL is an explicit type of ML technique that is concerned 
with the function of the agent and the environment. The agent 
is a programmed AI function that interacts with the unknown 
environment, learns the behavior, and decides to solve the task. 
The agent operates in the environment and gets rewards for 
each operation. The agent's goal is to maximize the expected 
cumulative reward by selecting the best action for its current 
situation. “Fig. 2”, depicts a typical relationship between the 
RL agent and the environment. 

The environment refers to the program or task that the 
agent needs to perform. It takes the current state and operation 
of the agent as input and returns the Reward/Punishment and 
the next state as output. The agent is the programmed entity 
that refers to the learner and decision-maker that executes an 
action in the environment. The agent gets observation and 
reward and sends an action to the environment. An action can 
be described as a set of possible moves that the agent can 
perform in the environment to solve a given problem. 
Observation is the state of the current situation that is returned 
by the environment. A reward/punishment is the feedback 
return given to the agent for each specific move or action. An 
agent is designed based on the policy to decide the agent's next 
move according to the current state of observation. 

The RL entails a programmed decision-maker algorithm as 
an agent learning the behavior through repeated trial and error 
interaction with the task scenario, i.e., environment. Moreover, 
the success and failure rate of the agent is decided based on its 
reward, which indicates how better the action was. Generally, 
RL is implemented using episodes, a set of time steps during 
which the agent learns the optimal strategy towards deciding 
actions to achieve the cumulative reward. During these time 
steps, the state in the environment may vary, which may also 
impact the actions learned by the agent. However, the agent 
attempts to maximize its reward by choosing an optimal action 
according to the current state of observation and, at the same 
time, automatically updating the corresponding strategy. 

 

Fig. 2. Relationship between Environment and RL Agent. 
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V. METHODOLOGY AND ALGORITHMS 

This section discusses the implementation strategies 
adopted in the environment modeling and development of the 
anti-jamming system using the RL mechanism. 

A. Environment Modeling 

The environment consists of the communication model and 
the jammer. The communication model is designed by 
considering Wi-Fi communication channels. However, with 
changing the base frequency and band frequency, any of the 
following technologies can be considered 5G, 3G, 4G, and 
Bluetooth. As mentioned, the jammer used here is a sweep 
jammer that will keep increasing and decreasing the frequency 
of jamming over time, which means that jamming frequency 
keeps sweeping the communication spectrum. Fig. 3 shows the 
modeling of the environment, which mimics the 
communication scenario. As shown in “Fig. 3”, the current 
research work considers a scenario of CRN communication as 
an environment that consists of two users (sender and 
recipient), including one transmitter (Tx), and receiver (Rx), 
and a jammer (J). The transmitter is accountable for the signal 
modulation, and the receiver is accountable for demodulating 
and receiving the signal from the transmitter. 

The signal ( S ) can be jammed by producing noise or 
interference in the same frequency band. The study considers 
the base signal using BPSK modulation in the simulation 
process, as shown in “Fig. 4”. The block of a random integer is 
meant to model the wireless channel's noise before subjecting it 
to the BPSK block. 

 

Fig. 3. Environment Model. 

 

Fig. 4. Signal Construction Process. 

B. Design Consideration 

The proposed study in the environment modeling considers 
the processing of signals in continuous time instead of the 
processing of signals in discrete time-slots. This is because the 
current work focuses on overcoming jamming at the physical 
layer. The jammer works continuously, and the proposed anti-
jamming overcomes the interference effect caused by jammer 
(J) on the entire signal of interest instead of the data. Under this 
consideration, both J  and sender ( Tx ) share the same 
continuous-time signal. The Tx  opts transmission channel 
frequency (fs) from the pre-determined set of frequencies such 
that f = {f1, f2, f3 ⋯ fN} of the communication (WiFi) band to 
forward or carry out the transmission of the data packets to the 
recipient (Rx ) with power Ps . In the case of jamming, the 
jammer chooses the random transmission channel frequency 
(fJ) of the same communication band, attempting to impede 

transmission between Tx and Rxwith power PJ. 

The proposed system constructs a condition for a jamming 
attack towards the ongoing communication. According to this 
condition, the power variable Pj associated with the channel 
frequency of jammer fj is required to be potentially higher than 
the power variable Ps associated with transmission channel 
frequency fs that is received at the receiver end. Moreover, the 
study in the phase of environment modeling also considers the 
bandwidth (b)  factor, which is equal for both fs  and fJ  such 

that: 

bs = bj               (3) 

b ∈ fs  → bs              (4) 

b ∈ fj  → bj              (5) 

According to the above expressions (3)-(5), it states that 
bandwidth bs should be similar to the bandwidth required for 
jamming bj as per expression (3) which bears a predefined set 
of frequency fs as per expression (4). At the same time, 
bandwidth b also carries jamming frequency bj as per 
expression (5). Hence, expression (3)-(5) will mean that 
bandwidth consideration in the proposed model bears 
characteristic of both a predefined set of frequency as well as 
jamming frequency. This consideration makes the system 
model difficult to assess the network parameters. This problem 
becomes more difficult in cognitive radio networks as several 
secondary users are compared to primary uses over a wide 
spectrum band. Apart from this, it will also become a 
challenging aspect to distinguish between the busy channel and 
jammed channel. This research challenge is further solved as 
follows: The proposed study considers that if the Tx forwards 
data in a transmission medium which is also designated by the 
J, then the SNR of the signal at Rx  is corrupted severely. 
Considering above discussed scenario and notions, the SNR at 
Rx can be numerically expressed as follows: 

SNR =  
Pshs 

PJhJ𝐅(fs=fj)
             (6) 

In the above equation (6), the term hs refers to channel gain 
from Tx to Rx and the term hJ indicates channel gain from J and 

Rx. Here, F(x) refers to characteristics function that defines the 
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probability distribution of the received signal based on the 
condition numerically expressed as follows: 

{
1 if fJ = fj: True 

0 Otherwise 
              (7) 

The above expression (7) represents that if input argument 
(x) of this function is true, the value of this function is equal to 
1; otherwise, 0. The study also considers demodulation cutoff 
value, where data transmission fails when the SNR is lower 
than this cutoff value. Since at the beginning, the agent (Ag) 

may not be able to recognize the channel or transmission 
medium chosen by the J. In this regard, the Ag has to sense the 

frequencies of channel fs  continually and store the sensing 
results in the form of a vector. In the proposed modeling, this 
vector is considered as environment state ( St ) for the 

corresponding action ( At ) carried out by the Ag  (an anti-

jamming mechanism). The At  carried out by Ag  is decided 

based on observed St  of environment and Ag  gets immediate 

feedback as a reward Rw which is characterized according to 
the selection of channel and channel switching power cost. In 
the proposed study, the output of Ag  is an un-jamming of 

transmission medium or communication channel based on its 
At towards channel selection strategies. Therefore, the Ag tries 

to attain successful communication with a minimal channel 
switching power cost. Considering this factor Rw  for  Ag 

towards its corresponding At can be numerically expressed as 
shown in equation 8: 

Rw =  RSNR(At) − c(At)             (8) 

In the above equation 8, the first term RSNR(At) refers to 

Rw  achieved Ag  ∀  successful transmission. The success of 

transmission is considered when the SNR of the signal at Rx 
surpasses demodulation cutoff value, and in this case, the Rw 
will be equal to 1; otherwise, it would mean that the 
transmission has failed, and then the value of Rw will be -1, as 
expressed in equation 9 as follows: 

Ag ←  Rw = {
1 if SNRRx

≥ SNRcutoff 

−1  Otherwise 
           (9) 

In equation 9, the term SNRRx
 refers to the SNR of the 

signal at Rx  (received signal) considered as a basis for 
computingRw. The proposed study considers a control channel 
that conveys signals in transient to Rx  is secure, which the 
jammer cannot influence. The second term c(At) in the above 
equation 9 refers to the communication cost factor associated 
with At  regarding the channel switching. The Tx  and Rx  in 
environment performs transmission of information on the fixed 
channel with stable power. But during the channel switching 

process the Ag tries to succeed by taking into account the low 

power cost. Otherwise, it will be penalized. Hence, the 
proposed study considers the c(At) term in the computation of 
Rw for each At. 

C. Algorithmic Principle 

The prime challenge is creating a difference between busy 
and jammed channels using an intelligent anti-jamming 
mechanism. The complete idea is implemented on the 

cognitive radio node and not on the access point. The prime 
justification behind this is that cognitive radio nodes create a 
bridge of communication between the base station and access 
point; therefore, they are more prone to jamming attacks. If the 
access point experiences a jamming attack, it can easily be 
rectified by switching over to the next access point, but this is 
not the case with cognitive radio nodes. If the jamming attack 
intrudes on cognitive radio nodes, then it will directly affect the 
primary users. The modeling of the environment contains three 
significant functions such that i) __init__ function, ii) reset 
function, and iii) step function. 

1) init__ function: This function creates and initializes the 

environment, as demonstrated in Fig. 5. The environment is 

built to scan the available channels over the given Service Set 

Identifier (SSID) tries to block it in this function. Since the 

proposed study considered a WiFi communication channel, the 

terms SSID used here are just for recognizing which signal is 

being blocked. The SSID here is not a real one, but it is 

simulated. Also, the jamming frequency is set to the first 

available channel. 

 

Fig. 5. Process of Environment Initialization. 

2) Reset function: The reset function sets the environment 

back to its original setting. The reset function sets the jamming 

frequency back to the first available frequency in the channel, 

the reward is reset to zero, the signal is turned on, and 

communication channels are observed. The process of the 

resetting environment is shown in “Fig. 6”. 

 

Fig. 6. Process of Environment Setting. 

3) Step function: This is the main function of the 

environment. In this function, the packet of data is tried to be 

transferred. If the jamming frequency is equal to the base 

frequency, then the data either gets corrupted or does not pass. 

Based on this, the environment either gives a positive or 

negative reward. The process flow of the step function is 

shown in “Fig. 7”. 

 Agent (Ag): The agent itself is an anti-jamming system 

that deals with the decision-making process. Initially, 
the agent interacts with the environment, senses the 
frequency spectrum, and instructs the transmitter to 
select a jamming-free communication channel. 

 State (St): State refers to the perceived observation of 
the environment. Here, the state is the agent's 
frequency spectrum explored and sensed. 
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 Action (At): action refers to the strategic decision taken 
by the Agent. In the proposed study, the action changes 
communication band frequency and channel selection. 

 Reward (Rw): Reward is the agent's feedback for the 
action taken for the observation in the environment. 
The term Reward is the higher SNR and low 
communication cost in the proposed system. 

The proposed intelligent anti-jamming system is based on 
the function of the RL agent and its interaction with the 
environment. The environment responds to the agent via SNR 
so that the agent can inevitably distinguish whether the 
currently used carrier frequency is appropriate. Concurrently, 
the output strategy/policy can be further optimized, thereby 
circumventing surplus and redundant losses from frequency 
hopping. In the current work, the modeling of the agent is 
carried out based on the DDPG RL technique, which offers 
better interaction with the environment and automatically 
constructs a policy regarding observation and action state. 
However, the DDPG method involves two functions 
parameterized with a neural network, namely the Critic and the 
actor, to derive the best strategy or optimal policy. The actor's 
job is to specify a decision strategy towards deciding the 
optimal action for each state of observation. The Critic is 
responsible for estimating the value functions characterizing 
how well the actor takes action. The critic function generates 
the Q-value, representing the expected cumulative long-term 
reward that the agent receives from the environment for its 
action towards the current state of observation. 

Send a packet

If jamming 

freqency = base 

frequency

Packet blockedPacket passed

Reward = -1Reward = 1

If end of env?

stop

yesno

yes

no

 

Fig. 7. Process of a Step Function. 

The core principle of DDPG is to combine and get the 
benefits of both deterministic policy gradient mechanism and 
Q-learning function. The key aspect of the deterministic 
policy gradient mechanism is that it can handle continuous 
actions space while minimizing learning time. The 
mathematical representation of the DDPG is as shown in 
“Fig. 8”. 

 

Fig. 8. Schematic Representation of DDPG. 

Above Fig. 8 shows the building block of the DDPG with 
actor μθ (St ) and critic Q(St , At) representation. However, to 
estimate the optimal policy and Q-value function, a DDPG 
algorithm maintains two networks i) current network and ii) 
target network. The current network consists of two function 
approximators such as current actorμθ (St ) and Critic Qθ(St , 
At ). The target network consists of two similar function 
approximators such as target actor μθ

′ (St ) and target critic 
Qθ

′(St, At), both the current network and target network have 
similar configuration, function, and parameterization. The 
target network is the copy of the main network (current) that 
helps to maintain stability in the training process of the main 
network. 

1. Algorithmic Principle for Agent Modelling  

Init Param 

Param = [𝐸, BS, BL, 𝜉]  
Agent = 𝑓 (Current, Target, Param) 

The modeling of agent considers three major procedures 
such as i) building actor-network, ii) building critic network 
and iii) initialization of target actor-critic network. In the agent 
modeling, the algorithm also considers parameters (Param) 
such as 𝜉  random process for initial state observation, batch 
size (BS) buffer length (BL), and E episode. 

Procedure-1: Building Current Network 

Input layer (St) 

denselayer1 (size =100, connect=inputlayer, activation=relu) 

denselayer2 (size =100, connect= denselayer1, 

activation=relu,) 

denselayer3 (size =100, connect= denselayer2, 

activation=relu) 

Actor = 𝑓1(actor_Network, St) 
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The above-discussed procedure is mentioned for actor 
configuration with input layers and multiple dense layers 
connected in a feed-forward manner. A 𝑓1 (x) refers to the 
deterministic policy actor function used to construct an actor 
model with input arguments of actor_network, which includes 
all configured layers, and observation state St  from the 
environment and returns the corresponding action that is 
expected to maximize the long-term cumulative reward. 

Procedure-2: Building Critic_Network 

Config  StatePath 

inputlayer (St, ‘state’) 

denselayer (size = 100, connect = input, activation=relu) 

Config  ActionPath 

inputlayer (At, ‘action’) 

denselayer (size = 100, connect = input, activation=relu) 

Config  State_Action 

Netlayers (dim= (1,2)) 

Add activation_function: relu 

denselayer (size = 100, connect = state_action) 

Add activation_function: relu 

Critic=𝑓2(StatePath, ActionPath, State_Action path) 

The above-discussed procedure is mentioned for Critic 
configuration with state path, action path, and state action path. 
The Critic takes St  and At  as inputs and returns the Q-value 
representing the expected long-term reward. The f2(x) refers to 
the value function used to construct Critic network, which 
maps input value consisting of St  and At  to an expected and 
cumulative output value as reward based on the Q-value 

Procedure-3: Building Target network 

Actor_target= 𝑓1(Actor, St) 

Critic_target = 𝑓2 (Critic, StatePath, ActionPath, State_Action 

path) 

To achieve stability in the training phase of the current 
network, the algorithm initializes the target network with the 
same configuration as the current network. Therefore, the 
proposed RL agent adopts a four-function estimator (i.e., two 
from the current network and two from the target network) to 
perform the anti-jamming operation by sensing the spectrum 
without relying on any kind of statistical information about the 
jamming pattern and communication mode. The proposed anti-
jamming mechanism has the advantage that it is suitable for 
continuous action space and overcomes the limitation 
associated with Q-learning and model-based jamming 
mitigation approaches. Thus, it can meet the requirement of a 
real-time deployment scenario. The algorithm for anti-jamming 
based on the proposed off policy and model-free Agent is 
discussed as follows: 

2. Algorithmic Principle for Anti-jamming 

Input:EP, At, T,γ,μθ, μθ
′, Qθ, Qθ

′, BS, Ag 

Output: Unjammed signal 

Start 

1.  Init random θ for the current network: [μ, Q] 

2.  Init random θ′ for target network: [μ′,Q′] 

3.  For episode =  1: EP do 

4.  Init ξ for At exploration  

5.  Sense frequency spectrum 

6.  get initial state St 

7.  For i =  1: T do 

8.  select action At = μ(S)  

9.  select channel fs ∈ Ci and (Ps) according to current policy 

10. Execute: 𝐀𝐭  initiate communication  

11. Sense new spectrum 𝐒𝐭+𝟏 

12. Compute 𝐑𝐖 

13.  Using equation 8 

14.  store experience: [St, At, Rw, St+1] into experience pool 𝜓 

15. Check |𝜓| ≥ 𝐁𝐒 do 

16.  random selection of BS from 𝜓 

17. For each experience in BS  

18. Compute target actor and critic value 

19.   Using equation 14 

20. Update current Critic by minimizing the loss  

  Using equation 15 

21. Update the current actor using policy gradient 

  Using equation 16 

22. Update target actor and target critic  

  Using equation 17 & 18 

End 

The above-mentioned algorithmic steps describe the 
working principle of the agent to perform un-jamming based 
on the interaction with the environment where it senses the 
spectrum and takes the action by exploring and learning the 
channel switching pattern. Concurrently, the agents get 
rewarded and observe the next state. The proposed algorithm 
takes a set of inputs such as number of episodes (E), number of 
iterations (T), Set of Action (At), discount factor (γ), current-
actor (μθ), target-actor (μθ

′), current Critic (Qθ), target critic 
(Qθ

′) and batch size (BS). In the beginning steps, the algorithm 
randomly initializes the weighting parameters (θ and θ′ ) for 
both current and target network, respectively (Step:1-2). In the 
next step, the algorithm initializes ξ a random process for At 
exploration based on the initial St  perceived by sensing the 

spectrum frequency (Step:3-6). In these steps, the Ag interacts 

with the environment (the communication scenario and 
jammer). In the communication scenario, the study considers 
channel link such that Ci ∈ {1,2,3, ⋯ N}. The Ag senses the Ci 

and for each C, the proposed algorithm considers value 1 if C 

is in a good state, otherwise, 0. Therefore, the Ag gets feedback 

(Rw) +1 if a C with a good state is selected, otherwise Rw will 
be −1. When Ag  interacts with the environment, it gets the 

initial St such that St = {1,2,3, ⋯ N}, and performs current At. 
Here, N denotes the number of channels (C). According to 
policy (i.e., current  At ) the channel  fs ∈ Ci  with transmitter 
power Ps is selected to launch the communication (Step:8-10). 

The proposed algorithm also considers that the Ag  keeps 

sensing the spectrum and gets set of states such that St ∈ M, 
where M  is the n-dimension vector the holds most recent 
observations St  space. At every instance t, the recent state St 
will be added to the M, and the previous St  ( St−M ) will be 
ignored (Step:11). The recent St at next instance, t + 1 can be 
represented as follows: 

St+1 ← {St, St−1,St−2, ⋯ , St−(N−1)}          (10) 
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In the next step of the algorithm, a set of At ∈ 𝐾, where 𝐾 
is the n-dimension vector space that holds distinct 𝐴𝑡sets such 
that 𝐾 ∈ {1,2,3, ⋯ N}, where each genuine At in the 𝐾 denotes 
the channel index. Hence, in this regard, when an At  is 

selected, the Ag  will guide the transmitter to access the 

corresponding C and subsequently Ag  gets the Rw  which 

exposes the state-selected C (Step 12). It is to be noted that the 
Ag is allowed to access a single channel to sense the spectrum 

and learn the channel selection strategy in each iteration. 
According to numerical expression 8, attaining higher Rw 
meant getting a higher possibility of successful transmission. 
Therefore, in this regard, the core objective of the Ag to get an 

optimal policy or strategy π, that maps the 𝑆𝑡 to the 𝐾, towards 
maximizing the long-term cumulative Rw  for the decisions 
choosing anti-jamming action towards accessing un-jammed 
channel such that: 

R𝑤𝐾
= ∑ 𝛾𝑖𝑅𝑤+𝑖+1

∞
𝑖=0            (11) 

The agent mechanism meets this objective by computing 
the ideal action-value such that: 

Q∗(St, At) = maxπχ[RwK
|St = M, At = K, π]        (12) 

From the above numerical expression, the objective of the 
maximizing cumulative Rw  is achieved to increase the χ 
(expectation) on all St  accessible by the policy of the Rw 
achieved after eachAt, where Q∗(St, At) refers to the optimal 
action-value function and π refers to policy rule (i.e., 
policy mapping sequences to At) . Therefore, the optimal 
policy for a precise At in any accessible St can be achieved by 
solving the following numerical equation as follows: 

π∗ = arg(  Q∗
(St, At)π

Max )           (13) 

Where π∗ refers to the optimal decision policy regarding 
precise action in any given state of the environment. Therefore, 
At with maximum Q∗(St, At) have maximum cumulative Rw 

and a higher probability of being selected. Thus, the agentAg 

can choose the action At  with maximum action-value to 
effectively overcome the impact of jamming attacks. Since the 
action space is continuous, computing max in the action-value 

function  Q∗(St, At)π
Max  value is extremely a difficult task 

because the algorithm is required to be executed every time the 
Ag  interacts environment to perform an At  which is 

unacceptable in the real-time scenario. But adopting the DDPG 
algorithm in the proposed anti-jamming modeling, the agent 
perceives a value function (by Critic network) and action 
strategy (by actor-network) synchronously. The Critic uses off-
policy and the Bellman equation to learn the value functions 
(Q∗(St, At) and exploiting this information, the actor learns the 
action strategy (π∗) in such a way that it works particularly 
well for continuous action spaces in the environment. In this 
process, it is considered that derivative of function (Q∗(St, At) 
exists at all points in its domain concerning the At argument. 
This enables to derive an optimal gradient-based learning 
protocol the policy μ(St), i.e., a function of the actor towards 
deciding optimal action. In this regard, estimation of the action 
value can be done by approximating Q(St, At, θ) ≈ Q∗(St, At) 
instead of executing complex and iterative optimization 

procedures every time to compute  Q∗(St, At)π
Max . But to 

achieve stability in the agent learning process, the algorithm 
maintains two networks, i.e., the current actor-critic network 
and target actor-critic network. The current network performs a 
selection of action and evaluation of action-value, and the 
target network is used to maintain stability in the training 
process of the current network. The training of the current 
network requires experience pool 𝜓 to approximateQ∗(St, At). 
The experience pool 𝜓  is a set of transitions obtained via 
interaction between the current actor-network and the 
environment which is stored in the experience pool 
𝜓 𝜖 {St, At, Rw, St+1} (Step:14). In this next step, the algorithm 
performs a sampling process by taking a random BS 
(minibatches)  of transitions from the ψ  to update the 
parameters of current Critic and current actor networks 
(Step:15-16). The process of sampling BS splits the transition 
data into small batches to compute error and update network 
parameters. To stabilize the performance of the agent 
mechanism, the algorithm then computes the target actor value 
and target Critic value for the next  St.  Q-value (Step:18) 
numerically obtained through Bellman equation as follows: 

yk = Rw + γQθ
′ ((St

′, μθ
′ (St

′))          (14) 

In the next step of the algorithm (Step:20), the training of 
the current Critic network is accomplished by updating its 
parameter based on the loss function numerically expressed as 
follows: 

ℒ(θ) =
1

𝐁𝐒
∑ (yk − Qθ(St, At))2

k           (15) 

In the above equation (15), MSE (mean-squared-error) is 
used as a loss function that computes the sum of squared 
distances between the updated target Critic (action-value) and 
current Critic (action-value). Further, in the next step of the 
algorithm (Step:21), an iterative optimization algorithm 
(gradient descent) is used to update and rejuvenate the weights 
θ  of the current actor towards determining appropriate At 
decision strategy that maximizes the Rw numerically expressed 
as follows: 

∇𝜃𝐽(𝜃) =
1

𝐁𝐒
∑ ∇𝜃μθ(Sk) × ∇At

Qθ(St, At)|At=μθ(Sk)𝑘         (16) 

In the above numerical expression, the current-actor 
network is updated with the average of the sum of gradients in 
an off-policy manner with BS of transitions. Finally, the target 
actor and target Critic network is updated to provide better 
stability in the learning process of the current actor and Critic 
network numerically expressed in equation 17 and 18 
(Step:22): 

μθ
′ ← ∅θ + (1 − ∅)μθ

′           (17) 

Qθ
′ ← ∅θ + (1 − ∅)Qθ

′           (18) 

Where ∅ refers to the hyperparameter between[0,1]. In this 
operation, a sliding averaging mechanism is used to update the 
parameters of the target network once per update of the current 
network. As a result, the target network slowly tracks the 
learned networks, thereby significantly improving stability in 
learning the action values. “Fig. 9”, illustrates the architecture 
of the proposed anti-jamming mechanism based on the above-
discussed algorithm. 
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Fig. 9. Illustration of the Proposed Anti-Jamming Mechanism. 

VI. IMPLEMENTATION AND RESULT 

This section presents the outcome achieved regarding the 
power cost and SNR. Also, the effectiveness and scope of the 
proposed RL-driven anti-jamming system are justified based 
on the comparative analysis with two other RL techniques, viz. 
i) Q-learning and ii) DQN. The Q-learning and DQN both have 
a higher frequency of implementation in the existing literature 
for solving the jamming problem. Therefore, both techniques 
are considered suitable for comparison with the proposed 
method. 

The design and development of the proposed anti-jamming 
solution are carried out using Python with an Anaconda 
development environment configured on Windows 64-bit Intel 
i7 CPU, 16GB ram, and NVIDIA GTX graphic card. The 
parameters considered in the simulation process of the 
proposed system are highlighted in Table III. 

The simulation setting considers a pair of transmitter-
receiver and jammer operating in a frequency band of a WiFi 
communication channel, i.e., 2.4GHz. The number of 
communication channels considered in the proposed case is 11. 
The bandwidth of the jammer and transmitter is considered 
equal to 20MHz. The jamming power is considered equal to 
30dB. The transmitter signal power is considered equal to 25-
45 dB, and the demodulation cutoff value is considered set 
equal to 10 dB. The carrier or base signal frequency is 
considered equal to 5 GHz, and the data rate is equal to 2 
Mbps. The digital modulation technique adopted is BPSK. The 
cost associated with the channel switching factor is considered 
equal to 0.2, the discount factor is considered in the range of 
[0,1]. Basically, in the proposed simulation setting, it is 
considered equal to 0.96, and the value of the minibatch size is 
considered equal to 32. 

The performance of the proposed system is analyzed for 
power factor and SNR. Also, the scope and effectiveness of the 
proposed system is justified based on the comparative analysis, 
where the proposed system is compared with two similar 
existing reinforcement learning techniques, i.e., Q-learning and 
DQN. “Fig.10”, shows the time-frequency analysis of the 
jammer and transmitter, where the light blue block represents 
the channel selected by the jammer, and light orange blocks 

represent the data transmission scenario. The red block 
represents the jammed signal. In this case, if the user sends 
data packets through the channel selected by the jammer, the 
SNR of the signal at the receiving end will degrade, resulting in 
transmission failure. The problem faced by the agent is how to 
determine the optimal strategy in an unknown environment. 

Since the agent does not know the channel selected by the 
jammer in the unknown environment, it must sense the 
communication spectrum and select the channel according to 
its previous interaction with the environment to guide the 
transmitter to select an undisturbed channel for transmission 
without affecting the system utility. Therefore, adoption of the 
above-mentioned environment assists to understand more 
about the signal system with respect to the transmission with 
less iterative way and more progressive way towards 
mitigating jamming issue in communication. Hence, jamming 
problem is controlled to a large extent when deployed over the 
proposed test environment to see a visible beneficial outcome 
as discussed in the consecutive part of this section. The idea is 
to offer better balance between computation and 
communication. 

TABLE III. SIMULATION PARAMETERS 

Parameters Value 

WiFi Frequency band 2.4 GHz  

Number of communication channels 11 

Jamming Model Sweep Jammer 

Jamming power 30 dBm 

Transmitter signal power 25-45 dBm 

The bandwidth of the Transmitter signal 20MHz 

The bandwidth of the Jamming signal 20MHz 

Demodulation cut-off 10 dB 

Data rate 2 Mbps 

Digital modulation technique BPSK 

Channel switching Cost 0.2  

Discount factor 0.96 

Minibatch size 32  

 

Fig. 10. Illustration of Jammer Process and Transmitter Process. 
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From the Section II of this paper, it can be seen that there 
was previous technique to solve the problem, however, DQN 
and Q-Learning is the extensively used methodologies that 
offers better guidelines towards proposed problem mitigation. 
Therefore, the outcome of the proposed technique is compared 
with DQN and Q-Learning which represents the frequently 
adopted solution. 

“Fig. 11” shows the performance analysis of the proposed 
system regarding the power cost factor. The graph trend 
exhibits that the proposed system performs much better than 
the other two RL techniques regarding reduction in the 
fluctuation of the power consumption during data transmission. 
The performance of the Q-learning technique is worse than 
DQN based anti-jamming process. This is because state space 
is so huge that it suffers in finding an optimal policy. The Q-
learning depends on the Q-table, which is discrete, and also it 
uses a simple Bellman algorithm to perform the frequency 
hopping, which directly depends on Q-function. The agent 
algorithm tries to choose the frequency which gives the highest 
reward. In the case of Q-learning, the agent algorithm uses a Q-
table to decide the optimal reward; hence the frequency needs 
to keep changing. Therefore, more frequency hopping leads to 
more power consumption. The DQN exhibited little fluctuation 
in the power consumption and has achieved closer performance 
to the proposed system. The DQN is more efficient than Q-
learning, tries to optimize action-value for the present scenario. 
The Q-learning is discrete and has a limited number of rows 
and columns in Q-Table, whereas in DQN, one neural network 
decides the best action and state pair for the given scenario. 
The proposed system uses the DDPG algorithm suitable to 
continuous action space and has less randomness than Q-
learning and DQN. The proposed system converges to less 
fluctuation and achieves lower power consumption. 

In “Fig. 12”, it can be analyzed that both proposed and 
DQN exhibits similar performance regarding SNR. However, 
in the case of Q-learning, the graph trend exhibits lower SNR 
compared to the others. The SNR refers to the overall number 
of useful packets received over the total number of packets 
transmitted. In the transmission scenario, two things are 
possible once the packet is transmitted, i) the packet will not 
receive at the receiver side, and ii) the packet may corrupt by 
the time it is received. If the packet is corrupt in practicality, 
there will be syndrome bits that can be used to correct the 
corrupted packets. However, the proposed study does not 
consider the syndrome bits, but the study considers the 
communication channel whether the packets transferred are 
intact or not. Thereby, the system has only one control 
variable, i.e., whether the signal is being jammed or not. The 
Q-learning algorithm always considers discrete frequencies. 
Since the discrete hopping frequency of Q-learning is always 
much higher than sweeping width, the communication gets 
blocked more often in Q-learning than in a continuous system 
like DQN and the proposed agent algorithm. Hence, while 
DQN and proposed show a similar SNR ratio, Q-learning 
shows a much lower SNR ratio. Even if DQN and proposed 
show a similar SNR ratio, the proposed method consumes less 
power compared to DQN. Hence, the proposed algorithm is 
deemed to be better than the other Q-learning and DQN 
methods. It could be also noted that in order to develop an anti-

jamming mechanism over complex network environment, there 
is a need to fine tune the proposed scheme. However, 
interestingly, there are just a need of amending the 
communication topology as well as constraint information 
within the model. Hence, no reengineering technique is 
required to ensure that proposed system does operate over 
complex network environment. The primary reason behind this 
claim is that proposed system harnesses learning functions 
using low epoch to generate the optimal result, whereas the 
existing approaches do demands higher dependency of 
resource leading to degradation of signal quality in its outcome. 

Further, Table IV highlights that the proposed system offers 
better improvement of power reduction, higher signal quality, 
and lower processing time in contrast to frequently used Q-
Learning and DQN approach. Similar trend is expected with 
any other existing approach toward problem solution and hence 
better consistency is noted. 

 

Fig. 11. Analysis of the Power. 

 

Fig. 12. Analysis of the SNR. 

TABLE IV. COMPARISON OF OUTCOMES 

Techniques 
Improvement in 
Power Reduction 

Improvement in 
Signal Quality 

Processing 
Time 

Q-Learning 87.57% 98.41% 0.26619s 

DQN 76.29% 82.63% 0.59851s 

Proposed 35.81% 81.59% 0.98791s 
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VII.  CONCLUSION 

The previous works on anti-jamming mechanisms for 
wireless communication have concentrated on how to prevent 
jamming attacks but neglected the possibility that jammers 
could obtain frequency action. However, existing anti-jamming 
methods can guarantee a solution on a temporary basis. They 
may fail to ensure efficient performance for the long run, 
especially where intelligent jammers are deployed. Aiming at 
this issue, the proposed system has been presented as an 
efficient and intelligent anti-jamming scheme based on the 
model-free and off-policy agent mechanism. Overall 
implementation of the proposed work is carried out in a multi-
fold manner, such as 1) Building a customized RL environment 
for evaluating agent mechanism 2) designing the intelligent 
anti-jamming agent algorithm to perform the anti-jamming 
process. The proposed system is more intelligent than the 
existing works, it has robust environmental applicability, and 
avoids the additional overhead caused by continuous action 
space. The simulation results show the proposed system's 
effectiveness compared to the widely adopted Q-learning and 
DQN based anti-jamming system. Moreover, the proposed 
work is limited to modeling the intelligent anti-jamming 
scheme, and it is not evaluated against intelligent anti-jamming 
techniques. The current research work will be extended with 
intelligent jamming scheme, which will be introduced against 
the proposed anti-jamming solution. 
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Abstract—Heavy rainfall as a consequence of climate change 

have immensely impacted the ecology, the economy, and the lives 

of many. With the variety of available predictive tools, it is 

imperative that performance analysis of rainfall forecasting 

models is properly conducted as a measure for disaster 

preparedness and mitigation. Support Vector Regression 

Machine (SVRM) was utilized in predicting the rainfall of a city 

in a tropical country using a 4-year and 17-month rainfall dataset 

captured from an automated rain gauge (ARG) in Southern 

Philippines, involving parameter cost and gamma identification 

to determine the relationship between past and present values, 

determining optimal cost and gamma parameters to improve 

prediction accuracy, and forecasting model evaluation. The 

SVRM model that utilized Radial Basis Function (RBF) kernel 

function having the parameters of c=100; g=1; e=0.1; p=0.001 

and the lag variable which used 12-hour report with lags up to 

672-timesteps (i-672) demonstrated a Mean Square Error (MSE) 

of 3.461315. With close to accurate forecast between the 

predicted values and the actual rainfall values, the results of this 

study showed that SVRM has the potential to be a viable rainfall 

forecasting model given the proper data preparation, model 

kernel function selection, model parameter value selection and 

lag variable selection. 

Keywords—Support vector regression machines; support vector 

machines; rainfall forecasting 

I. INTRODUCTION 

Climate change is a widespread and growing threat to 
biodiversity and ecosystems globally. One of the disasters 
caused by climate change is heavy rainfall and its frequency is 
noticeable among tropical countries resulting to catastrophic 
disasters such as landslides and flood which led to loss of lives, 
property, and livestock. Rainfall forecasting has received 
immense attention in recent years due to heightened emphasis 
on minimizing life and property losses through proper conduct 
of mitigation and preparedness in disaster risk reduction [1]–
[3]. Rainfall forecasting models need to be evaluated and 
optimized for efficient performance in order for these 
predictive models to be utilized as disaster risk management 
tools that can serve as decision-making tools to alert 
individuals on incoming natural disasters through advance 
notice for the tactical planning of activities and approach [2].  
Support Vector Machines (SVM) with a specific forecasting 
variant known as Support Vector Regression Machines 
(SVRM) is an emerging high performing machine learning 
algorithm used for natural phenomena such as rainfall 
forecasting [4], [5]. SVRM finds a hyperplane in a n-

dimensional space with n-number of features that specifically 
classifies the data points into classes, applying structural risk 
minimization elementary principles to obtain quality 
generalization on a finite number of learning patterns [3], [5]–[8] 
. Since SVRM first plots the inputs into a high-dimensional 
space and looks for a parting hyperplane that maximizes the 
margin between the classes which then uses kernels to find the 
optimal hyperplane, various SVRM models can be developed, 
evaluated and optimized in order to be efficiently used as 
forecasting models to be effectively used disaster risk 
reduction. 

Iligan City in Southern Philippines, has recently been in the 
pathway of typhoons due to climate change. Local authorities 
led by the Iligan City Disaster Risk Reduction Management 
Council (CDRRMC) need to develop decision support tools in 
disaster mitigation, preparedness, response and recovery. 
Despite availability of historical rainfall data, there is a lack of 
a forecasting model to determine rainfall which is essential in 
the resource and mitigation planning in times of disasters. 
Additionally, proper rainfall data preprocessing as well as 
optimal parameter configuration of forecasting models are 
needed to utilize rainfall forecasting tools that yields reliable 
predictive results [2], [7]. This study attempted to conduct 
performance analysis of SVRM models by conducting rainfall 
data preparation, kernel selection, SVRM parameter selection, 
lag variable selection, and implementation of SVRM models. 
Through model verification in terms of error computation, an 
assessment on the predictive performance of these SVRM 
models was conducted to determine the reliability of the 
forecasting model. By conducting performance analysis, this 
study hopes to contribute in the on-going efforts to evaluate 
and optimize efficient performance of rainfall forecasting 
models that can be used as decision-making tools to save both 
lives and property. 

II. METHODOLOGY 

A. Rainfall Data Preparation 

The rainfall data preparation phase of this study involves 
three activities namely data selection, data correction and data 
representation. Data selection is the process of determining the 
appropriate dataset input variable along with its corresponding 
time-range as input layer data [3], [9]. The researchers 
considered rain, rain rate, air temperature, humidity, air 
pressure, water level and solar radiation as candidate 
meteorological data that can be possible datasets to be selected 
[1], [2], [9]. Input data for this study were obtained from the 
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Philippine Department of Science and Technology - Advance 
Science and Technology Institute (DOST-ASTI) which were 
collected rainfall data from Automated Rain Gauges (ARG) 
having 15-minute intervals with a unit of measurement in 
millimeters. The acquired dataset may have incomplete, 
inconsistent, and noisy values which can be due to incomplete 
data lacking attribute values, lacking certain attributes of 
interest. Thus, data correction by finding, checking, or 
eliminating corrupt and inaccurate records from the rainfall 
dataset was then conducted to discriminate incomplete, 
incorrect, or irrelevant parts of the dataset. Manual visual 
inspection of the raw rainfall data from the obtained 
spreadsheet file was initially conducted to determine the extent 
of the data cleaning as well as data recording anomalies such as 
missing rainfall data brought about by ARG limitations. 
Further examination of the dataset was performed that 
examined aggregate data, noisy data containing errors or 
outliers, and inconsistent data containing discrepancies in 
codes or names [3], [10]. 

As shown in Fig. 1, the acquired rainfall data is device-
dependent that is why data representation which involved 
representation processing of key variables and attributes was 
then conducted. The raw dataset also contains the location of 
the ARG (LOCATION), latitude of the ARG (LATITUDE), 
longitude of the ARG (LONGITUDE), elevation of the ARG 
(ELEVATION), date of installation of the ARG (DATE 
INSTALLED) and date of reading and amount of rainfall 
(DATE/TIME READ; RAINFALL AMOUNT). The rainfall 
data captured in 15-minute observations in terms of millimeters 
along with its date of reading was considered in this study as 
the training, testing and validation data sets following the data 
partitioning process. 

 

Fig. 1. Sample Raw Data from the ARG. 

B. SVRM Model Design 

The design of an SVRM forecasting models depends on a 
set of specific selection processes which includes kernel 
selection, parameter selection, and architecture selection [2], 
[3], [6], [10]–[12]. As shown in Fig. 2, SVRM utilizes kernel 
functions to transform and map training data from an input 
space into a high dimensional feature space in which it 
searches for an optimal classification hyperplane that separates 
the data into different categories [10], [12]–[14]. Configured by 
the researchers, the kernel function is the component of the 
SVRM that plays a central part in the assimilation of data and 
transforming such data for pattern discovery and general types 
of relations such as classifications, rankings, cluster, and 
regressions [13], [14]. Kernel selection as conducted by the 
researchers involves the testing of different kernel functions to 
determine the optimal parameters needed to build the SVRM 
model. The data set was tested with Linear Function Kernel– 
which excels in linearly separable data, and Radial Basis 

Function (RBF) Kernel–which is excellent with nonlinear data 
sets. The study followed proposed the methodology to come up 
with the best fitted kernel function for an SVRM rainfall 
forecasting model [15]. The process involved utilizing the grid 
search method to produce an optimal parameter which was 
used as a reference parameter for the kernel selection process 
in an integrated development environment (IDE) using the 
entire training set and evaluated on the testing set. The kernel 
functions were then observed for their forecasting accuracy and 
behavior with the model having the lowest Mean Squared Error 
(MSE) adopted and used in the parameter selection phase. 

 

Fig. 2. Model Design Flow. 

As supported by studies which used the MSE error metric 
in assessing the accuracy of the SVRM models, the selection 
for which parameters was included in model revolved around 
the selected kernel [16], [17]. The researchers then conducted 
parameter selection where optimal values of key parameters 
are selected for forecasting unknown data [4], [11], [12], [16], 
[17]. The process involves utilizing the Grid Search method to 
find an optimal combination value of the key parameters Cost 
(C), Gamma (g), and Epsilon (e). Table I shows that the key 
parameter (C) defines the penalty for errors, the parameter (g) 
influences the hyper-line flexibility, while the parameter (e) 
defines the upper and lower bound of the fractions of the 
support vectors relative to the total number of training 
examples [3], [6], [10]–[12], [17]. 

Utilizing the selected kernel from the kernel selection 
process, testing of different parameter values were determined 
with the use of Grid Search and an Exhaustive Parameter 
Search methodology using the data training and testing sets. 
This is to validate the reliability of Grid Search in searching for 
optimal parameter values and to also find the best fitted 
parameters for the final model [3], [15]. The study also utilized 
a feature space which was used in both Grid Search and 
Exhaustive Parameter Search methodologies. The parameter 
values were evaluated and observed for their forecasting 
accuracy. Parameter values with the lowest MSE were selected 
as the optimal parameter values for the kernel function and 
final forecasting model. The kernel adopted along with the 
selected parameter values were used to select the lag variable 
that were used in the final model. 

TABLE I. PARAMETERS AND ITS FUNCTION 

PARAMETERS FUNCTION 

Cost Penalty (C) Defines the penalty for errors 

Gamma (g) Influences the hyper-line flexibility 

Insensitive Loss Function (e) Width of ε-insensitive zone/tube 

Epsilon (p) The set of epsilon function in epsilon SVR 
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Lag variable selection, where optimal value for the lagged 
variables were selected, was used by the researchers to 
determine the relationship between past and current values of 
the series which can be captured by a propositional learning 
algorithm like the SVRM algorithm. Fundamentally, the value 
of the lagged variables created regulates the size of the time 
window [6], [10]. This step involves evaluating 2 lag variable 
values wherein each lag value utilized 4 years, 7 months, and 
30 days’ worth of rainfall data in periods of 15 minutes. The 
first lag variable value (Lag Variable I) had a per-12-hour 
report with lags up to 672-time steps (i-672) in the past, 
wherein i represents the current date of the model. The 
configuration of the first lag variable value was considered 
since the heuristic standard for weather forecasting is on a 
weekly basis. The second lag variable value (Lag Variable II) 
had a per-12-hour report with lags up to 2976-time steps (i-
2976) in the past. The configuration of the second lag variable 
value was considered since rainy season in countries like the 
Philippines starts in June and last till November, wherein the 
months of September and October are often the typhoon season 
in the entire archipelago. The forecasted values were validated 
using the remaining month of the data. Using the selected 
kernel function, kernel parameter values, and the data set, 
architectures determined were used through a determined IDE. 
The lag variables were observed for its forecasting accuracy 
and behavior with the lag variable having the lowest MSE was 
selected for the final model. 

C. SVRM Model Evaluation 

The researchers integrated and constructed an SVRM 
model utilizing the LIBSVM library for SVRM processes to 
improve efficient and effective management of the rainfall 
forecasting process. It is necessary that the computing 
environment settings befit for developing SVRM model and 
the needed libraries and IDE should be ready before the 
development start. Computer running on Mac OS, Windows, 
or Ubuntu is necessary, with an IDE, preferably the Waikato 
Environment for Knowledge Analysis (WEKA). Few WEKA 
packages or extension were installed like grid search that 
handled optimization of the parameters and enhance the 
specific values for the parameters. The SVRM programme 
stimulates the training, validating, and forecasting of the data 
after creating the data and environment in which the system 
was constructed. The specification of parameters, kernel, lag 
variable, and training of the prepared dataset was then referred 
to as training. Furthermore, the trained model was validated by 
using an error metric until an output was finally generated. 

Using the testing set, SVRM model evaluation examined 
each model in the training process for its accuracy in 
forecasting 12 hour-ahead rainfall values in 672-time or 2976-
time lagged steps in the past. The predicted result was 
compared to the testing set's actual rainfall data. For the rainfall 
forecasting system, the model with the lowest MSE was then 
chosen as the final model. The computation of the measure of 
error is an important aspect of evaluating a forecasting model's 
prediction accuracy. The forecasting error, which is the 
difference between the anticipated and actual rainfall levels, is 
a measure of a forecasting model's accuracy [17]. The MSE 
shown in Equation (1) was used in this study since the actual 
values of the data are in the denominator of the equation and 

will produce undefined or infinite results when the actual 
demand is zero. 
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where Yi are the observed values of the variable being 
predicted and Ŷi are the predicted values. 

The MSE, the model's consistency will be indicated by a 
minimal error. The rainfall data from the testing set was then 
used to test the selected SVRM models. The data was fed into 
the chosen SVRM models, which generated anticipated results 
for the next 12 hours. In a 15-minute cycle, 80% of the rainfall 
data was loaded into the selected models to anticipate rainfall 
for the next 12 hours. The predicted values were then 
compared to the testing set's actual rainfall value. The 
anticipated rainfall values were evaluated using MSE after the 
evaluation phase was completed. Error assessment was then 
conducted where the validation results were converted and 
compared to the actual results to see if they are accurate in 
terms of the actual rainfall data [3], [11] . In this process, the 
validation set was utilized to generate validation findings 
throughout the month of October in 2017. The accuracy of the 
forecasting was then tested by comparing these findings. 
Following the selection of the best performing model, the 
forecasted values were graphed into a line graph and compared 
to the actual rainfall levels. For charting, the values of each 
iteration of each model were aligned with the real values of the 
same week. Visual inspection was then carried out by watching 
it on a weekly basis. Every day in October, for example, the 
next seven days were gathered and graphed. As a result, the 
full validation set was observed for a total of 31 days. The t-
score shows the differences of the two groups, the larger values 
specify the difference between the two samples while the 
smaller values specify the similarity of the two samples. The t-
score t, gave the means of the first and second samples, X1 and 
X2, with n being the sizes of both X1 and X2 with Sp the pooled 
standard deviation is shown in Equation (2). 
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In this study, X1 and X2 are the means of the forecasted and 
actual values for rainfall in each week. The pooled standard 
deviation Sp provided the standard deviations in samples 
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 , with n1 and n2 representing the sample size of the 
first and second group as provided by Equation (3). 
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III. RESULTS AND DISCUSSION 

A. Rainfall Data Preparation Results 

In the preparation of the rainfall data for the SVRM model 
design, the rainfall data used in the study was selected, cleaned, 
represented and partitioned. Rainfall Data from 2013 to 2017 
was exported as a .csv file from the ARG installed in 
Rogongon, Iligan City (Latitude: 8.232697, Longitude: 
124.419372) on February 12, 2013. The attributes referring to 
location (LOCATION), latitude (LATITUDE), longitude 
(LONGITUDE), elevation (ELEVATION), and date of 
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installation (DATE INSTALLED) were removed since it plays 
insignificant contribution to the learning process. A delimiter 
on semicolon was then used to separate the attribute of a single 
data unit for the date, time of reading and the rainfall amount 
(DATE/TIME READ; RAINFALL AMOUNT). Shown in 
Table II is the format for the 163, 777 rows of data having its 
respective date, time, and rainfall. The dataset was partitioned 
into 80% training set and 20% testing set and was then 
converted into .arff to be suited for WEKA. 

TABLE II. FORMAT OF THE DATASET 

DATE / TIME  RAINFALL 

NN/NN/NNNN 00:15 NN 

NN/NN/NNNN 00:30 NN 

NN/NN/NNNN 00:45 NN 

NN/NN/NNNN 01:00 NN 

B. SVRM Model Design Results 

Kernel functions plays a central part in the assimilation of 
data and transforming such data for pattern discovery. Thus, 
which kernel would be most suitable depends upon the data 
that the kernel would use [13], [18]. The study evaluated the 
Linear Function kernel, which is an excellent kernel function 
for linearly separable data sets, and the RBF kernel, which 
excels with nonlinear data sets [3], [6], [13]. To determine if a 
Linear or RBF kernel function will be used in the final model, 
the researchers evaluated the MSE value the function kernels 
were ableyield. Table III shows the results of the kernel 
selection process which the study utilized the parameter values 
produced by Grid Search as reference parameter values. 

TABLE III. GRID SEARCH RESULT 

COST GAMMA ACCURACY 

100 10 91% 

As shown in Table IV, the Cost value of 100 and the 
Gamma value of 10 were obtained through the Grid Search 
procedure. The accuracy was calculated using an 80/20 split, 
with 80% of the training set and 20% of the testing set yielding 
a 91% accuracy on the testing set. To calculate the MSE of the 
Linear and RBF kernels, the Cost and Gamma values obtained 
during the Grid Search procedure were then used as reference 
parameter values. 

TABLE IV. COMPARISON BETWEEN LINEAR AND RBF KERNELS 

LINEAR 

PARAMETER 

LINEAR 

MSE 

VALUE 

RBF PARAMETERS 
RBF  

MSE VALUE 

Cost ( C) = 100 MSE > 100 

Cost ( C) = 100 
Gamma (g) = 10 

Loss Function (e) = 0.1 

Epsilom ( p) 0.001 

3.6377 

Kernel parameters were employed in nonlinear feature 
mapping to govern the trade-off between margin maximization 
and error minimization. The hyper parameters regulate the 
model's training process and have a significant impact on the 
SVRM forecasting model's development and test performance 
[12], [18]. The hyper parameters control the training process of 
the model and have an extensive effect in the development and 

resulting test performance of the SVRM forecasting model. 
The results shows that RBF kernel yielded an MSE of 3.6377 
while the linear kernel yielded an extensive MSE value of 
greater than 100. This could only mean that the data set was 
not linearly separable but is nonlinear in nature. In the behavior 
of the data used in this study, RBF was found to be more 
accurate. As such, RBF kernel function was the choice for the 
SVRM modelling. 

This study compared Grid Search and Exhaustive Search 
methodologies to determine the best fit parameter combination 
and to validate Grid Search methodology's reliability and 
compatibility with the LibSVM library and WEKA forecasting 
software. After conducting Grid Search and Exhaustive Search 
testing, the parameter combination values MSE’s were 
recorded, and the results are presented in Table V and VI. The 
performance of an SVRM forecasting model relies on three key 
parameters. The key parameter (C) is a parameter that allows 
the trade-off between training error and model complexity, 
parameter (C) defines the penalty for errors. If the value of 
parameter (C) is too big there would be the likelihood of 
overfitting a model. Whilst having a smaller (C) parameter 
value may result to the underfitting of a model and increase the 
number of training errors. The parameter (g) influences the 
hyper-line flexibility while parameter (e) controls the width of 
the ε-insensitive zone, used to fit the training data. If the value 
of parameter (e) is big, this will result in having fewer support 
vectors selected, and will result in a flatter or less complex 
regression estimates. Results of the Grid Search produced a 
Cost of 100 and a Gamma of 10 and yielded an MSE of 3.637. 
While Exhaustive Search produced a Cost of 100 and a 
Gamma of 1 and yielded an MSE of 3.6377 as observed in 
Table IV. Although Exhaustive Search yielded the lower MSE 
among the two methodology’s the difference between the two 
is only 0.0004, a small difference. From the tested models 
shown, it can be noted that both parameters set values can be 
applied in the final model. The researchers opted for the 
parameter results yielded by the exhaustive search with c=100; 
g=1; e=0.1; p=0.001 for the final model. 

TABLE V. CONSTANT PARAMETER VALUES 

INSENSITIVE LOSS (e) EPSILON (p) 

0.1 0.001 

TABLE VI. GRID SEARCH RESULT 

COST GAMMA MSE 

100 10 3.637 

The researchers provided a feature range of exponents for 
the Grid Search. For Cost (C) = {0.0001, 0.001, 0.01, 0.1, 1, 
10, 100} and for Gamma (g) = {0.0001, 0.001, 0.01, 0.1, 1, 10, 
100, 1000}. The search was tested for all 56 combinations of 
Cost and Gamma. Grid Search is tested for each combination, 
evaluating for each of the combinations MSE. The Grid Search 
process ended with the parameter combination of Cost (C) = 
100 and Gamma (g) = 10, with an MSE of 3.637, the lowest 
MSE determined by the Grid Search process out of the 56 
possible combinations. The researchers also tested tuning the 
parameter using a more practical approach to the process. Like 
Grid Search, the researchers tested all 56 combinations for 
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Cost and Gamma (C={10-4, 10-3…101,102}; g={10-4, 10-
3…102,103}) manually using MSE to find the combination 
with the lowest MSE. The search ended with parameter 
combination of Cost (C) = 100 and Gamma (g) = 1, with an 
MSE of 3.6366. The procedure entails analyzing two lag 
variable values, each of which will use rainfall data from the 
previous four years, seven months, and thirty days in 15-
minute intervals. The first lag variable value (Lag Variable I) 
produced a per-12-hour report with lags up to 672-time steps 
(i-672) in the past, with I representing the model's current date. 
The second lag variable value (Lag Variable II) provided a per-
12-hour report with lags as far back as 2976-time steps (i-
2976). The testing set was used to determine the lag values. 
The MSE result for each lag variable value in each 15-minute 
cycle is shown in Table VII for each 12-hour report. The 
accuracy of Lag Variable I is better. Although Lag Variable I 
had the lower MSE score, it is worth noting that the difference 
between it and Lag Variable II is only about 0.00247. 

TABLE VII. 12 HOUR-AHEAD MSE VALUES 

DATE / TIME LAG VARIABLE I LAG VARIABLE II 

10/31/2017 0:00 3.6387 3.6388 

10/31/2017 0:15 3.6387 3.6389 

10/31/2017 0:30 3.6387 3.639 

10/31/2017 0:45 3.639 3.6391 

--- --- --- 

--- --- --- 

10/31/2017 23:15 3.6436 3.6436 

10/31/2017 23:30 3.6437 3.6437 

10/31/2017 23:45 3.6438 3.6439 

MSE 3.64129 3.64154 

C. SVRM Model Evaluation 

The optimal lagged variable was chosen after thorough test 
and comparison. The results show that Lag Variable I with the 
value of i-672 yields slightly better results than Lag Variable II 
(i-2976) making it a viable option for a model. The lowest 
MSE is achieved after tuning the cost value to 100 and gamma 
value to 1 which is optimal based on the training set used. The 
test shows a 0.0247 difference between Grid Search using RBF 
kernel with 3.6377 MSE value compared to 3.6366 MSE value 
of manual tuning. The training set produced an average of 
3.641315 MSE value with minimum and maximum value 
3.6387 and 3.6439 respectively using Lag Variable I. The 
values produced were relatively high for MSE due to the nature 
of the training set. As shown in Table VIII, the data yielded a t-
value of 3.95426E-74. The p-value p = 0.05 by default which 
means the forecasted data is acceptable if the margin of error is 
less than 5%. The researchers used a total of 58 data points by 
using 29 data points from forecasted and actual data sets. The 
degrees of freedom df = 56 (degrees of freedom is number of 
datapoints minus 2) with its critical value 1.673 is used in 
assessing the H0 where is H0 is not rejected since the t-value is 
less than the critical value. This shows that the predicted values 
have no statistically significant difference from the actual 
values. The low t-value also means that the difference between 
the actual and forecasted values is extremely small and the 
error becomes insignificant. 

TABLE VIII. SNAPSHOT OF THE STUDENT’S T-TEST 

DATE / TIME ACTUAL PREDICTED 

10/01/2017 0:00 2.434331 2.3236 

10/01/2017 0:15 2.434833 2.3235 

10/01/2017 0:30 2.435335 2.3235 

10/01/2017 0:45 2.435837 2.3234 

Visual representation of the rainfall data exhibits the 
minimal differences between the actual and forecasted values 
from the validation set with the lines of the graphs overlapping 
except for the time intervals with the values equal to 0. The 
pattern being generated in Fig. 3 shows that the average 
predicted rainfall values were close to the actual rainfall values. 
This indicates that the model was able to create an accurate 
prediction result for the average rainfall value for the validation 
set [3], [9], [10], [15]. However, having an accurate prediction 
result in the first and middle half of the data set does not mean 
that the prediction accuracy will not drop. It is worth noting the 
fact that regardless of the magnitude of the error, an error will 
still propagate further errors which will eventually drop the 
prediction accuracy further down the timeline, especially when 
the number of units of the predicted values are overstretched. 
Shown in Fig. 4, the pattern generated shows that a significant 
error ensued in the beginning of the prediction result. The error 
continued along the timeline further dropping the accuracy of 
the result. The model was not able to accurately predict the 
maximum rainfall value for the data set. This indicate that the 
model was not able to predict certain change in the data value 
which in this case are the sudden increase in the value of 
rainfall due to sudden heavy rain down pour. 

 

Fig. 3. Average Actual and Forecasted Rainfall. 

 

Fig. 4. Maximum Actual and Forecasted Rainfall. 
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IV. CONCLUSION AND RECOMMENDATIONS 

This study attempted to implement a rainfall forecasting 
strategy using SVRM by performing data preparation, SVRM 
model design, model implementation and testing the forecasted 
results for performance evaluation and model validation. On 
the data preparation process, data correction and representation 
of the dataset greatly affects the outcome of the data being 
predicted. Manual vision inspections were conducted and were 
able to remove irrelevant dates with missing values which 
results into a number of 163,777 rows. In SVRM model design, 
it was found out that in order to produce a good forecasting 
outcome, the right values must be identified for parameters 
cost and gamma, along with a kernel function that will fit the 
data set along with a lag variable value that can optimally 
determine the relationship between the past and current values 
of the data set. The rainfall dataset was tested with both linear 
and RBF kernel functions. The data set was first tested with 
RBF kernel function with temporary base parameter values for 
cost and gamma identified with the use of Grid Search, the 
temporary base parameter values were Cost (C) = 100 and 
Gamma (g) = 10 with an accuracy of 91% resulting to a MSE 
value of 3.6377. The data set was then tested with the linear 
kernel function using the same base parameter values and 
resulted in an MSE value greater than 100. The researchers 
concluded that the data set was non-linear in nature and is not 
linearly separable. Thus, the model utilized RBF as its selected 
kernel function. The second phase of the selection involved 
selecting the best parameter values for cost and gamma. The 
study utilized two tuning techniques for the selection process; 
the following were the Grid Search and Exhaustive Search 
techniques. Tuning was first tested using Grid Search, the 
search produced values of Cost (C) = 100 and Gamma (g) = 10 
with an MSE value of 3.637. The second tuning was then 
tested using Exhaustive Search with a feature space range for 
Cost (C) = {0.0001, 0.001, 0.01, 0.1, 1, 10, 100} and Gamma 
(g) = {0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000}. Exhaustive 
search produced the lower MSE value of 3.6366 with values 
for Cost (C) = 100 and Gamma (g) = 1. The results yielded in 
only an MSE value difference of 0.0004, a very small 
difference. It can be concluded that both tuning techniques can 
be utilized for tuning parameters in the creation of the SVRM 
model design. However, the researchers opted for the 
parameter set values yielded by Exhaustive Search parameter 
tuning in the final model. The last phase of the selection 
process involved the selection of a lag variable value. The lag 
variable determines the past and current relationship of a data 
series in a particular timeframe. The study tested two variable 
values; Lag Variable I and Lag Variable II. Lag Variable I 
have a per-12-hour report with lags up to 672-timesteps (i-672) 
in the past, while Lag variable II has a per-12-hour report with 
lags up to 2976-time steps (i-2976) in the past. Lag variable I 
was first tested and produced an MSE value of 3.641315, while 
Lag variable II produced an MSE value of 3.651315 in the 
second test. Though Lag Variable I yielded the lower MSE 
score, it is also worth noticing that it only differs by a small 
variance of approximately 0.00247 when compared with Lag 
Variable II. This is an indication that Lag Variable II is also a 
promising Lag Variable value for the SVRM forecasting 
model. The final model utilized Lag variable I for the final 
model. 

It is recommended that a different rainfall dataset from a 
non-tropical country be used to validate the SVRM models 
presented in this study. Having datasets with a vast difference 
of rainfall values is expected affect the performance of the 
model which in turn affects the accuracy, behavior and 
performance of the SVRM. Tropical climate like that of the 
Philippines having only wet and dry seasons anytime within 
the year records a different rainfall behavior from geographies 
having four seasons. The researchers would also like to 
recommend for further studies on the aspect of kernel, lag 
variable and architecture selection. Further studies on these 
processes will help optimize the performance of the SVRM in 
rainfall forecasting. Aside from WEKA, other SVRM 
development frameworks could also be used to expand model 
performance analysis conducted in this research. One or more 
SVRM development frameworks can be compared with the 
model results of presented in this study as well as conducting a 
contrast if other development frameworks have better or the 
same performance with that of WEKA. Overall, the results of 
this study showed that SVRM has the potential to be a viable 
rainfall forecasting model given the proper data preparation, 
model kernel function selection, model parameter value 
selection and lag variable selection. 
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Abstract—The taxi services are growing rapidly as reliable 

services. The demand and competition between service providers 

is so high. A billion trip records need to be analyzed to raise the 

spirit of competition, understand the service users, and improve 

the business. Although decision tree classification is a common 

algorithm which generates rules that are easy to understand, 

there is no implementation for classification on taxi dataset. This 

research applies the decision tree classification model on taxi 

dataset to classify instances correctly, build a decision tree, and 

calculate accuracy. This experiment collected decision tree 

algorithm with Spark framework to present the good 

performance and high accuracy when predicting payment type. 

Applied decision tree algorithm with different aspects on NYC 

taxi dataset results in high accuracy. 

Keywords—Big data analytics; apache spark; decision tree 

classification; taxi trips; machine learning 

I. INTRODUCTION 

Big data describes the large volume of data, but there’s no 
rule strictly defines the size of data. What really determines 
that the data is big, is the need for multiple physical or virtual 
devices to process this data as fast as possible. In [1], this data 
is generated by everything around us like systems, digital 
devices, and remote sensors. Big data is used for collecting and 
analyzing large and complex data sets to produce knowledge. 
In the past, storing, processing, and analyzing this volume of 
data were a problem; but new technologies solved this problem 
[2]. 

One of the tools that are used to analyze data is Apache 
Spark, which is open-source data analytics tools. Spark is 
based on MapReduce, but it’s faster as it stores the data in the 
memory into RDD (Resilient Distributed Databases) [3]. Fig. 1 
represents the difference between Spark and Hadoop 
performance. 

 

Fig. 1. Spark and Hadoop Performance. [3]. 

When talking about machine learning, Spark has two types 
of machine learning libraries: Spark MLlib, and Spark ML. 
Spark MLlib is the original API and it is based on RDD API, 
so it has more features than the new API (Spark ML). Spark 
ML provides high-level API, and it is based on data frames and 
dataset; it supports pipeline and easier to construct. Spark 
MLlib focuses on the basics of the algorithm leaving data 
preparation and pipelines to the user, but Spark ML works on 
all those aspects from data preparation to model training. Spark 
MLlib is the best choice when dealing with a stream of data. 
The new features will be added to Spark ML and this why this 
research will use Spark ML. [4]. 

Spark ML is based on pipeline concept which uses different 
stages to perform separate tasks from data cleaning to feature 
selection and applying machine learning algorithm. Pipeline 
stages consist of two basics transformers and estimators. 
Transformers use transform method which takes a data set as 
input and returns an enhanced dataset as a result. Estimators, 
when fit, returns a transform, it uses the fit method on data set 
to produce a model. A decision tree is an estimator that trains 
dataset to produce a model [4]. 

Classification is an important technique for assigning a data 
object to predefined class or category. One of the most 
commonly used algorithms, used to apply a classification 
technique, is the Decision tree algorithm. Decision tree one of 
the important algorithms in Classification technique. It builds a 
tree model. Decision tree algorithm is popular because it’s easy 
to implement and understand. In addition, it is simple and fast 
to construct compared to other classification algorithms. 

Decision tree algorithms extract knowledge from data, 
present it graphically and produce a clear and understandable 
rule. It is one of the most powerful and popular algorithms that 
can handle continuous and categorical variables using less 
computation. The most common used decision tree algorithms 
are ID3, C4.5, and CART. C4.5 is an improved version of ID3. 
[5][6]. 

Transportation plays a vital role in human life especially 
Taxi and Car services. As a business, it is a huge industry. 
Every minute there is a hundred of trips from just a single 
zone, which create a huge amount of data [7] [8]. NYC Taxi 
and Limousine commission provides an open Dataset that 
includes detailed trip record from NYC yellow taxi through 
2017. Predicting payment method is considered important to 
business. Customers add their credit card only in trusted 
services. The greater the number of registered or used credit 
cards, the higher the service reliability is. It is also important to 
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the driver to know the payment method as some drivers prefer 
cash and others prefer credit for guaranteed payment. This 
dataset can be used to predict a lot of things like passenger 
count, Hotspot to reduce peak factor, Rush hour for extra 
charges and high demand at a specific time. 

II. BACKGROUND 

A. Big Data Analytics 

The concept of big data has been around for years, and 
most firms now realize that if they capture all the data that 
flows into their operations, they can use analytics to extract 
tremendous value. Big data analytics assists businesses in 
harnessing their data and identifying new opportunities. As a 
result, smarter business decisions, more effective operations, 
higher profits, and happier consumers are the result. Big data 
analytics is the often-difficult process of analyzing large 
amounts of data to identify information such as hidden 
patterns, correlations, market trends, and customer preferences 
that can assist businesses in making better decisions. Data 
analytics tools and approaches provide organizations with a 
way to evaluate data sets and obtain new information on a large 
scale. Basic questions regarding business operations and 
performance are answered by business intelligence (BI) 
queries. Big data analytics is a type of advanced analytics that 
entails complicated applications that use analytics systems to 
power aspects like predictive models, statistical algorithms, 
and what-if analyses [9]. 

Without the right tools, methods, and techniques, big data 
analytics can be time-consuming, difficult, and 
computationally demanding. When the amount of data is too 
large to analyze and analyze on a single machine, Apache 
Spark and Apache Hadoop can help by using parallel and 
distributed processing. It is critical to first comprehend the 
concept of "big data" to comprehend the significance of 
parallel and distributed processing. The fast rate at which big 
data is generated necessitates that it be processed quickly, and 
the variety of big data implies that it contains several data 
kinds, including structured, semi-structured, and unstructured 
data. Because of the amount, velocity, and variety of big data, 
new, novel methodologies, and frameworks for collecting, 
storing, and analyzing the data were developed, which is why 
Apache Hadoop and Apache Spark were formed.[10]. 

B. Big Data Analytics Tools 

Understanding parallel and distributed processing helps in 
understanding big data analytics tools and how they are used. 
Because both parallel processing and distributed processing 
entail breaking down computation into smaller sections, the 
two can be confused. The memory architecture distinguishes 
parallel computing from distributed computing. Parallel 
computing is the use of several processors to solve a problem 
at the same time. Distributed computing is the use of multiple 
computers to solve a problem at the same time. Because 
distributed computing is disk-based rather than memory-based, 
parallel computing processes have access to the same memory 
space as distributed computing workloads. Some distributed 
computing operations are performed on a single computer, 
while others are performed on multiple computers. Apache 
Hadoop and Apache Spark are both open-source systems for 

big data processing, although they differ in important ways. 
Hadoop processes data using MapReduce, whereas Spark 
employs resilient distributed datasets (RDDs). Hadoop uses a 
distributed file system (HDFS), which allows data files to be 
stored on several machines. Because servers and machines may 
be added to accommodate increasing data quantities, the file 
system is scalable. Because Spark lacks a distributed file 
storage system, it is mostly utilized for computation on top of 
Hadoop. Spark does not require Hadoop to run, although it can 
be used with Hadoop because it can construct distributed 
datasets from HDFS files. Spark does not provide a distributed 
file storage system; it is mostly utilized for computation on top 
of Hadoop. Spark does not require Hadoop to run, although it 
can be used with Hadoop because it can construct distributed 
datasets from HDFS files. The performance gap between 
Hadoop and Spark is significant. UC Berkeley researchers 
noticed that Hadoop is wonderful for batch processing but 
inefficient for iterative processing, so they invented Spark to 
address this. Spark program iteratively run 100 times quicker 
in memory than Hadoop and 10 times faster on disc. Spark's 
quickness is attributed to its in-memory processing. Instead, 
Hadoop MapReduce sends data to disc, which is read on the 
next iteration. It is substantially slower than Spark because data 
is reloaded from disc after each iteration [11]. 

C. Apache Spark MLlib 

MLlib, an Apache Spark machine learning library, covers 
the major machine learning methods such as classification, 
clustering, regression, dimensionality reduction, transformers, 
and collaborative filtering. Some machine learning techniques 
can be applied to streaming data, which is useful for Spark 
Streaming applications [12]. 

D. Classification 

Classification is a method of locating models that describe 
multiple data classes or concepts. By performing analysis, The 
class labels that are known for a set of training data or data 
objects during this model can be obtained. The primary goal of 
this model is to properly anticipate an unknown object's class 
label. The classification problem should include some input 
that is regarded as training data with class labels and is utilized 
to determine the class label for unlabeled test data or instances. 

The primary challenge for categorization is data 
preparation. This procedure includes the following steps: 
selecting, pre-processing, data cleaning, data integration and 
transforming. 

Decision Trees are the most common classification 
algorithms. A decision tree is described as a flow chart with a 
tree structure that includes a root node, non-leaf nodes, and leaf 
nodes. Each non-leaf node describes a test attribute, each 
branch describes a test outcome, and each leaf node retains the 
class label. The basic idea behind the decision tree is to divide 
the data recursively into subsets with the final goal of having 
each subset contain nearly homogeneous states of the target 
variable. The attribute selection measure must choose a 
splitting criterion that "best" separates the given dataset. Some 
well-known decision tree algorithms include ID3, C4.5, and 
CART, which use the Information Gain, Gain Ratio, and Gini 
Index as attribute selection measures, respectively. C5 is also a 
decision tree-based algorithm that is an improved version of 
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C4.5. When the decision tree is built, it is used to categorize 
another new instance by traversing from the root node to the 
leaf node and applying the test criteria at each non-leaf node. 
Each instance's class is the class of the leaf node [6]. 

III. RELATED WORK 

In [6], B. Charbuty, et. al. studied and compared the most 
popular decision tree algorithms, ID3, C4.5, CART, CHAID, 
and QUEST as the most common data classifier. Literature 
review related to Decision Tree was presented. The literature 
review compared different research papers work in terms of 
year of study, dataset, techniques, or algorithms used on the 
predefined dataset, and the resulted accuracy. The literature 
reviews the most recent research papers applied in different 
areas/datasets like medical, text classification, user 
smartphones classification, etc. this study proves the efficiency 
of decision tree in creating efficient and understandable rules 
and achieving high accuracy. 

In [13] B. Roy, et. Al. applied a set of machine learning 
algorithm to predict trip duration between two locations. One 
of the algorithms used in this research was Decision tree 
Regression Model with varying max depth parameter and 
default values for other hyperparameters. Decision tree 
regression model with the biggest max depth achieved the best 
accuracy compared to the lower max depth. But other 
regression achieved better accuracy than decision tree 
regression model with different max depth. 

In [14], S. Singh, et. al. studied and compared the most 
popular decision tree algorithms, ID3, C4.5, and CART. The 
survey described the advantage and disadvantage of each 
algorithm. The survey also contains a comparison between 
characteristics of each algorithm like the type of data suitable 
for each algorithm, speed, dealing with missing values and 
splitting formula. It also shows some application of decision 
tree such as business, industry, medicine and so on. Common 
datasets, tools, and problems of decision tree were introduced. 
The final observation of the survey was the dependency of 
splitting formula and dataset feature with the performance of 
the algorithm. 

In [15], H. Sun, et. al. described how taxi data was 
collected through sensors and GPS. They analyzed taxi data to 
extract and filter data to get a valuable information and results. 
The results from analysis helped them propose a new 
application that adds new benefits to the taxi passengers and 
drivers. They described data attributes and how they used big-
data tools to extract useful information, so they can notice 
relations between attributes. The analysis steps were described 
briefly to produce analysis results and patterns that was helpful 
to their mobile service. 

In [16], X. Meng, et. al. discussed MLlib (machine learning 
library) and the need of this library to benefit from the great 
wealth of data nowadays. They described how spark is efficient 
with machine learning algorithms as it is iterative in nature. 
They also discussed other advantages of integrating MLlib 
with Spark. They presented the history of spark and MLlib 
development. They discussed briefly core features, 
performance, Scalability, and continuous improvements of 
MLlib library. 

In [17], S. Salloum, et. al. presented the importance of big 
data analytics, Spark framework, and how Spark was initiated. 
They also presented the core features of Spark, Spark 
Components, how Apache Spark is perfect when dealing with 
iterative analysis and algorithms, and Apache Spark case 
studies in industry. They described Spark API’s and Libraries 
and compared different libraries, compared machine learning 
packages (spark.ml and spark. MLlib), and the use of each of 
them. Other features and packages were introduced like Graph 
analysis, stream processing, batch streaming, and interactive 
analytics. 

IV. DATASET 

The dataset describes yellow taxi trips throughout January 
2017. NYC Taxi and Limousine Commission (TLC) shares a 
billion of data through their website [18]. 

This data was collected by technology providers authorized 
under the Taxicab & Livery Passenger Enhancement Programs 
(TPEP/LPEP) and provided to NYC Taxi and Limousine 
Commission. This data was not generated but collected from 
real life. This dataset contains 1048575 trip records. Each trip 
record contains a timestamp for pickup and drop-off, the id of 
the vendor that provided the record, pickup and drop-off 
location, passenger count, trip distance, payment type and 
detailed information about the amount paid by the passengers. 
Data dictionary was illustrated in Table I. 

TABLE I. DATA DICTIONARY 

Attribute Name Description 

Vendor ID 

A code indicating the TPEP provider that provided 

the record. 
1= Creative Mobile Technologies, LLC.  

2= VeriFone Inc. 

pickup Date Time 

The date and time when the meter were engaged, it 

was categorized based on hour interval 

0:3 = a; 4:7=b; 8:11=c; 12:15=d; 16:19=e; 

20:23=f. 

Dropoff Date Time 

The date and time when the meter were disengaged, 

it was categorized based on hour interval 

0:3 = a; 4:7=b; 8:11=c; 12:15=d; 16:19=e; 

20:23=f. 

Passenger Count 
The number of passengers in the vehicle. 

The driver enters this value. 

Trip Distance 
The elapsed trip distance in miles reported by the 

taximeter. 

PULocation ID TLC Taxi Zone in which the taximeter was engaged 

DOLocation ID 
TLC Taxi Zone in which the taximeter was 

disengaged 

Rate Code ID 

The final rate code in effect at the end of the trip. 

1= Standard rate 

2=JFK 

3=Newark 

4=Nassau or Westchester 
5=Negotiated fare 

6=Group ride 

Store and Fwd. Flag 

This flag indicates whether the trip record was held 

in vehicle 

memory before it is sent to the vendor, aka “store 
and forward,” 

because the vehicle did not have a connection to the 

server. 
Y= store and forward trip 
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N= not a store and forward trip 

Payment Type 

A numeric code signifying how the passenger paid 

for the trip. 

1= Credit card 

2= Cash 

3= No charge 

4= Dispute 

5= Unknown 

6= Voided trip 

Fare Amount The time-and-distance fare calculated by the meter. 

Extra 

Miscellaneous extras and surcharges. Currently, this 

only includes the $0.50 and $1 rush hour and 

overnight charges. 

MTA Tax 
$0.50 MTA tax that is automatically triggered based 

on the metered rate in use 

Improvement 
Surcharge 

$0.30 improvement surcharge assessed trips at the 

flag drop. The improvement surcharge began being 

levied in 2015 

Tip Amount 

Tip amount – This field is automatically populated 

for credit card tips. Cash tips are not included, this 

column was categorized: 

0.0 = no tips; 1.0 = tips 

Tolls Amount Total amount of all tolls paid in trip. 

Total Amount 
The total amount charged to passengers (Does not 

include cash tips). 

In Fig. 2, a 2D correlation matrix was presented to declare 
the relations between the data variables. 

 

Fig. 2. Covariance Heatmap. 

V. DATA PREPARATION 

In the dataset, first, the total amount column was removed 
because this column has a high correlation with other columns. 
Second, The Improvement surcharge column were removed 
because it has a constant value. Third, pickup-Date-Time and 
drop-off-Date-Time is timestamp column with thousands of 
unique instances, so dividing it into categories was the best 
solution for this research and each category has a range of 
hours. Fig. 3 introduces the framework of applying decision 
tree algorithm on taxi dataset. 

 

Fig. 3. The Framework of Applying Decision Tree Algorithm on Taxi Data. 

VI. CLASSIFICATION ON SPARK 

In [19] K. Zhao, et. al. they analyzed Uber and yellow taxi 
samples in NYC using three predictors: Neural Network, 
Markov predictor, and Lempel-Ziv-Welch predictors. They 
calculated accuracy based on different features; Neural 
Network was the only machine learning based method used in 
this comparison. Until now, there are not enough research 
papers applied in this dataset. Although Classification achieved 
good accuracy when applied in different applications like 
healthcare and business [20] [21] [22], and also decision tree 
was used in different applications and achieved high accuracy 
[5] [23], decision tree classification was not applied on taxi 
dataset yet. Based on those previous researches, decision tree 
classification was used with Apache Spark tool to calculate the 
accuracy of prediction. This research used Java language to 
apply classification algorithm on Apache Spark. This research 
used Spark version 2.2.1. When applying classification 
algorithm on taxi dataset, some issues appeared; some are 
related to the data as it needs some preparation before 
executing the algorithm and the others are related to the 
algorithm. After data preparation, the following steps were 
taken to apply the classification algorithm to NYC taxi dataset: 

1) Load the data stored in JSON format. 

2) Use “String Indexer Model” to index labels and add 

metadata to the label column. 

3) Identify and index categorical feature. 

4) Split the data into training and test sets of data. 

5) Set Decision tree model. 

6) Convert Indexed Labels to original labels. 

7) Use Pipeline to chain indexer and tree. 

8) Start training model and make prediction. 

9) Compute test errors and accuracy. 
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VII. RESULTS 

This model was executed in 5 minutes and 7.823 seconds. 
The algorithm was applied on 8GB Ram and 2 GHz processor 
core i7. The resulted accuracy of this model is 96.5%. 

This research will use another evaluation metrics to 
evaluate this algorithm. There are four main categories that are 
used to calculate these metrics. In a supervised classification 
problem, there exists a true output and a predicted or model 
generated output. Therefore, the result of each data point will 
be assigned to one of the following categories: 

 True Positive (TP): label is positive, and prediction is 
positive. 

 True Negative (TN): label is negative, and prediction is 
negative. 

 False Positive (FP): label is negative, but prediction is 
positive. 

 False negative (FN): label is positive, but prediction is 
negative. 

These four categories are the basics for most classification 
evaluation metrics. Metrics like precision and recall consider 
the type of error, while F-measure captures the balance 
between precision and recall and combine them to calculate F-
measure. Precision (Positive Predictive Value) measures how 
many selected items from the dataset are relevant, while recall 
(True Positive Rate) measure how many relevant items are 
selected. For Example, if dataset contains 100 taxi trips 
containing 75 trips that were paid by credit cards and 25 trips 
were paid in cash. And let’s suppose an algorithm for detecting 
credit card payment type identifies 60 trips paid with credit 
card, 55 were actually paid with a credit card (true positive) 
while the rest was paid in cash (false positive). Using the 
following formula, precision could be calculated as (PPV = 
55/60 = 0.92) and recall (TPR = 60/75 = 0.8). High precision 
means that the algorithm returned relevant results more than 
irrelevant ones (from 60 trips the returned 55 that are really 
paid with credit card). High recall means that the algorithm 
returns most of the relevant results (there were 75 trips paid 
with a credit card in the dataset, but the algorithm identified 
only 55 trips). 

     
  

     
              (1) 

     
  

 
  

  

     
             (2) 

    
                

                
               (3) 

In binary classification, there are only two possible class 
labels. However, in Multiclass classification there are many 
class labels as in this research dataset, payment type are 
classified from 1 to 6 digits having 6 possible classes. Precision 
and recall were calculated for each class label then weighted 
precision, recall, and F-measure were calculated. The 
following table compares accuracy, test error, weighted 
precision, weighted recall, and weighted F-measure when 
changing the splitting criteria of the data into training and 

testing set. In the first case, 10% of data was held for testing. In 
the Second case, 20% of data was held for testing and so on. 

The decision tree is a gradual algorithm which performs a 
recursive partitioning for the feature. Each partition is selected 
gradually by selecting the best split from several possible splits 
to maximize the information gain of a tree node. The node 
impurity is a measure of dividing the training data of the labels 
at the node into relatively homogenous subsets. There are two 
impurity measures for classification: Gini impurity and 
Entropy. Next Graphs compares evaluation metrics in terms of 
different node impurity. The node impurity measures the labels 
homogeneity at the node with two main impurity measures for 
classification. Table III illustrates the Gini impurity and 
Entropy formulas. 

This research will use splitting criteria (0.8, 0.2) 80% for 
the training set and 20% held for the testing set as it gets the 
best results compared to other splitting criteria in Table II. 
Table IV compare time and number of evaluation metrics when 
using different impurity measures. Fig. 4, Visualize the 
difference between accuracy of Gini impurity and accuracy of 
Entropy, Entropy achieves the best Accuracy. Fig. 5, Visualize 
the difference between precision of Gini impurity and precision 
of Entropy, Gini impurity achieves highest precision with a 
slight difference of 0.03. Fig. 6, Visualize the difference 
between recall of Gini impurity and recall of Entropy, Entropy 
achieves the highest recall. Fig. 7, Visualize the difference 
between f-measure of Gini impurity and f-measure of Entropy, 
Entropy achieves the highest f-measure. 

TABLE II. EVALUATION METRICS FOR DIFFERENT SPLITTING CRITERIA 

 
Splitting 

criteria 

[0.9,0.1] 

Splitting 

criteria 

[0.8,0.2] 

Splitting 

criteria 

[0.7,0.3] 

Accuracy 96.5% 96.6% 96.6% 

Test error 3.5% 3.4% 3.4% 

Weighted precision 96.47% 96.57% 96.52% 

Weighted recall 96.53% 96.6% 96.56% 

Weighted F-measure 96.3% 96.4% 96.3% 

TABLE III. NODE IMPURITY FORMULAS 

Impurity Formula Description 

Gini impurity ∑  (    )

 

   

 
   is the frequency of label   
at a node and   is the number 
of unique labels. 

Entropy ∑       (  )

 

   

 

TABLE IV. EVALUATION METRICS FOR NODE IMPURITY 

 Gini impurity Entropy 

Time 5:45s 5:58s 

Accuracy 96.53% 96.6% 

Test error 3.5% 3.4% 

Weighted precision 96.55% 96.52% 

Weighted recall 96.52% 96.57% 

Weighted F-measure 96.29% 96.34% 
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Fig. 4. Accuracy for Node Impurity. 

 

Fig. 5. Precision for Node Impurity. 

 

Fig. 6. Recall for Node Impurity. 

 

Fig. 7. F-measure for Node Impurity. 

VIII. CONCLUSION 

This research applied a decision tree classification model 
on NYC Taxi and Limousine Commission dataset to predict 

payment type with varying hyperparameters. The dataset 
contains detailed taxi trips, and each trip record describes the 
vendor of the data record, passenger count, pickup and drop-off 
location and timestamp and detailed receipt. Accuracy, 
precision, recall and f-measure were calculated with different 
splitting criteria and different node impurity. The experiment 
shows a promising result as the accuracy and other evaluation 
metrics is higher than 96%. For future work, the Decision tree 
classification model can be applied to the same dataset to 
predict passenger count, rush hour to predict extra charges, and 
high demand in a specific time zone. Also, this model can be 
applied to car services in Egypt like Uber and Careem. An 
application of Grid search cross validation can be applied too 
to get the best hyperparameters for this dataset. 
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Abstract—Finding clusters of different densities is a 

challenging task. DBSCAN “Density-Based Spatial Clustering of 

Applications with Noise” method has trouble discovering clusters 

of various densities since it uses a fixed radius. This article 

proposes an extended DBSCAN for finding clusters of different 

densities. The proposed method uses a dynamic radius and 

assigns a regional density value for each object, then counts the 

objects of similar density within the radius. If the neighborhood 

size ≥ MinPts, then the object is a core, and a cluster can grow 

from it, otherwise, the object is assigned noise temporarily. Two 

objects are similar in local density if their similarity ≥ threshold. 

The proposed method can discover clusters of any density from 

the data effectively. The method requires three parameters; 

MinPts, Eps (distance to the kth neighbor), and similarity 

threshold. The practical results show the superior ability of the 

suggested method to detect clusters of different densities even 

with no discernible separations between them. 

Keywords—Cluster analysis; density-based clustering; varied 

density clusters; data mining; extended density-based spatial 

clustering of applications with noise (E-DBSCAN) 

I. INTRODUCTION 

Cluster analysis is used for knowledge discovery rather 
than prediction. It aims to discover the groups of similar data in 
a given dataset. In other words, the objective of clustering is to 
divide a set of objects into some subsets such that similar 
objects are collected together in a subset and dissimilar objects 
are assigned to different subsets. Every subset is known as a 
cluster. Clustering is an unsupervised machine learning task 
because it requires neither a training set nor known labels for 
the discovered clusters. The resulting clusters depend on what 
the cluster is. A fine clustering algorithm should have the 
ability to discover clusters of different forms, sizes, densities, 
and handle noise in data. It should not be sensitive to the 
ordering of input data, and the parameters given by the user. In 
addition, the number of parameters should be as very small as 
possible. Most of the mentioned factors may be satisfied in a 
density-based method called DBSCAN "Density-Based Spatial 
Clustering of Applications with Noise" [1]. It is considered the 
leader in discovering clusters based on regions' density in data 
space. It defines the density of an object as the count of its 
neighbors in a given radius. But this idea does not apply to a 
dataset having different densities. So many modified versions 
of it and new methods have been proposed to overcome this 
drawback. OPTICS [2] algorithm is an extension for DBSCAN 
and doesn't deliver clusters explicitly. It estimates an 
arrangement of points in a dataset based on the core distance 
and reachability distance. DENCLUE [3] is a density-based 
approach that uses influence functions (maybe parabolic 
functions, square wave function, or the Gaussian function). It 

applies the influence function on each object in the dataset and 
specifies the density attractors that are the regional maxima of 
the overall density function. It fails to find clusters of various 
densities because it employs two input parameters σ and ζ 
which are equivalent to Eps and Minpts in DBSCAN. 

This paper introduces an extended DBSCAN algorithm, 
wherein in this version the neighborhood radius (Eps) is not 
fixed for all objects as in the basic version. Eps will be equal to 
the distance to the k

th
 neighbor. Thus, the Eps will vary from 

one object to another. MinPts parameter controls the regional 
density of objects; where the regional density of an object is 
equal to the sum of distances to its MinPts-nearest neighbors. 
For each object, the algorithm counts the objects in its k-
nearest neighbors that have a similar regional density to it. 
Certainly, this number will be less than or equal to the value of 
k-nearest neighbors. If the object has more than or equal to 
MinPts similar objects then it is a core object and the cluster 
can grow from it otherwise the object is noise temporarily. So, 
the algorithm requires another parameter to judge the similarity 
of local densities among objects. The practical results show the 
superior ability of the suggested method in handling various 
density clusters. 

The main contribution of this research is that it presents a 
way to overcome the main problem of the DBSCAN. It allows 
the Eps to vary from one object to another. It redefines the 
density of an item as the number of similar items within its 
neighborhood, in addition to the sum of the distances to the 
MinPts-nearest neighbors. This technique made the DBSCAN 
able to detect clusters of different densities. 

The article is arranged as follows; subsection A presents the 
DBDCAN algorithm and its main problem. Section II 
demonstrates several related techniques. The suggested method 
is shown in Section III. Section IV illustrates the efficacy of the 
suggested technique and explains the outcomes. Finally, the 
concluding section brings the paper to a close. 

A. DBSCAN Algorithm 

The DBSCAN technique is the head technique in the 
density-based class. It counts the objects in a fixed 
neighborhood radius (Eps) of the current object. If the count of 
objects in this radius is larger than or equal to a threshold 
(MinPts), then this object is a dense (core) object, and the 
cluster can be grown from it otherwise, the object is considered 
temporarily as a noise object. So, the objects in the dataset are 
classified into cores, borders, or noises, as shown in Fig. 1. A 
border object is not a core; it belongs to a core object's 
neighborhood. A noise object is neither a core nor a border 
object. 
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Fig. 1. Concept of the Core, Border and Noise Object where Minpts = 3. 

The following definitions are used by DBSCAN [1]: 

Definition 1: Eps-neighborhood of an object x is denoted by 

NEps(x) = {y | dis(x,y) ≤ Eps}, where dis(x,y) is the 

Euclidean distance. 

Definition 2: Directly density-reachable, an object x is 

directly density-reachable from an object y wrt. Eps, and 

MinPts if 

1) x   

is part of the neighborhood of y. 

2) y is a core object (|neighborhood of y| ≥ MinPts). 

Definition 3: Density-reachable, an object x is density-

reachable from an object y wrt. Eps and MinPts if there is a 

chain of objects where each object is directly density-

reachable from the previous one in the chain. 

Definition 4: Density-connected, two objects are density-

connected wrt. Eps and MinPts, if there is an object z such 

that both objects are density-reachable from z. 

Definition 5: A cluster C is a non-empty subset of objects 

satisfying: 

1) ∀ x, y: if x ∈ C and y is density-reachable from x, then y∈ 

C.  

2) ∀ x, y ∈ C: x is density-connected to y. 

Definition 6: Noise is the collection of objects that are not 

assigned to any cluster. 

DBSCAN works as follows: 

DBSCAN (dataset D, Eps, MinPts) 

// all points in the dataset are Unclassified 

ClusId = 0   // -1 Unclassified, 0 Noise  

For i = 1 to D.size  

Point = D.get(i) 

IF Point.ClusId <> -1 

Neighbors = D.regionQuery(Point, Eps) 

If Neighbors.size ≥ MinPts 

ClusId = ClusId + 1 

Point.ClusId = ClusId 

ExpandCluster(D, Neighbors, ClusId, Eps, MinPts) 

Else 

 Point.Clus_Id = 0 // point is noise temporarily  

End If 

End If  

End For 

End // DBSCAN 

ExpandCluster(D, Neighbors, ClusId, Eps, MinPts) 

For Each point in Neighbors 

Point.ClusId = ClusId 

End For 

While Neighbors.size < > 0 

CurrPoint = Neighbors.first(); 

Res =D.regionQuery(CurrPoint, Eps) 

If Res.size ≥ MinPts  

For i = 1 to Res.size  

ResPoint = Res.get(i); 

If ResPoint.ClusId = -1 

Resoint.ClusId = ClusId 

Neighbors.append(ResPoint) 

Else If ResPoint.ClusId = 0 // point is noise 

ResPoint.ClusId = ClusId // point is a border point  

End If 

End For 

End If 

   Neighbors.delete(CurrPoint) 

End While 

End // ExpandCluster 

The Expand_cluster function collects the density-connected 
core objects and the border objects that are connected directly 
to any core in the cluster. This approach discovers clusters of 
varied shapes and sizes efficiently, but it has trouble detecting 
bunches of different densities because it uses global values for 
its parameters; the Eps, and the MinPts threshold that 
represents the minimum density for any core object.  

 

Fig. 2. Eps Value is not Suitable for all Clusters in Data. 

Fig. 2 explains the problem of using a single value for the 
Eps parameter in DBSCAN. In Fig. 2(a), the assigned value for 
the Eps is small. So, the DBSCAN discovers the dense cluster 
C1 that contains all the blue triangles, and classifies the other 
objects as noises -orange triangles and the two black circles-. 
In Fig. 2(b), the value of Eps is increased, and the clusters are 
well separated, so the DBSCAN discovers the clusters C1, C2 
but it merges the noise objects (the two black circles) with the 
dense cluster C1. That means its ability to handle noise 

Border object 

Core object 

Noise object 

Eps distance 

C1 
Noise 

Noise 

C1 C2 

C1 

(a). Eps = 1, MinPts = 3

  
(b). Eps = 2, MinPts = 3

  

(c). Eps = 2, MinPts = 3 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

247 | P a g e  

www.ijacsa.thesai.org 

decreased. In Fig. 2(c), the value of Eps is the same as in 
Fig. 2(b), but the clusters are closer to each other. So, the 
DBSCAN places all the objects in one cluster. From Fig. 2, we 
see that a global value for the Eps is unsuitable at all for a 
dataset that contains clusters of different densities. 

II. RELATED METHODS 

Because clustering techniques play a significant role in data 
mining and knowledge discovery, they are used in various 
applications like image processing, search engine, 
bioinformatics, pattern recognition, market research, social 
network analysis, and so many others. The clustering strategies 
may be categorized into four classes: partitioning, hierarchical, 
density-based, and grid-based methods. 

A. Partitioning Methods 

Algorithms that are belonging to partitioning class such as 
k-means [4], PAM "Partitioning Around Medoids" [5], 
CLARA "Clustering LARge Applications" [5], and 
CLARANS "Clustering Large Applications based on 
RANdomized Search" [6], [7] describe a cluster as a collection 
of objects with the least variance from the mean or the medoid 
of the cluster; where the mean is the center of the objects in the 
cluster and A medoid is a cluster representative object with the 
least amount of dissimilarity to the other objects in the cluster. 
Convex-shaped clusters are favorable by this definition. If the 
data contain clusters of different shapes, then; this definition is 
not suitable, and the clustering technique does not find the 
actual clusters; it may divide some clusters or merge some of 
them. These methods are unable to discover overlapped 
clusters or clusters of different shapes. Also, these strategies 
necessitate knowing the number of clusters in advance. The 
DBSCAN method was used to solve this problem, as well as a 
suitable selection for the initial centers [8]. The k-means 
method works as follows: - 

k-means(dataset D, k) 

For i =1 to k 

      x = 1+ rand()% (D.size -1) 

      means[i] = D[x]    //select the initial means randomly 

End For 

Assign_object_to_nearest_cluster_and_update_means() 

//given below 

do 

oldmse = mse 

Assign_object_to_nearest_cluster_and_update_means() 

While mse < oldmse 

Return means 

//--------------------------------------------------------------- 

Assign_object_to_nearest_cluster_and_update_means() 

For i =1 to k 

 npc[i] = 0 // npc refers to number of points in each cluster 

 oldmeans[i] = means[i]  

 means[i] = 0 

End For 

mse = 0 

For i = 1 to D.size 

dis[j] = 0      min=1 

For j = 1 to k 

       dis[j] = dis(oldmeans[j], D[i]) 

       If dis[j] < dis[min] 

            min = j 

       End If 

   End For 

clusid[i] = min      // assign point to the closest cluster 

mse = mse + dis[min]    // update mean square error  

means[min] = means[min]+D[i] 

npc[min] = npc[min]+1  //update the number of points 

in the cluster 

End For 

For j= 1 to k 

     means[j]= means[j]/ npc[j]  // update the means 

End For 

End // Assign_object_to_nearest_cluster_and_update_means 

B. Hierarchical Methods 

In the second category, hierarchical techniques create a 
hierarchical dendrogram like a tree structure. These techniques 
are classified into agglomerative and divisive methods. 
Agglomerative methods build the dendrogram from the 
bottom-up, while divisive methods build it from the top-down. 
The agglomerative methods are more familiar than the divisive 
methods. A hierarchical method starts with initial clusters that 
may be singleton clusters. In each step, it picks to combine two 
clusters based on a metric measure as in the single link method 
[9], complete link [10], and the average link method. There are 
several techniques in the hierarchical class such as CURE 
"Clustering Using Representatives" [11] that selects 
representatives for each cluster and uses these representatives 
in cluster calculations. BIRCH "Balanced iterative reducing 
and clustering using hierarchies" [12] is another model of 
hierarchical methods, which introduced the idea of the cluster 
feature tree. Where each cluster feature holds the count of 
objects in the cluster, their linear sum, and their square sum. 
These cluster features are arranged in a height-balanced cluster 
feature tree. But it uses the centroid of a cluster as a 
representative and redistributes the objects to the closest seed. 
This means that it prefers convex-shaped clusters. 

C. Density-based Methods 

This category introduces another description of what a 
cluster is. This description depends on a density concept, where 
a cluster is a collection of density-connected objects. A dense 
object is known as a core object which has not less than a 
specified number of objects within its neighborhood of a 
specified radius. This term was introduced in the DBSCAN 
method [1]. It is the main founder for the density-based 
methods to find clusters of different forms and sizes. It does 
not demand to know the number of clusters in advance. Also, it 
can treat noise objects. Unfortunately, this method fails to 
detect clusters of different densities since it uses a fixed value 
for its parameters; Eps and MinPts. This limitation motivated 
many researchers to propose ideas to overcome this problem. 
So, it has attracted the interest of researchers from all over the 
world. 

In [13], The author presented a concept that allows Eps to 
change from one cluster to the next while maintaining control 
over the density of each core object within the cluster. The 
method needs two input parameters; MinPts and MaxPts. The 
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minimum density for core objects in the cluster is controlled by 
MinPts, and the maximum density is controlled by MaxPts.  
The method arranges the objects in the dataset based on the 
distance to the MaxPts neighbor, and it starts to create a cluster 
from the core that has the minimum distance to the MaxPts 
neighbor. When there is a very tiny difference in density within 
the cluster, this approach yields good quality clusters. Because 
this method focuses on homogenous clusters, if the variance in 
density inside the cluster grows, the method will divide the 
cluster. 

In K-DBSCAN [14], the authors developed a two-step 
algorithm. To begin, the method computes each object's 
density as the average distances to its k-nearest neighbors and 
sorts the objects based on their densities; from the density 
curve, they can see how many levels (k) of density are present 
in the dataset; and finally, the method divides the dataset into k 
different levels of density using the k-means. Second, each 
density level is subjected to a modified version of DBSCAN. 
The number of density levels derived from the curve 
determines the final output. The average distance to the k-
nearest neighbors is similar to the k-dist plot, but the algorithm 
may see incorrect levels of density, causing some clusters to 
split. Using the k-means to partition the data into different 
levels of density leads to a problem because they consider each 
level of density as a new dataset and apply a modified version 
of DBSCAN on it. Surely, the objects in the same level do not 
have the same density there will be variance in the density of 
objects and their modified version of DBSCAN does not 
consider this. If the dataset has a single density level this means 
k=1 in k-means and all objects are assigned the same level of 
density, the modified version of DBSCAN that is used in this 
method may assign all objects the same cluster unless clusters 
are well separated. Since the method assigns an object and all 
its k-nearest neighbors -that are in the same level of density- 
the same cluster. 

In [15], the author presented a new paradigm to deal with 
different density clusters. The approach gives each object a 
local density value equal to the sum of its k1-nearest neighbors' 
distances. Then, it divides objects into attractors and attracted 
objects by counting the objects in the object's k-nearest 
neighbors that are denser. The clusters evolve from denser to 
sparser objects. This approach requires four input parameters, 
which is a significant number. Furthermore, the fine-tuning 
setting is a difficult operation. 

In [16], to enlarge the cluster, the authors recommended 
using a mutual k-nearest neighborhood to establish k-deviation 
density of points and a deviation factor to locate direct density 
reachable neighbors for core points. This procedure yields 
inaccurate results. The method tends to split the clusters since 
it allows a very small density deviation within a cluster. The 
problem in this method comes from the computational way of 
the 𝑘-deviation density. 

GMDBSCAN [17] is a grid-based technique. It is based on 
a spatial index (sp-tree). It allows the Minpts to vary from one 
cell to the next based on the density of each grid cell, uses the 
same Eps value in each grid cell, and runs DBSCAN on the 
data in each grid cell. This approach employs several 
parameters that have an impact on the clusters that produce. 

The problem with GMDBSCAN is that it takes a long time to 
run on large datasets. 

GMDBSCAN-UR [18] is a GMDBSCAN algorithm 
adaptation. It selects as representative objects some well-
scattered points that form the shape and extent of the dataset in 
each grid cell. GMDBSCAN's time-consuming difficulty is 
solved using this solution. It permits one DBSCAN parameter 
(Minpts or Eps) to vary from one cell to the next, and it 
performs better than GMDBSCAN. With varying density 
clusters, however, it does not yield reliable results.  
VDBSCAN [19] separates the k-dist plot based on the curve's 
sharp change. It chooses an appropriate Eps value for each 
partition and runs DBSCAN on it. When the dataset comprises 
clusters of varied uniform densities, it works well. When there 
is a density gradient, however, erroneous clusters result. Unless 
the clusters are well separated, it may split dense clusters or 
merge sparser ones. 

DBSCAN-DLP [20] splits the input data into distinct 
density levels based on some statistical characteristic of density 
variation, then estimates the Eps value for each density level 
before applying DBSCAN clustering to each density level with 
corresponding Eps. This approach works best with clusters of 
uniform density; the variance in density of objects inside a 
cluster should be very minimal and below a certain threshold. 
The authors of [21] proposed a mathematical method for 
selecting various Eps values from the k-dist plot and running 
the DBSCAN algorithm on the data, advancing from least to 
biggest Eps while disregarding previously clustered elements. 
To discover inflection points on the curve when the curve 
alters its concavity, the method employs spline cubic 
interpolation. Some clusters are divided as a result of this 
procedure. DSets-DBSCAN [22] applies DSets clustering first, 
with DBSCAN's input parameters derived from the original 
cluster extracted by DSets. Most earlier methods calculated 
Eps based on some local density criteria and used DBSCAN to 
find clusters in a dataset with several density levels. 

CMDD (Clustering Multi-Density Dataset) [23] combines 
DBSCAN with k-nearest neighbors to generate k local density 
values for each object in the dataset, this method uses two 
parameters MinPts and k for k-nearest neighbors, where 
MinPts represents the lowest density for a core object, and k 
represents the highest density for a core object in the cluster. It 
begins by clustering the densest unclassified objects, it is based 
on the same definitions of DBSCAN and computes k values for 
each object and needs to arrange the objects in the dataset 
based on their density to the kth neighbor. So, it consumes 
more time than the proposed method. It produces good clusters 
of varied densities, but the denser cluster may take some 
objects from the adjacent cluster as shown in experiments. The 
proposed method only computes one value for each object and 
does not need to arrange the objects in the dataset. So, it starts 
creating clusters from any object. CMDD method uses cluster 
initiator or reference. The proposed method does less 
computation than CMDD. 

In [24], the author introduced a clustering method that 
requires only two intake parameters, uses all k-nearest 
neighbors to compute the thickness of objects which leads to 
an increase in the effects of noise on density, and this leads the 
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method to merge clusters with a smooth gradient in density. 
The density of object x is compared with the density of its k-
nearest neighbors y1, y2, …, yk, then the object x with its 
similar neighbors are assigned the same cluster-id, how many 
objects are similar to x is not matter, to expand this cluster; 
each object y is compared with its k-nearest neighbors p1, p2, 
…pk. i.e there is no cluster initiator. The proposed method 
compares between the object x and all objects that are a 
candidate to be in its cluster using the k-nearest neighbors, 
there must be MinPts similar object to object x, otherwise, the 
object x is noise temporally. 

EXDBSCAN "an Extension of DBSCAN to detect Clusters 
in Multi-Density Datasets" [25] requires a single parameter 

(MinPts), and it assumes that  (Eps) has a small value, how to 

select the initial value for  is not specified, also when creating 

the next cluster if the point p is an outlier then  is increased by 

, how to compute  is not specified, the process of 

increasing  by  may be executed k times before p becomes 
a core point. The cluster is generated as soon as p becomes a 
core, and the algorithm then tests whether p is an outlier. If p is 
an outlier, all points in the cluster are assigned unclassified and 

p assigned outlier. If the initial value of  is very small and the 
first checked point is a core, the method will split this cluster. 
Since the method starts the creation of the next cluster with the 

first initial value of , this may lead to dividing some clusters. 

The authors of [26] presented a clustering technique based 
on density peaks (DPC). DPC is a new density and distance-
based clustering technique. The concept behind this strategy is 
that cluster centers have high local densities and are spread out. 
It calculates an object's local density by counting its neighbors 
over a defined distance termed dc (as Eps in DBSCAN). After 
locating the centers, clusters are established by allocating each 
object to the cluster that contains the object's nearest neighbor 
with a higher density. However, the dc distance has an impact 
on clustering outcomes, and this approach requires the user to 
input the number of clusters. This approach can find clusters of 
various sizes and forms but does not perform well in the 
presence of varied density clusters, and it does not handle noise 
well. 

In [27], the authors presented "a shared-nearest-neighbor-
based clustering by fast search and find of density peaks 
algorithm" (SNN-DPC). SNN-DPC has some faults. To begin, 
manually setting the number of shared-nearest neighbors k is 
required. Second, SNN-DPC still selects cluster centers using a 
decision graph or requires the number of required clusters as an 
input. Nonetheless, these center-based algorithms have trouble 
clustering datasets with a variety of clusters [28]. 

D. Grid-based Methods 

Grid-based clustering is mainly oriented towards spatial 
datasets. The quantization of the data space into multiple cells 
is the central principle of these methods. Grid-based 
approaches do not operate directly with objects; instead, they 
work with objects in the same grid cell as a single unit, and 

they merge the cells to build clusters using statistical 
information. Many algorithms are belonging to this family of 
clustering algorithms like STING (Statistical Information Grid) 
[29], wave cluster [30], and CLIQUE (Clustering in Quest) 
[31]. 

III. PROPOSED METHOD (AN EXTENDED DBSCAN 

CLUSTERING ALGORITHM) 

This section describes the details of the suggested approach 
that is based on DBSCAN but controls the density permitted 
within each cluster. The proposed technique finds the k-nearest 
neighbors for each object, and computes the local density (LD) 
of each object as the sum of lengths to the MinPts-nearest 
neighbors; where MinPts is the minimum density for a core 
object. The maximum density for a core object is less than or 
equal to k since the proposed method relies on the k-nearest 
neighbors. The Eps value is varied from one object to another 
since Eps equals the distance to the k

th
 neighbor. For any object 

x, the method finds its k-nearest neighbors and counts the 
number of similar objects to object x. If the count of similar 
objects to object x is larger than or equal to MinPts, object x is 
a core and the cluster starts to grow, otherwise, object x is 
assigned noise temporarily. The proposed method counts 
similar objects within a dynamic radius instead of counting all 
objects within a fixed radius as in the basic DBSCAN. The 
method relies on the next mathematical formulas: 

Equation (1) defines the set of k-nearest neighbors knn(x) 
for an object x. 

𝑘                                        𝑘           (1) 

where dis(x, yi) is the Euclidean distance. 

Equation (2) defines the Local Density (LD) of an object x 
as the total of lengths to its MinPts-nearest neighbors. 

      ∑          
      
               (2) 

Equation (3) computes the Density Similarity (DS) between 
two neighbors. 

        {

     

     
               

     

     
               

           (3) 

Equation (4) checks whether two neighbors are Similar 
Neighbor (SN) or not. 

        {
                         
                         

            (4) 

Where,                  is an input parameter. 

Equation (5) counts the number of similar neighbors to an 
object x. 

                     

{
                

          𝑘                  

         ∈ 𝑘                   
              (5) 
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The proposed method is based on the following definitions: 

Definition 1: Directly density-reachable, an object y is 

directly density-reachable from an object x wrt. knn(x) and 

MinPts if 

1) y   knn(x) and 

2)
1 2

( , , , ..., )
k

SN x y y y ≥ MinPts (core object condition). 

Definition 2: Density-reachable, an object x is density-

reachable from an object y wrt. knn(y) and MinPts if there is a 

chain of objects x1, ..., xn where x1 = y, and xn = x such that 

each object is directly density-reachable from the previous object in the 

chain. 

Definition 3: Density-connected, an object x is density-

connected to an object y wrt. knn(z) and MinPts if there is an 

object z such that both objects are density-reachable from z 

wrt. knn(z) and MinPts. 

Definition 4: A cluster C is a non-empty subset of objects 

meeting the next needs: 

1) ∀ x, y: if x ∈ C and y is density-reachable from x wrt. knn(x) 

and MinPts, then y∈ C.  

2) ∀ x, y ∈ C: x is density-connected to y wrt. knn(z) and 

MinPts. 

Definition 5: Noise is the collection of objects that are not 

assigned to any cluster. 

The method works as follow: 

Input: dataset D, k, MinPts, SL(Similarity Level) 

Output: set of clusters 

E-DBSCAN(dataset D, k, MinPts, SL) 

    All objects are unclassified 

For each object x in dataset D 

Find the knn(x) as in (1) 

Compute LD(x) as in (2) 

Compute DS(x,y) as in (3) 

Count SN(x) as in (4) 

End for 

clusterId=0 

for i= 1 to D.size() 

    If SN(xi)MinPts and unclassified(xi) then 

clusterId = clusterId +1 

Grow_Cluster(xi, clusterId) 

    End if 

End for 

End // E-DBSCAN 

//********************************** 

Grow_Cluster(x , clusterId) 

Assign x clusterId 

Add all unclassified SN(x,yj) to seedList and assign them 

clusterId 

While seedList is not empty 

X=getTop() 

If SN(X)   MinPts 

        append all unclassified SN(X, yj) to seedList and 

assign them clusterId 

End if 

seedList.Remove(X) 

  End while 

End //Grow_Cluster 

The variable SN(x) stores the number of similar neighbors 
for the object x and the function SN(X, yi) returns the objects yi 
which are similar to the object X. The function Remove deletes 
the top element from the seedList after classifying its similar 
neighbors so the algorithm reaches a terminate point. Cluster 
creation is started from any core object by calling the function 
Grow_Cluster(x,id), where x is the first core object in the 
cluster that has the label id. The next section presents some 
results that show the ability of the suggested approach in 
finding clusters of various densities even without separation 
between clusters. 

IV. RESULTS AND DISCUSSION 

This section explains the outcomes of running the 
suggested method E-DBSACN to many datasets, which 
reflects its superior ability to detect clusters of diverse 
densities. We also compared the suggested method's findings 
to those of DBSCAN [1], CMDD [23], and the method in [24]. 
Two dimensions datasets were chosen for easy visualization. 
Each black circle represents a noise object in all next figures. 
The first dataset is pictured in Fig. 3. It has 476 objects that 
form clusters of varied shapes, sizes, and densities. There are 
six noise objects in total. 

The right section of this dataset is the most complex, as it 
comprises a low-density cluster with three high-density 
clusters, one of which has two denser clusters. The algorithm 
discarded the noise objects accurately. The proposed method 
(E-DBSACN) discovers 8 clusters and 8 noise objects as 
displayed in Fig. 3(a). When the similarity level is increased 
from 71 to 73, the red triangles cluster is divided into two 
clusters, also the magenta squares cluster is divided into two 
clusters and two more objects are assigned noise as shown in 
Fig. 3(b). When the similarity level is increased from 73 to 75, 
the blue stars cluster is divided into two clusters and three more 
objects are assigned noise as shown in Fig. 3(c). 

DBSCAN fails to handle this data as shown in Fig 3(d), it 
returned the smallest cluster as noise, and the right region is 
returned as a single cluster. There is no proper Eps value to 
detect the correct clusters in this dataset. 
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In CMDD method, the denser cluster may take some 
objects from the adjoining cluster as shown in Fig. 3(e) where 
the cyan crosses cluster and red pluses cluster take six objects 
from the green triangles cluster. In addition, this method 
returns noise as small or singleton clusters as displayed in 
Fig. 3(e), Fig. 3(f). 

The method in [24] returned the right region as three 
clusters as shown in Fig. 3(g). It merged the denser cluster with 
its low-density surrounding cluster since it does not use the 
concept of a core object as in the proposed method. Also, this 
method discards the very small (less than 0.006 of the dataset 
size) clusters as outliers.  

 
(a). E-DBSCAN: K = 8, MinPts = 4, SL= 71. 

 
(b). E-DBSCAN: K= 8, MinPts = 4, SL= 73. 

 
(c). E-DBSCAN: k=8, MinPts=4, SL=75. 

 
(d). DBSCAN: Eps = 5, MinPts = 4. 

 
(e). CMDD: k = 10, Minpts = 3. 

 
(f). CMDD:  k = 9, Minpts = 4. 

 
(g). Method in [24] k = 8, simr = 0.7. 

Fig. 3. Dataset 1and the Resulting Clusters. 
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(a). E-DBSCAN: K = 4, MinPts = 2, SL= 83. 

 
(b). DBSCAN: Eps = 1.8, MinPts = 4. 

 
(c). CMDD: k = 4, Minpts = 3. 

 
(d). Method in [24]: k = 4, simr = 0.80. 

Fig. 4. Dataset 2 and the Resulting Clusters. 

Dataset 2 has 526 objects, which is pictured in Fig. 4. The 
consistent density gradient in this data poses a hurdle. The 
outer cluster has the lowest density, with two interlaced inner 
more dense clusters. The E-DBSACN discovered the clusters 
correctly and assigned two objects noise as shown in Fig. 4(a). 
DBSCAN merged the two inner clusters and assigned the outer 
cluster noise as displayed in Fig. 4(b). So, there is no single 
Eps value to find the correct clusters from this dataset. CMDD 
has trouble that is shown in Fig. 4(c) where the inner densest 
cluster took some objects from the middle dense cluster and the 
middle cluster took some objects from the outer less density 
cluster. The method in [24] returned two clusters as shown in 
Fig. 4(d). It merged the outer cluster with the middle one. 

Dataset 3 has 383 objects constituting five convex clusters 
with two levels of density as presented in Fig. 5. The E-
DBSACN discovered the actual five clusters from data as 
displayed in Fig. 5(a). DBSCAN cannot detect the correct 
clusters using a single Eps value as portrayed in Fig. 5(b). It 
merged the three dense clusters since they are close to each 
other. CMDD returned a good result, but it assigned the two 
cyan objects a new cluster as shown in Fig. 5(c). The method 
in [24] returned a good result, but it has one misclassified 
object (the yellow cluster takes one object from the magenta 
cluster) as depicted in Fig. 5(d). 

 
(a). E-DBSCAN: K = 8, MinPts = 4, SL= 52. 

 
(b). DBSCAN: Eps = 2.5, MinPts = 4. 
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(c). CMDD: k = 10, Minpts = 4. 

 
(d). Method in [24] k = 10, simr = 0.75. 

Fig. 5. Dataset 3 and the Resulting Clusters. 

Dataset 4 contains 4600 objects that form three clusters as 
shown in Fig. 6. The challenge here there is no separation 
between clusters. Each cluster touches its nearest cluster. The 
proposed method discovered the accurate clusters and assigned 
ten objects noise as displayed in Fig. 6(a). Using a small value 
for Eps, DBSCAN detected the densest cluster and returned the 
others as noise as shown in Fig 6(b). Increasing the Eps, 
DBSCAN divided the dataset into 13 clusters. Since objects in 
the outer and the inner cluster are not of the same density as 
shown in Fig. 6(c). The problem of CMDD appeared again 
where the densest green cluster took some border objects from 
the inner and the outer cluster as shown in Fig. 6(d). This 
problem emerges when clusters are in touch. The method in 
[24] produced three clusters as appeared in Fig. 6(e), Fig. 6(f), 
but it returned 95, 82 objects outlier, respectively. 

 
(a). E-DBSCAN: K = 15, MinPts = 7, SL= 80. 

 
(b).DBSCAN: Eps = 0.014, MinPts = 4. 

 
(c). DBSCAN: Eps=0.022, MinPts=4. 

 
(d). CMDD: k = 8, Minpts = 5. 

 
(e). Method in [24] k = 8, simr = 0.89. 
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(f). Method in [24] k = 8, simr = 0.88. 

Fig. 6. Dataset 4 and the Resulting Clusters. 

As seen in Fig. 7, Dataset 5 has 1016 objects. As 
demonstrated in Fig. 7(a), the suggested technique successfully 
locates the four accurate clusters as well as the noise objects. 
Other methods failed to discard the noise objects well. But all 
of them returned good results as shown in Fig. 7(b), (c), (d). 

 
(a). E-DBSCAN: K = 7, MinPts = 3, SL = 50. 

 
(b). DBSCAN: Eps = 10, MinPts = 4. 

 
(c). CMDD: k = 17, Minpts = 4. 

 
(d). Method in [24]: k =12, simr = 0.6. 

Fig. 7. Dataset 5 and the Resulting Clusters. 

Fig. 8 depicts Dataset 6, which has 399 objects. Because it 
comprises interconnected clusters that are quite close to one 
other, this dataset is extremely difficult to analyze. The 
suggested method returned five clusters as shown in Fig. 8(a). 
In the upper left cluster, there is a smooth gradient in density in 
this group. Furthermore, the right cluster contains an inner high 
dense cluster with no separation between them, which the 
method effectively detects. 

DBSCAN returned five clusters and considered the low-
density cluster as noise besides discarding five objects as 
noises from the two upper left clusters, and two objects are 
misclassified as shown in Fig 8(b). Raising the Eps value 
implies decreasing the quality of the outcome as displayed in 
Fig. 8(c) by combining the two lower left clusters into one and 
simultaneously merging the two upper left clusters. 

 
(a). E-DBSCAN: k = 9, MinPts = 3, SL = 70. 

 
(b). DBSCAN: Eps = 1.5, MinPts = 3. 
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(c). DBSCAN: Eps = 1.6, MinPts = 3. 

 
(d). CMDD: k = 10, Minpts = 4. 

 
(e). CMDD: k = 9, Minpts = 4. 

 
(f). Method in [24] k = 4, simr = 0.72. 

Fig. 8. Dataset 6 and the Resulting Clusters. 

CMDD removed five objects from the upper left cluster 
and three objects from the black cluster as displayed in 
Fig. 8(e). The suggested method, CMDD, and the method in 
[24] returned the same result as displayed in Fig. 8(a), (d), (f). 

Dataset 7 contains 8537 objects, which is displayed in 
Fig. 9. The suggested approach discovered the basic seven 
clusters, some noise objects, and the other objects are allocated 
to different fifteen clusters as displayed in Fig. 9(a). These 
fifteen clusters are considered noise in DBSCAN as displayed 
in Fig. 9(b), but the suggested technique treated them as 
clusters as depicted in Fig. 9(a). DBSCAN discovered 8 
clusters, the eighth cluster is tiny and can be considered noise. 
The other objects are treated as noise, as shown in Fig. 9(b). 
CMDD discovered the basic seven clusters, but it can’t handle 
noise, there are many singleton clusters as displayed in Fig 
9(c). The technique in [24] discovered eight clusters as 
displayed in Fig. 9(d), but some sparser objects are assigned to 
the top left cluster. Also, this method does not handle noise. 
Comparing the results in subfigures a, b, c, and d, you find that 
the result in a is more accurate than the others. 

 
(a). E-DBSCAN: K = 15, MinPts = 7, SL = 75. 

 
(b). DBSCAN: Eps = 0.7, MinPts = 7. 

 
(c). CMDD: k = 30, Minpts = 4. 
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(d). Method in [24]: k = 8, simr = 0.72. 

Fig. 9. Dataset 7 and the Resulting Clusters. 

Dataset 8 contains 373 objects that form two clusters of 
various sizes, forms, and densities. The suggested approach 
produces the correct clusters accurately as displayed in 
Fig. 10(a). DBSCAN divided the upper cluster into two 
clusters and merged one of them with the lower cluster in 
addition to discarding one noise object as displayed in 
Fig. 10(b). CMDD and the technique in [24] discovered the 
correct clusters as displayed in Fig. 10(c), and Fig. 10(d). 

 
(a). E-DBSCAN: K = 8, MinPts = 4, SL = 52. 

 
(b). DBSCAN: Eps = 2.6, MinPts = 4. 

 
(c). CMDD: k = 13 to 20, Minpts = 4. 

 
(d). Method in [24]: k = 9, simr = 0.66. 

Fig. 10. Dataset 8 and the Resulting Clusters. 

Dataset 9 contains 3147 objects as shown in Fig. 11. It 
contains four clusters of different sizes, forms, and densities. 
The suggested method discovered the four clusters from data 
accurately and nine noise objects as displayed in Fig. 11(a). 
DBSCAN failed to locate the clusters from this dataset when 
Eps = 0.5, it merged three clusters into one and treated the 
fourth cluster as noise as displayed in Fig. 11(b). The same 
problem of CMDD appeared again where the cyan cluster took 
12 objects from the red cluster. These objects are treated as 
borders for the cyan cluster as shown in Fig. 11(c). The method 
in [24] produced a better result than that of CMDD, but it has 2 
misclassified objects and has removed one object from the 
lower-left corner of the red cluster as displayed in Fig. 11(d). 

 
(a). E-DBSCAN: K = 6, MinPts = 3, SL = 65. 

 
(b). DBSCAN: Eps = 0.5, MinPts = 4. 
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(c). CMDD: k = 6, Minpts = 4. 

 
(d). Method in [24]: k = 6, simr = 0.80. 

Fig. 11. Dataset 9 and the Resulting Clusters. 

Dataset 10 contains 300 objects as displayed in Fig. 12. The 
suggested technique discovered the correct three clusters from 
data in addition to two small clusters (the red and cyan) and 
assigned eighteen objects noise as displayed in Fig. 12(a). 
DBSCAN failed to locate the correct clusters. There is no 
appropriate Eps value to discover the clusters in this data as 
displayed in Fig. 12(b) and Fig. 12(c). CMDD discovers the 
three main clusters, it does not distinguish noise objects as in 
DBSCAN, see Fig. 12(d). The method in [24] failed to 
discover the correct clusters as displayed in Fig. 12(e). 

 
(a). E-DBSCAN: K = 7, MinPts = 4, SL = 70. 

 
(b). DBSCAN: Eps = 1.6, MinPts = 4. 

 
(c). DBSCAN: Eps = 1.8, MinPts = 4. 

 
(d). CMDD: k = 8, Minpts = 4. 

 
(e). Method in [24]: k = 5, simr = 0.7 

Fig. 12. Dataset 10 and the Resulting Clusters. 

V. CONCLUSION 

In this work, we have introduced an extended version of the 
DBSCAN method, the proposed method can handle clusters of 
diverse densities. This method uses the distance to the k

th
 

neighbor to be Eps, this idea makes the Eps vary from one 
object to another. So, this solves the problem of fixed Eps in 
the basic DBSCAN. In the proposed method, MinPts is used as 
in the basic DBSCAN and it must be smaller than the value of 
k in k-nearest neighbors. Since the suggested approach uses k-
nearest neighbors it needs a termination condition for cluster 
expansion, it uses similarity level (SL) as a termination 
condition. The similarity between two objects relies on their 
local density. The local density of an object is equal to the total 
of the lengths to its MinPts-nearest neighbors. 

The practical results indicate that the suggested approach 
(E-DBSCAN) can find clusters of diverse sizes, forms, and 
densities. All of these qualities for clusters prompted the 
researchers to propose several changes to the DBSCAN 
algorithm to handle these challenges jointly, particularly 
clusters of varying densities.  

MinPts parameter ranges from 2 to 7, as a general rule it is 
near from half of the k-nearest neighbor, k for k-nearest 
neighbors ranges from 4 to 15. The value of SL (similarity 
level) ranges from 52 to 83. 
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Abstract—Data privacy has been a concern in medical 

imaging research. One important step to minimize the sharing of 

patient’s information is by limiting the use of original images in 

the workflow. This research aimed to use minimal deep learning 

features in detecting anomaly in chest X-ray (CXR) images. A 

total of 3,504 CXRs were processed using a pre-trained deep 

learning convolutional neural network to output ten 

discriminatory features which were then used in the k-mean 

algorithm to find underlying similarities between the features for 

further clustering. Two clusters were set to distinguish between 

“Opacity” and “Normal” CXRs with the accuracy, sensitivity, 

specificity, and positive predictive value of 80.9%, 86.6%, 71.5% 

and 83.1%, respectively. With only ten features required to build 

the unsupervised model, this would pave the way for future 

federated learning research where actual CXRs can remain 

distributed over multiple centers without sacrificing the 

anonymity of the patients. 

Keywords—Unsupervised classification; minimal deep features; 

convolution neural network; chest x-ray; airspace opacity 

I. INTRODUCTION 

A key ingredient of anonymity in the development of 
machine learning models does not have to use original data in 
the learning process. Chest X-ray (CXR) is one of the most 
common modalities used in deep learning research where the 
images need to be labelled for further classification steps [1]. 
While the identity of the subjects is normally stripped from the 
data, it was shown that the CXRs may still contain details that 
could be used to identify the patients [2]. 

Supervised learning in radiology has grown rapidly in 
recent years. The applications, among others, include 
identifying abnormalities only from radiology reports [3], 
pneumonia detection using deep neural network ensemble [4], 
transfer learning for COVID19 classification [5], and 
multimodal strategy to increase the model performance [6]. 
Models constructed using supervised methodology requires 
labels annotated by experts as ground truth during training and 
testing phases. The problem is aggravated when the 
concordance rate among the radiologists is not optimal [7]. 

To address the problems with lack of ground truth, 
unsupervised approach has been proposed in recent research. 
The works range from the use of feature engineering based on 
pixel values and texture features [8] to the use of generative 
adversarial network (GAN) to detect anomaly in the CXRs [9]. 
GAN-based methods have shown promising results in 

identifying abnormal images but disease-free CXRs are still 
required in the training stage where the confirmation of experts 
is still needed. 

This research work aims to address the problems of 
hyperparameters fine-tuning and lack of labels inherent in a 
supervised learning architecture by using minimal deep 
features from a pre-trained deep learning convolutional neural 
network applied on the k-means algorithm, which is used to 
find underlying similarities in the features for classification of 
CXRs. 

II. MATERIALS AND METHODS 

The images were downloaded from ChestX-ray14 [1], a 
representative collection of CXRs for thoracic disorders for a 
general population, curated by the National Institutes of Health 
(NIH) Clinical Centre, USA, which primarily consist of all 
frontal CXRs in the centre. A total of 2,166 “airspace opacity” 
labels were obtained from previously published Google Health 
study [7]. This abnormality constitutes the most common 
finding in the dataset. “No findings” were assigned to the 1,388 
CXRs when the original NIH and Google Health labels did not 
reveal any abnormality. Fig. 1 summarizes the classification 
used in this study. 

As shown in Fig. 2, a pre-trained GoogLeNet deep learning 
convolutional neural network (CNN) was adopted to extract 
features from the CXRs [10]. The CNN was pretrained on 
more than a million images publicly available data set 
(http://www.image-net.org) which can classify image classes 
of everyday objects including pencil, coffee mug, keyboard, 
and animals. Each CXR resulted in 1,024 deep features which 
uniquely characterized the image. The features were extracted 
using MATLAB R2021a (MathWorks Inc., MA). 

The deep features were fed into RapidMiner Studio 
Educational Version 9.10 (RapidMiner Inc., MA) as illustrated 
in Fig. 3. Forward selection was employed to increase the 
relevance and minimize features redundancy, which reduced 
the features to ten. k-Means algorithm was applied on the 
feature pool to determine a set of 2 clusters (i.e., “Opacity” vs 
“No Findings”) and assigned each CXR to a cluster. Opacity is 
the term used in radiology to describe the presence of 
whiteness region in the lungs. It was chosen because this type 
of anomaly is considered as one the most prevalent in CXRs 
[11]. The clusters comprised CXRs with similar features with 
the similarity determined based on a distance measure between 
them. “Map Clustering on Labels” module estimates a 
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mapping between the given clustering and prediction by 
adjusting the given clusters with the given labels to estimate 
the best fitting pairs. Table I summarizes the algorithms used 
for the distance measure. The algorithms were chosen based on 
their availability in RapidMiner. 

 

Fig. 1. CXR Images used in this Study, “Opacity” = 2,166 vs “No findings” 

= 1,388. 

 

Fig. 2. Deep Features Extracted from GoogLeNet Convolution Neural 

Network Implemented in MATLAB. 

 

Fig. 3. Unsupervised Clustering using Deep Features on RapidMiner. 

TABLE I. BRIEF DESCRIPTION OF THE DISTANCE MEASURES USED WITH 

THE K-MEANS ALGORITHMS 

Distance 

Measure 
Brief Description 

Euclidean 
Distance 

The Euclidean distance, d between the CXR image and 

centroid, x and y are represented by this formula: 

 (   )   √∑(     )
 

  

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

Camberra 
Distance 

The Camberra distance, d between the CXR image and 

centroid, x and y are represented by this formula: 

 (   )   ∑
       

       

  

   

 

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 

respectively. 

ChebychevDist

ance 

The Chebychev distance, d between the CXR image and 

centroid, x and y are represented by this formula: 

 (   )      
           

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 
respectively. 

Correlation 

Similarity 

The correlation similarity between CRX image and 

centroid, x and y are represented by this formula: 

    (   )  
∑ (    ̅) (    ̅)
  
   

√∑ (    ̅)
   

   √∑ (    )
   

   

 

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 

respectively. 

Cosine 

Similarity 

The cosine similarity between CRX image and centroid, x 

and y are represented by this formula: 

   (   )  
∑      
  
   

∑   
   

    ∑   
   

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

Dice 

Similarity 

The dice similarity between CRX image and centroid, x 

and y are represented by this formula: 

   (   )  
  ∑      

  
   

∑   
   

    ∑   
   

   

 

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 
respectively. 
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Inner 

Product 
Similarity 

The inner product similarity between CRX image and 

centroid, x and y are represented by this formula: 

   (   )   ∑    

  

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

Jaccard 

Similarity 

The Jaccard similarity between CRX image and centroid, x 

and y are represented by this formula: 

   (   )  
∑      
  
   

∑   
   

    ∑   
   

     ∑   
   

   
   

 

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 
respectively. 

Kernel 

Euclidean 
Distance 

The kernel Euclidean distance, k between the CXR image 

and centroid, x and y are represented by this formula: 

 (   )       (   )
 
 

Where gamma is a parameter that can be configured and 

D(x,y)2 is the squared Euclidean distance between CXR 

image and the centroid. 

Manhattan 

Distance 

The Manhattan distance, d between the CXR image and 

centroid, x and y are represented by this formula: 

 (   )   ∑       

  

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

Max 

Product 

Similarity 

The maximum product similarity between CRX image and 

centroid, x and y are represented by this formula: 

   (   )       
       

Where 10 is the total number of features, whereby xk and 

yk, are the kth feature of the CXR image and the centroid 

respectively. 

Overlap 
Similarity 

The overlap similarity between CRX image and centroid, x 

and y are represented by this formula: 

   (   )  
∑      
  
   

    (∑   
   

    ∑   
   

   )
 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

KL 

Divergence 

The Kullback-Leibler divergence, DKL between the CXR 

image and centroid, x and y are represented by this 

formula: 

   (   )   ∑     
  
  

  

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

Mahalanobis 

Distance 

The Mahalanobis distance between the CXR image and 

centroid, x and y are represented by this formula: 

           (   )  (   )    (   ) 

Where x is the vector of CXR image, y is the vector of the 

centroid, and C-1 is the inverse covariance matrix of the 

CXR image and the centroid. 

Squared 
Euclidean 

Distance 

The squared Euclidean distance, d2 between the CXR 

image and centroid, x and y are represented by this 

formula: 

 (   )   ∑(     )
 

  

   

 

Where 10 is the total number of features, whereby xk and 
yk, are the kth feature of the CXR image and the centroid 

respectively. 

III. RESULT AND DISCUSSION 

The performance of classification model was evaluated by 
its accuracy, sensitivity, specificity, and precision. The analysis 
of performance was expressed in true positive (TP), true 
negative (TN), false positive (FP), and false negative (FN). The 
measurements of each performance parameter were calculated 
as follows: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Sensitivity = TP / (TP + FN) 

Specificity = TN / (TN + FP) 

Positive Predictive Value (PPV) = TP / (TP + FP) 

Table II provides the summary of the performance of the k-
Means algorithm implemented using various distance 
measures. Generally, Mahalanobis Distance outperforms all 
other distance metrics with an accuracy, sensitivity, specificity, 
PPV of 80.9%, 86.6%, 71.5%, and 83.1%, respectively. This 
can be due to its ability to handle outliers and consideration of 
correlation between the features [12]. 

The unsupervised model with the highest accuracy shows 
higher sensitivity compared to specificity, which implies fewer 
opacity cases would be missed with the trade-off of higher 
false-positive results. Having a higher sensitivity is arguably 
more important than a higher specificity in the context of a 
disease screening. This is because the missed disease cases are 
more severe than falsely diagnosed with the disease, which can 
be further ruled out with a more accurate modality. 

TABLE II. PERFORMANCE OF THE UNSUPERVISED CXR OPACITY 

CLASSIFICATION USING DEEP FEATURES WITH VARIOUS DISTANCE 

MEASURES 

Distance Measure Accuracy Sensitivity Specificity PPV 

Euclidean Distance 75.3 81.6 65.2 79.1 

Camberra Distance 71 63.7 82.9 85.8 

Chebychev Distance 73.9 80.1 63.8 78.2 

Correlation Similarity 61.8 45.3 88.4 86.4 

Cosine Similarity 71.7 64.9 82.7 85.8 

Dice Similarity 51.3 24.4 94.8 88.3 

Inner Product 

Similarity 
61.8 100 0 61.8 

Jaccard Similarity 61.8 100 0 61.8 

Kernel Euclidean 
Distance 

75.2 81.3 65.4 79.2 

Manhattan Distance 76.6 79.4 72 82.1 

Max Product 

Similarity 
52.4 77.1 12.2 58.7 

Overlap Similarity 68.7 57.2 87.4 88 

KL Divergence 60.8 44.6 87 84.7 

Mahalanobis 

Distance 
80.9 86.6 71.5 83.1 

Squared Euclidean 

Distance 
75.2 81.6 64.9 79 
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It is evident that without any training data for parameters 
fine-tuning, unsupervised approach results in a decent 
performance compared to the previously published state-of-
the-art supervised classification method with the sensitivity, 
specificity and PPV of 86.1%, 89.7% and 91.6%, respectively 
[7]. It is important to highlight that while the supervised 
approach yields better performance, it requires dataset labelled 
by experts which is less cost effective. 

Dice Similarity shows the lowest overall performance with 
an accuracy of 51.3%. Even though the specificity and PPV 
imply a good performance with more than 80%, the specificity 
is significantly lower than the average results of all distance 
measures. 

For unsupervised opacity classification, previously 
published work based on GAN reported an area under the 
receiver operating characteristic of 0.838 [9]. However, this 
unsupervised algorithm still requires training dataset from 
normal CXRs to determine the anomaly score by calculating 
the pixel variation between the original and reconstructed 
images. 

Deep features enable the use of standard patterns and image 
features with a high degree of correlation with human 
perception in a different context [10]. In this paper, we have 
shown that using unsupervised classification, the features with 
similar characteristics could be grouped to classify x-ray 
images. 

Irrelevant features were effectively discarded using a 
feature selection technique, with less than 1% of the total of 
1,024 features were eventually used in the classification. The 
high compression rate demonstrates the possibility of a high 
throughput screening with lower hardware requirements. 

Another advantage of using minimal features is the privacy 
preservation of the patients. It is almost impossible to 
reconstruct the original images using compact features. The 
importance of using minimum information is highlighted in the 
previous research [2]. The study demonstrated a potential 
attack might cross-reference the CXR images to obtain 
classified information even when all the personal identifiers 
were removed. 

IV. CONCLUSION 

To the best of our knowledge, this is the first attempt to 
report the use of unsupervised CXR opacity classification with 
minimal deep features. With only ten features required to build 
the unsupervised model without hyperparameters fine-tuning, 
this would pave the way for future federated learning research 

where actual CXRs can remain distributed over multiple 
centers without sacrificing the patients' anonymity. 
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Abstract—The paper develops an investigative GSM enabled 

IoT based speed control scheme suitable for electric On-Road 

cargo vehicles. The design involves the bounding of the 

parameters that include the vehicle speed, motor speed, Truck 

payload, battery SoC (State of Charge), battery SoH (State of 

Health), real time navigation points using GPS, tire pressure, 

motor temperature and current consumption, driver fatigue 

detection and vehicle proximity detection which enters the system 

using GSM enabled wireless sensors and IoT based maps for 

arriving at the recommended speed. It engages a state-of-the-art 

Microcontroller based embedded system to govern the operation 

of the three-phase induction motor in accordance with the 

changes that the vehicle either experiences or becomes necessary 

for it to negotiate. It incorporates a close monitoring 

methodology for evolving a sequence of steps that enable the 

system to remain in operation over scheduled time frames. The 

results obtained from a simulation process carried out using 

embedded-c firmware code on ARM Core STM32 micro-

controller exemplify the merits and illustrate the performance of 

the chosen vehicle in terms of its ability to be used in real world 

systems. 

Keywords—Electric vehicle; IoT; speed control; battery SoC; 

battery SoH; micro-controller; embedded system; GSM; proximity 

sensor; payload; real time navigation; GPS 

I. INTRODUCTION 

The emerging development in the vehicular technology 
refurbishes measures to confront pollution in numerous ways 
with a perspective to ensemble cleaner alternatives particularly 
with a need for improving the performance of the cargo traffic. 
The advances in the communication technology bring in a need 
to explore autonomous vehicles (AV) as an inevitable option 
and as a vital business archetype. 

The amalgamation of high-speed, durable, low-latency 
connectivity, and IoT technologies facilitate the transformation 
towards the fully smart Autonomous Vehicle (AV). A few of 
the implausible benefits of the AVs include enhancing the 
performance by lowering the fuel consumption, increasing the 
transport accessibility, reducing emission levels, and lowering 
congestion with the use of large-scale data/information from 
the connected sensors and devices [1]. 

The challenges involved in integrating the sensor 
technology with the transportation infrastructure for achieving 
a sustainable Intelligent Transportation System (ITS) augur 
efforts in enabling a fully operational and cooperative ITS 
environment [2]. 

Off late the cargo segment invites a greater attention and 
the related vehicle systems consider the on-road traffic on a 
larger framework. It demands the electric vehicles to be 
operated at an optimal recommended speed with a purpose to 
ensure the safe and secure state of the battery over a longer 
period [3]. 

There can be one or more intelligent autonomous systems 
in the case of unmanned, fully automatic intelligent vehicles, 
which continuously monitor the vehicles and control the speed 
of the vehicle, this paper explores the semi-automatic multi-
modal speed control within the recommended limits for 
employing their usage in real world systems, following a 
structured flow with Related Works, Research Gap, Proposed 
Work with its methodology, simulation and unite testing with 
results and conclusion. 

II. RELATED WORK 

The new and upcoming technologies in the transportation 
and power sector of Electric vehicles that offer huge benefits in 
terms of the economic and environmental factors have been 
reviewed by Ayob et al. (2014). A comprehensive review and 
evaluation of several types of electric vehicles and its 
associated equipment in particular battery charger and charging 
station has been outlined and a comparison on the commercial 
and prototype electric vehicles in terms of the electric range, 
battery size, charger power and charging time carried out [4]. 

A study to shed light on future opportunities and the 
possible hurdles associated with autonomous vehicle (AV) 
technologies has been studied by Bagloee et al. (2016)[5].The 
evolution of the Internet of Things (IOT) relating to its use in 
the automotive sector has been discussed by Bajaj et al. (2018) 
to provide a perspective on the various areas that include the 
connected car services/applications, Vehicle communications, 
IoT in Intelligent Transportation, IoT based Supply Chain 
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Management in Automotive Industry and New Generation 
Cars, where reports reveal tangible progress [6]. 

The need for introducing the electric vehicles with IoT 
based technology to monitor the battery life of electric vehicles 
has been brought out by Urooj et al. (2021). The parameters in 
the form of the distance covered cost and capacity of battery 
which in turn contribute towards the smooth function of the 
electric vehicles have also been monitored [7]. 

Though a host of issues have been addressed, still there 
needs to be enough literature around how the firmware side of 
speed controller can be developed and tested at test benches 
before integration into real vehicle for manufacturability. The 
scope extends on a wide front and demands further studies to 
accomplish a new dimension in the field of cargo 
transportation. 

III. PROBLEM DEFINITION 

The focus accentuates to extradite a GSM enabled loT-
based speed control scheme of a battery-operated on-road 
vehicle with different parameters in the form of the vehicle 
speed, engine speed, proximity, and driver fatigue detection 
with the battery SoC (state of charge), battery SoH (state of 
health), tire pressure remaining within limits to forge real time 
navigation needs. It attempts to involve the use of sensors and 
GSM enabled IoT network through an ARM based STM32 
micro controller for enabling the vehicle to operate at the 
recommended speed. It evaluates the algorithm’s adaptability 
using bench testing-based simulation and orients to 
demonstrate its real time adoption to production lines. 

IV. PROPOSED WORK 

The block schematic of the system seen in the Fig. 1 
includes the battery-operated power source to the vehicle along 
with the associated auxiliary circuits. It explains the basic 
philosophy relating to the control of speed for the chosen 
vehicle across the operating range on the guidelines of the 
parametric considerations. Designing an Intelligent system to 
maintain optimum speed can help to derive the maximum 
efficiency of the on-road vehicles. 

Tire PressureBattery SoC

Battery SoH

Real-Time Navigation Info

Vehicle GPS Coordinates

Motor Current 

Consumption

STM Micro-Controller

Speed Control Logic

Vehicle

Parameters 

Speed Correction

Vehicle Speed

Sim 900A 

GSM Module

Vehicles Proximity Detection

Motor Speed

Centralized Fleet 

Management Solutions

Data

Embedded-C based Firmware

 

Fig. 1. Block Diagram for On-Road Electric Cargo Vehicle Speed Control. 

The hardware consists of STM32 micro controller that 
offers advanced and flexible multi-core architecture, graphic 
support with power-efficient real-time control and high feature 

integration, ATMEGA 16 based PWM generators, DIP 
switches to select multiple enabling wireless technologies for 
IoT, powered by a standard 12 volts system, with GSM module 
operating at a voltage less than 4.5 volts [8]. 

V. PROPOSED METHODOLOGY 

The optimum performance of an on-road cargo electric 
vehicle, measured in terms of the control of its speed may be 
obtained by tuning the parameters of the vehicle. The 
parameters that entail to be monitored include the vehicle 
speed, motor speed, tire Pressure, Battery SoC, Battery SoH, 
real time navigation points using GPS coordinates, motor 
current consumption, driver fatigue detection and the vehicle 
proximity detection. 

An autonomous vehicle (AV) in general relies on the 
devices and components that exchange, share and construe 
data. Interoperability of the devices and components guarantee 
that they augur to shape an integrated ecosystem within the 
vehicle, effortlessly communicating with each other without 
forfeiting the performance [9]. 

The AVs experience inimitable capricious circumstances 
often and testing the on-road prototypes may be perilous and 
hence as an alternative, testing and validating AVs can be done 
using simulation for swift and cost-effective results. The 
guaranteed approach may be to explore the AV domain validity 
by means of parameterization and simulation by employing a 
sub-system-based test approach at the unit level in the 
developer bench [9]. 

While the AVs can reduce the burden on the driver and 
make the industry driverless, the march towards autonomous 
vehicles remains only in research for a while due to the 
consideration of dynamic changes in environment where the 
vehicle operates, bringing in many real-time unexpected 
factors outside its control. It may or may not require the 
presence of the driver, while the semi-autonomous vehicles can 
partially take few decisions based on the programmed 
intelligence at the IoT Smart Edge Nodes and enable/aid the 
driver with adequate recommendations [10]. 

The transition from manual to autonomous mode may take 
time to become reality, while the transition can be enabled by 
an interim option of the Semi-Autonomous Vehicle. It offers a 
realistic, pragmatic, and swift solution to necessitate mobility 
on-demand which refers to a vehicle operated by a human, not 
being self-driven. The solutions may serve to automate the 
driving functions under ideal conditions and can conduct the 
same task in a sustainable and convenient fashion. 

The methodology informs the system of any circumstances 
that may curtail or disable the automated driving system in 
accordance with the demand, where in it requires the driver to 
perform the tasks. It involves the sensor fusion element, where 
the inputs from an onboard sensor that holds the semantic 
knowledge of the perceived environment becomes crucial for 
ensuing interpretation, prediction, planning and decisive action 
[11]. The priority on the entities considers the highest 
associated risk of collision with few sample entities including 
dynamic instances (e.g. (vulnerable) road users), static 
instances (e.g., road boundaries) and the obstacles on the path 
that surpass a specific size. 
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The monitoring of the electric vehicle state includes the 
status of the energy storage system that include the electric 
battery‘s state of Health (SoH) a figure of merit that indicates 
the battery level of degradation, state of Charge (SoC) 
providing information about the current amount of energy 
stored in the battery [12], the tire pressure which holds a high 
impact on the tire-road contact as it influences the 
characteristics of the tire forces [13], regulating the speed and 
movement of the electric vehicle by adjusting the PWM value 
on the DC motor thereby attaining vehicle Speed and motor 
speed control [14], real time navigation points using GPS 
coordinates that uses real time geographical data received from 
quite a few GPS satellites to determine the longitude, latitude, 
speed and route that aids in navigating the vehicle [15], motor 
current consumption, driver fatigue detection system that alerts 
the driver across multiple stages depending on the severity of 
the drowsiness symptoms [16] and the vehicle proximity 
detection which can probably reduce the fatality rate. 

The monitoring of the parameters under consideration is 
conducted by using appropriate sensors at regular periodic 
intervals incessantly during the entire duration of the vehicle 
operation commencing from ignition ON to OFF that also 
includes the idle time with a periodicity of 10 ms maintained 
through a RTOS (real-time operating system). 

The GSM for data monitoring mutually with GPS for live 
positioning facilitates secure and periodic monitoring of the 
parameters to initiate the STM32F746NG micro-controller, 
being the central backbone of the vehicle/system that offers 
reliability, performance calculating power, accessibility, real-
time support, automotive bus interfaces, high speed data 
interfaces, digital and analog pins as well as low-power mode. 

The SIM 900A, a readily available GSM/GPRS module for 
communication, operates with a mobile SIM card that provides 
internet connectivity to moving vehicles and systems. The 
process uses the SIM 900A to interface with the STM micro-
controller by means of the serial data connection with the data 

being sent from SIM 900A to the centralized server at regular 
intervals. The receiving interface system validates the data and 
upon receiving the command from the centralized server of the 
fleet management, when transferred to the STM controller can 
control the speed of the vehicle. 

The highly configurable and quite versatile STM32 micro 
controller ensures edge processing when it conducts the 
computation of data directly in the smart sensor node or at the 
gateway, to save power consumption, guaranteeing data 
confidentiality, allowing analysis of the critical information at 
the node level, and reducing anomaly detection time [17]. 

The ARM interfaced to ATMEGA 16 based PWM 
generators simulate the vehicle speed, motor speed at the test 
bench. On receiving the commands, it processes the user sent 
instructions to operate the vehicle at its synchronized speed. 
However, based on the user commands, the processor 
simultaneously sends PWM signals for operating the motor at 
the desired speed to attain the desired movement. 

The DIP Switch in the hardware system of the Fig. 2 
facilitates to select connectivity in case of the scalable 
implementation across various enabling wireless technologies 
for IoT with the system employing two separate potentiometers 
for simulating the vehicle and motor speeds [19]. The hardware 
system as seen from the same figure receives the data from the 
IoT based intelligent embedded edge nodes and the sensors to 
allow the micro-controller for recommending the speed based 
on the software intelligence reflected through the Flow Chart 
depicted in the Fig. 3. 

It operates together with the various vehicle parameters and 
facilitates the control implementation by means of actuators 
[20]. The speed correction arrives at the actuator and vehicle 
speed control recommendation is obtained either from the 
intelligence in micro-controller present within the vehicle or 
from the vehicle owner based on the data communicated 
through IoT mechanisms via SIM900A GSM Module. 

 

Fig. 2. Simulated Hardware Test System for On-Road Electric Cargo Vehicle Speed Control. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

266 | P a g e  

www.ijacsa.thesai.org 

Start

H/w, S/w and 

System Init 

Routines

Indicate Operator & 

Wait for user input

No

Yes

Assumption:

Battery SoC (60% to 100%)

Battery SoH (60% to 100%)

Tire Pressure (130 psi +/- 10%)

Payload (Up to 600 Kg Max)

Fatigue (Detected  

3 consecutive times)..?

Speed Monitor 

& Control 

Routine

Speed Control to 75% 

of Throttle

Yes

Motor Temp & Inverter Temp

over limit  

Visual Indication 

in Gauge Cluster

Vibration Alert in 

Steering

No

Speed Control capped at 

80% of Max Vehicle speed

Yes

STOP

Ignition On..?

No

Yes

Vehicle Detected using 

Proximity in front of Vehicle/

Device Under Test

Mode-1: Distance < 10 meter & > 

5.0 meter, Reduce to 50% of max 

speed

Mode-2: Distance < 5.0 meter & > 

2.5 meter, Reduce to 25% of max 

speed

Mode-3: Distance < 2.5 meter & > 1 

meter, Reduce to 5% of max speed

Mode-4: Distance < 1 meter, Bring 

Vehicle to Stop

Yes

No

No

A B
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

267 | P a g e  

www.ijacsa.thesai.org 

Motor Speed

over 80%...?

Speed Control capped at 

80% of Max Vehicle speed

Vehicle Speed

over 80%...?

Yes

Yes

No

Real Time GPS

Downhill Terrain

No

No

Speed Control to 75% of 

Throttle. Max 48 Km/hr

YesUphill without 

Payload

Speed Control capped at 

80%

Yes

No

A B

No Speed Control for 

uphill with payload

 

Fig. 3. Algorithmic Flow Chart for On-Road Electric Cargo Vehicle Speed Control. 

The IDE can be used as a development environment and 
the cross compiler together with the skeleton infra-structure is 
created with the required minimal base reset codes, initializing 
routines and hardware abstraction layer codes. It avails the 
FreeRTOS as the real time operating system functions to 
prioritize the task and events with embedded-C-based multi-
function multi-file implementation along with the occasional 
assembly language instructions for accessing several registers 
and timing critical functions. 

VI. SIMULATION AND TESTING 

Understanding the accuracy offered by a simulation paves 
way for the means to determine its efficacy during 
development and validation activities. The 

automated/autonomous vehicles envisage the roads to be safer 
and operate cohesively using robust networks and powerful 
IoT based solutions being essential to reduce significant human 
errors [18]. 

The eSupro, a stylish and spacious van launched by 
Mahindra & Mahindra Ltd, offers a whole new concept in 
cargo transportation in the sense it brings emissions down to 
absolute zero levels and proffers to be the first of its kind in 
India [18]. The benefits include being eco-friendly, direct drive 
transmission with a single speed gearbox and sophisticated 
speed management of the motor that allows to cruise through 
traffic effortlessly without shifting gears, home charging option 
that goes from 0 to 100% through a 15 amp plug point in just 8 
hours 45 mins*. 
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The electric drive motor with an exceptional power of 
25kW & 90 Nm torque gathers smooth drive with a top speed 
of 60kms/hr and on full charge it can run up to 110 kms. The 
revolutionary regenerative breaking technology helps it to 
literally recover the energy it dispenses. A unique instrument 
cluster provides valuable information in the form of the Status 
of Charge (Battery %), Distance to Empty (DTE), Speed, Gear 
Engaged, Total Running and E-gen efficiency. With a 72V 
lithium-ion battery, long-life, maintenance-free options are 
entrusted. 

The boost mode provides the vehicle with additional power 
to manage steep inclines and the Revive® emergency feature 
gives an extra 7 kms range once the vehicle goes out of charge 
to reach the nearest charging point destination [21]. 

The Table I given below provides all the Technical 
Specifications for the chosen electric vehicle Mahindra eSupro 
and the Cargo Van Specifications for the same is furnished in 
Table II along with the input parameters and the simulation 
values in the Table III. 

The testing adopts a simulation procedure explained using 
the Fig. 4 that entails generating the sensor signal using 
appropriate instruments to check the embedded firmware code 
implemented for the vehicle speed control. The process 
engages to simulate the engine and vehicle speed with 2 
separate ATMEGA 16 based function generators and predicts 
the vehicle tire pressure, Battery SoC, Battery SoH, while 
providing information on real time navigation and payload as 
serial data over the bus. 

The vehicle parameters on being simulated with the 
preconditional assumption that the vehicle continues to be fully 
functional with the IoT connectivity. The Intelligent Edge 
Node Smartness aids only in controlling while it relies on the 
IoT infra-structure for data monitoring and assumes that the 
SoC, SoH, Payload, Tire Pressure remain within the 
permissible limits. 

TABLE I. MAHINDRA 
ESUPRO TECHNICAL SPECIFICATION 

Battery and Electric Motor Warranty 

Battery Pack 
Rating 

200Ah Vehicle 
2yrs / 

40,000kms** 

Electric 
Motor 

3-ph, AC induction Battery 
3yrs / 

40,000kms** 

Max Power 25kW @ 3000 rpm Vehicle Dimensions 

Max Torque 90Nm @ 1500 rpm Length 3798 mm 

Suspension Width 1540 mm 

Front 
McPherson Strut with 
Coil Spring 

Height 1922 mm 

Rear Leaf Spring Wheelbase 1950 mm 

Wheels & Tires 
Ground 
Clearance 

130 mm 

Wheels 4.5J x 13 Performance 

Tire Size 
155/80 R13 Radial 
Tubeless 

Top Speed 60 km/hr 

Brakes Battery Range 
115* kms (Cargo 
Van) 

Front Hydraulic, Disc Charge Time 
(0 to 100% @ 
25ºC) 

8 hours 30 
minutes Rear Hydraulic, Drum 

TABLE II. MAHINDRA 
ESUPRO CARGO VAN SPECIFICATION 

Specifications Cargo Van 

Seating Capacity Driver + Co-Driver 

Loading Bay (L x W x H in ft) 6 x 4 x 4 

Loading Volume (litre) 2330 

Payload (kg) 600 

Gross Weight (kg) 1920 

Kerb Weight (kg) 1320 

It simulates the proximity of the other vehicles through the 
variable power supply (PoT), with the consideration that higher 
voltages relate to the objects being closer. Even though the 
object detection on the four directions becomes realizable, it 
recognizes precedence for the frontal detection. 

The system, with the prioritized parameters in the Table IV 
attaches the highest priority to the Battery SoC & SoH and 
provides control over the speed only if both the parameters 
remain within the permissible limits, in addition to the tire 
pressure and payload. However, a change of the parameters 
together with its priority persuades the commendation of the 
requisite speed to be set and thus administers the accurate 
operational requirements to eventually achieve the desired 
speed control objective. 

TABLE III. INPUT PARAMETERS AND SIMULATION VALUES 

S.N
o. 

Paramete
r 

Max. 
Value 
Observ
ed in 
Vehicle 

Ideal / 
Optimu
m 
Value 

Sensor Output 
Simulati
on 
Range 

O/p 
Signal 

Value 
(with 
unit) 

1 
Motor 
Speed 

3000 
rpm 

2400 
rpm 

PWM Hz 
0 to 150 
kHz 

2 
Vehicle 
Speed 

60 
km/hr 

48 
km/hr 

PWM Hz 
0 to 150 
kHz 

3 
Truck 
Payload 

600 kg 600 kg 
Raw 
Data 

Ton 
(kg) 

N/A 

4 
Tire 
Pressure 

130 psi 130 psi 
Raw 
Data 

Psi N/A 

5 
Battery 
SoC 

100 % 
60% < 
SoC < 
100% 

Raw 
Data 

% N/A 

6 
Battery 
SoH 

100 % 
60% < 
SoH < 
100% 

Raw 
Data 

% N/A 

7 

Driver 
Fatigue 
(Eye) 
Detection 

No No Boolean 
Yes/N
o 

Yes/No 

8 
Motor 
Temperatu
re 

70 deg 
cel 

70 deg 
cel 

ADC 
Voltag
e 

0 to 100 
deg cel 

9 

Real Time 
Navigation 
points 
using GPS 

20.04 
deg, 
20.04 
deg 

Non-
Zero 
Number 

Latitude
, 
Longitu
de 

Numb
er 

Random 
Values 

10 

Motor 
Current 
Consumpti
on 

2.1 
Amp 

2.1 Amp 
Current 
Reading 

Amp 
0 to 10 
Amp 
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Fig. 4. Simulation and Testing Block Diagram for On-Road Electric Cargo Vehicle Speed Control. 

TABLE IV. PRIORITIZED PARAMETERS 

Parameter Priority 

Battery SoC 1 

Battery SoH 2 

Driver Fatigue (Eye) Detection 3 

Vehicle Proximity Detection 4 

Real Time Navigation points using GPS 5 

Vehicle Speed 6 

Motor Speed 7 

Motor Current Consumption 8 

Motor Temperature 9 

Truck Payload 10 

Tire Pressure 11 

VII. RESULTS AND DISCUSSION 

The target owes to examine the use of the IoT for the speed 
control of a battery operated on road electric vehicle across the 
standard operating ranges of the SoC, SoH, payload and tire 
pressure as detailed in the Table V. It operates on the etiquettes 
of the ARM microcontroller from where it controls the speed 
in tune with the demands over specific time frames. It monitors 
the other parameters with the relative sensor inputs being 
simulated and evaluates the vehicle for the control of the speed 
through the feedback mechanism from the micro controller. 

The scheme rallies to vary the pulse widths to realize the 
change in the speed using the controller module in the 
ATMEGA-16 based function generator. It simulates various 
cases of speed ranging from 0 to 100% of the vehicle top 

speed, which corresponds from 0 to 60 km/hour over a span of 
20 minutes rehearsing an emulation of the actual vehicle under 
stable operating conditions. 

Fig. 5 depicts the input pulse and the output response where 
the vehicle when operated up to 80% of the max speed yields 
higher life for the battery and provides better mileage. When 
the vehicle crosses the expected speed, the controller reacts by 
reducing the speed with a deviation of ±5% which enables to 
extend the life- time of the battery. 

The variations in the speed of the motor seen from the 
Fig. 6 show that the motor speed remains at an optimum of 
70% to 80% of its max capacity to ensure its smooth 
functioning. It further explains that when the motor speed 
attempts to go above 80%, the micro-controller recommends 
the vehicle speed to be reduced. 

The graph in the Fig. 7 relates to restricting the motor to 
operate within an ideal temperature range of around 70 deg 
Celsius with a view to achieve the maximum power output and 
a long lifespan for the battery. Since the temperature of the 
motor can be reduced by lowering the load on the motor, in 
case the temperature exceeds 70 deg Celsius, the micro-
controller allows reducing the load to bring the vehicle speed 
within a minimal deviation of ± 5%. 

TABLE V. OPERATING RANGE OF VEHICLE PARAMETERS 

Parameter Values 

Battery SoC 60% to 100% 

Battery SoH 60% to 100% 

Tire Pressure 130 psi ± 10% 

Payload Up to 600 kg (max) 
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Fig. 5. Speed Control based on Vehicle Speed. 

 

 

Fig. 6. Speed Control based on Motor Speed. 

 

Fig. 7. Speed Control based on Motor Temperature. 

The driver’s fatigue detection constitutes to significant 
criterion for manual and semi-autonomous vehicles for 
enabling the speed control from an increased safety 

perspective. The fatigue detection as shown in Fig. 8 returns a 
Boolean value to indicate the safe operating conditions and in 
any case without the fatigue being detected, the speed of the 
vehicle depends only on the other parameters. Whereas in case 
of fatigue detection, identified by three or more consecutive 
repeated occurrences, considering the safety of the driver, 
irrespective of the vehicles speed being within or above limits, 
the driver receives a visual warning through the dashboard, 
vibrational warning through the steering system to reduce the 
vehicle speed to 75% of the current speed and then regulates it 
to be not above the recommended max of 42 km/hr. 

The speed control based on Real Time GPS input 
coordinates underscores further study under two different cases 
that include the uphill and downhill terrain travel without 
payloads. When the vehicle travels uphill as shown in Fig. 9 or 
downhill as shown in Fig. 10, it does not travel a straight path 
with predefined fixed inclinations. However, with an empty on 
road electric cargo vehicle travelling upwards with no payload, 
the speed restrictions can be functional. With payload, limiting 
the speed may not provide the vehicle with required 
momentum, pulling power and traction to climb uphill. 

 

Fig. 8. Speed Control Due to Fatigue Detection. 

 

Fig. 9. Speed Control based on Uphill terrain Movement (without Payload). 
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Fig. 10. Speed Control based on Downhill Terrain Movement. 

The speed control in the case of the vehicle travelling 
downhill may be very tight considering the safety of the driver, 
as control can be lost easily travelling downhill. The test results 
illustrate that the speed requires to be maintained/reduced to 
80% of the driver’s acceleration input, besides ensuring that it 
does not exceed the max speed of 48 km/hr. 

It employs a proximity sensor deployed appropriately on 
the front grill to circumvent a crash and attempts to discern the 
obstructions in the frontal path of the vehicle. It orients to 
report the distance at which it detects the obstruction or the 
vehicle and follows a four-stage classification based on the 
distance to estimate the proximity from the frontal side of the 
vehicle and allow the speed reduction appropriately in the four 
different modes as noted in the Table VI. 

It simulates the obstructions detected along with its 
distance from the vehicle, with the distance as the key 
parameter for determining on speed control. The Fig. 11 
derives the resultant output enabling the speed control based on 
the distance reported between the vehicle and the nearest 
obstruction. 

The intelligent microcontroller monitors the requisite 
parameters and elicits a decision based on more than one 
criterion. The results also show that the algorithm either 
maintains or reduces the speed of the vehicle automatically and 
notifies the driver that the speed reduces to the recommended 
level with a deviation of 5% and accuracy of 95%, as observed 
from the simulated results. Future research can be envisaged to 
validate the base parameters considered for speed control with 
its priorities, experiment with a different RTOS, test the same 
system and at integration level or system level, integrate with a 
real vehicle and so-on. 

TABLE VI. SPEED CONTROL AS PER THE PROXIMITY RANGE 

 
Distance between the vehicles frontal 
end and Obstruction 

Speed reduction (% of 
applied throttle) 

Mode 1 > 5 to < 10 meters 50% 

Mode 2 > 2.5 to < 5 meters 25% 

Mode 3 > 1 to < 2.5 meter 5% 

Mode 4 < 1 meter 0% (Stop) 

 

Fig. 11. Speed Control based on Frontal Vehicle Detection. 

VIII. CONCLUSION 

An IoT based methodology suitable for controlling the 
speed of a battery operated on road eSupro cargo vehicle within 
the prescribed parametric range has been developed. The 
firmware design has been articulated using an ARM 
microcontroller through which it obtains the variation in the 
width of the PWM pulse for the converter interface that in 
turns controls the motor operating the vehicle. It has been 
formulated using the real time input from the GPS for 
controlling the speed based on the location services and a 
proximity sensor suitably deployed on the front grill. The test 
bench of the algorithm has been laid from a real time python-
based coding to provide the varying requirements to the 
microcontroller through the inputs to the interface. The 
simulation results have been presented to foster the suitability 
of the scheme for use in on road cargo vehicular systems. 
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Abstract—In recent years, remote sensing applications have 

been booming, and with this hyperspectral imaging (HSI) has 

been used in many real-life applications. However, the 

classification of HSI is a significant problem due to the complex 

features of the captured hyperspectral scene. Moreover, the HSI 

is often inherently nonlinear and has very high-dimensional data. 

Recent years have seen a rise in deep learning applications for 

addressing nonlinear problems. However, deep learning tends to 

overfit when sparse or less training data is available. In this 

paper, the proposed work focuses on addressing the trade-off 

problem between classification performance and less training 

samples for classifying hyperspectral image data in a single 

training process. Thus, the study presents a hybrid multilayer 

learning system based on the joint approach of 2D and 3D 

convolutional kernels. The main reason is to utilize the spectral-

spatial and spatial correlations in the learning process to achieve 

improved generalization of features in the training process for 

better HSI classification. The study outcome exhibits higher 

precision, recall rate, and F1-score performance. The overall 

accuracy is 99.9%, with a better convergence rate. The results 

prove that the proposed model is effective for HSI classification 

even with fewer training data samples. 

Keywords—Hyperspectral image; convolution neural network; 

classification; spatial feature; spectral feature 

I. INTRODUCTION 

Hyperspectral imaging (HSI) consists of hundreds of 
narrow bands with rich spectral and spatial data in remote 
sensory applications. These spatial and spectral characteristics 
of hyperspectral remote sensing images can provide useful 
information for detecting and classifying objects [1]. Since the 
early 1990s, HSI has been widely applied in a variety of real-
world contexts, including precision agriculture [2] and land 
management to healthcare and military target identification [3]. 
HSIs are high-dimensional data with a high correlation 
between adjacent spectral bands, making it more complex in 
time and space context and leading to the Hughes phenomenon 
[4]. Thus, reducing the amount of redundancy in HSI 
processing is a crucial concern. In the literature, most of the 
existing studies have focused on exploring the role of spectral 
features of HSI in classification. Indeed, HSIs also typically 
have spatial features where the adjacent pixels tend to be part 
of the same class. Because of these characteristics, two 
significant challenges encountered related to HSI processing 
viz. i) the high spatial inconsistency concerning spectral 
features and ii) constraints samples and the high dimensionality 
data. Several factors are usually responsible for the challenges 

mentioned above, such as changes in lighting conditions, 
environment, surroundings impact, and temporal circumstances 
[5]. These challenges often result in problems for most 
traditional methods and reduce their classification accuracy [6]. 
To overcome these problems, the analysis of spatial features 
has been reported to be valuable in improving object 
identification and classification performance. According to 
recent literature, classification of the HSI object based on 
spectral-spatial information, incorporating spatial attributes 
into pixel-wise cataloging processes [7] using mathematical 
morphological operations, Artificial Neural Networks (ANN), 
and machine learning methods such as support vector machines 
(SVMs), Logistic Regression, and many others [8]. Moreover, 
existing researches have also tried to address the problem 
associated with feature engineering, using principal component 
analysis (PCA) and linear discriminant analysis (LDA) [9][10]. 
Despite this, the previous works heavily rely on shallow and 
manual feature descriptors and are usually created for specific 
purposes, limiting their effectiveness in real-time situations 
[11]. 

Several deep learning models, including ConvNet 
convolution neural networks (CNNs), recurrent neural 
networks (RNNs), and deep autoencoders, have recently made 
significant breakthroughs in computer vision tasks, such as 
image classification [12] object recognition [13], and language 
processing [14]. These applications have inspired HSI analysis, 
and deep learning has proved to be highly effective in detecting 
and classifying objects. In contrast to traditional manual 
methods, deep learning can extract valuable insights from input 
data samples through a sequence of hierarchical layers [15]. In 
the literature, deep learning-based research works for HSI 
classification have few flaws and rely on substantial labeled 
samples [16]. However, feature generalization can be fully 
automated, making deep learning more appropriate for various 
situations. Furthermore, the previous deep learning models 
adopt a very complex structure, lack the ability for the input 
data to be spatially invariant, and are prone to overfitting 
problems due to the high dimensionality and small sample size 
of HSI. Therefore, there is a need to develop an effective 
model that can perform precise feature analysis to classify HSI 
objects with data samples without posing an overfitting issue. 
Hence, the factor of motivation is to understand the fact the 
wider scope of usage of HSI could be more leveraged if these 
impending problems are addressed where the existing solution 
encounters problems associated with computational 
complexities and non-inclusion of various constraints. This 
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results in evolution of proposed solution towards addressing 
this point for classifying HSI objects. In this paper, the 
proposed work addresses the HSI classification issue by using 
a new hybrid deep learning mechanism to identify the object 
category of each pixel with a limited number of data samples. 
Specifically, the study emphasizes feature learning aspects of 
the proposed hybrid learning model, which uses both 2D 
ConvNet and 3D ConvNet to process hyperspectral cube 
structure. The proposed hybrid ConvNet assembles 2D and 3D 
convolution layers as complementary operations to attain rich 
contextual information in the learning process concerning both 
spatial feature and mixed feature (i.e., spatial-spectral) to 
achieve maximum possible accuracy. The significant 
contribution of this paper is highlighted as follows: 

 The proposed research work enhances the function of 
deep learning techniques with stochastic data 
treatmentand feature selection process for the optimal 
performance in HSI classification. 

 Unlike previous schemes, the proposed work 
emphasizes balancing overall accuracy and 
computational efficiency. 

 A hybridization is introduced in the learning model, 
providing less dependency on the training sample and 
quick convergence. 

 The design of the proposed model for HSI classification 
is adaptive to different HSI data, thus meeting the 
requirement of the real-time deployment scenario. 

The remaining sections of this paper are organized as 
follows: Section II presents a brief review of the existing works 
done in the context of HSI classification; Section III highlights 
the significant issue and the research gap explored based on the 
review analysis; Section IV discusses the proposed system 
design and methodology adopted; Section V focuses on the 
detailing the implementation procedures for processing 
hyperspectral cube and classifying the objects form the HSI; in 
Section VI results and discussion is carried out for the 
validation of the proposed work and finally Section VII 
concludes the real contribution of this paper. 

II. REVIEW OF LITERATURE 

This section briefly reviews the existing solutions in this 
context and highlights the significant problem explored based 
on the review analysis. Although the HSI classification has 
been extensively studied in the past recent years. The existence 
of noise seriously affects the classification accuracy of the 
model. The work carried out by Lu et al. [17] suggested a 
different technique named penalized linear discriminant (PLD) 
with principal components to address the issue of noise in HSI 
data. PLD analysis is implemented to determine the optimal 
covariance matrix of noisy data, and then it is eliminated using 
a principal component transformation scheme. The study 
outcome shows that this method removed noise significantly 
without losing spectral fidelity. Hou et al. [18] presented a 
supervised dimensionality reduction scheme based on the 
kernel-based possibilistic clustering mechanism in the same 
line of work. The fundamental principle of this kernel-based 
possibilistic clustering scheme is the construction of the 

weights to generalize effective transformation directions for 
executing HSI classification. However, deciding a suitable 
kernel is quite tricky, and similar performance may not be 
achieved on the other HSI dataset. In this direction, Hang et al. 
[19] reported the suitability of applying local graph 
discriminant (LGD) embedding. However, this lacks 
consideration of the spatial features of the HSI data. The 
authors have developed a regularization scheme that considers 
the spatial information in LGD embedding, thereby boosting 
classification performance. The study has also shown that 
implementing this method can improve the performance of the 
kernel-based methods. Jia et al. [20] emphasized addressing the 
problem of labeling data samples in the classification task. This 
study suggests an unsupervised model based on the combined 
approach of Gabor filters and LAD to extract the most 
revealing and refined features for classification. However, 
LDA is quite popular, but it ignores the local structure of the 
data, which limits the applicability of LDA in real-time HSI 
classification. To address this problem, Wang et al. [21] 
presented a locality adaptive LDA method to generalize an 
illustrative subspace of data sample and determine the points 
closely associated with spectral and spatial domains. LDA 
heavily relies on certain assumptions, limiting its scope toa 
specific context. In this regard, another most popular method is 
principal component analysis (PCA), which is an unsupervised 
dimensionality reduction technique. The application of PCA is 
used in the study of Tu et al. [22] for the HSI dimensionality 
reduction. The authors have extracted sub-cubes in the further 
steps, which is then decomposed into texture and background 
layers. The obtained texture layer is introduced to the pixel-
wise classifier. The result shows the effectiveness of the 
presented approach under fewer training samples. In the work 
of Chen et al. [23], PCA is integrated with a feature 
engineering process based on the local binary pattern that 
produces multifeatured vectors. Further, a kernel extreme 
learning mechanism is employed for the classification task, and 
its parameter is optimized using the gray wolf optimization 
algorithm. However, due to a complex implementation 
strategy, the method may pose a huge computational 
complexity issue while executing the model training process. 
Despite many works, the kernel-based methods suffer convex 
problems and adequate selection of an adequate kernel. 
Recently, multilayer learning models have been recognized as 
advanced classification methods HSI classification. For 
example, deep CovNet via hashing semantic attribute is 
presented by Yu et al. [24]. In this study, a series of hash 
functions are produced to improve the generalization of classes 
and discriminative learning mechanisms into the input HSI. A 
large CNN is configured to perform HSI classification task. 
However, the presented CNN model is complex and lacks a 
trade of between precise feature generalization and network 
complexity. The work in the context of effective feature 
learning is carried out by Zhang et al. [25], where the authors 
have presented an unsupervised learning-based feature 
extraction mechanism. The presented mechanism is devised 
using a recursive autoencoder that considers both spatial and 
spectral information to construct a high-level features vector 
for the learning model. The authors in the study of Liu et al. 
[26] have tried to enhance the performance of extreme learning 
machines by introducing the concept of transfer learning for 
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HSI classification. Transfer learning introduces weights and 
concealed biases by using instances in the source domain. The 
application of the feedback attention technique in CNN is 
presented in the work of Yu et al. [27] for HSI classification. 
The feedback attention is integrated to improve the feature 
extraction process with the semantic information from the top 
dense layer. This model considers spatial-spectral information 
for the feature analysis. Also, the computational complexity is 
controlled band attention technique is incorporated in the 
learning model. Dong et al. [28] focused on addressing the 
problem caused bythe small training sample size by designing 
pixel cluster CovNet with a spatial-spectral synthesis 
mechanism. A co-occurrence matrix is created to store spatial 
attributes, and band superposition is then applied to fuse the 
spatial attributes with spectral features. The authors have 
devised a certain policy to increase the training sample size, 
which is then subjected to the Covnet model for the 
classification. However, increasing sample size may introduce 
non-linearity and redundancy in the training data sample, 
which may impact the real performance of the learning model. 
Different from the other works, Zhang et al. [29] presented 
graph convolution networks that produce operative local 
spectral-spatial attributes for effective HSI classification. 

Hence, various research works have been done to date for 
the HSI classification using different approaches. However, 
there is still a substantial problem concerning the model 
complexity, overfitting issue, learning, and classification 
performance that needs further effort by the researchers with 
evolved solutions. The next section highlights significant 
research problems explored based on the above discussion. 

III. RESEARCH PROBLEM 

The prominent research gap explored in existing solution is 
associated with narrowed classification performance for HSI 
which demands more lightweight feature extraction technique 
using machine learning. Further, the significant research issues 
explored based on the review of existing literature. 

 HSI data is high-dimensional, which makes supervised 
classification techniques very difficult to implement. In 
this case, the complexity of the HSI data and the limited 
number of training samples are the major challenges. 

 Space and spectral information are essential for 
applying effective classification mechanisms to HSI 
data but are not considered in most existing studies. 

 Most machine learning methods implement the 
recursive nature of algorithms that do not consider the 
characteristics and quality of the data. 

 The existing deep learning-based solution is often 
subjected to the overfitting issue due to the lack of 
proper labeled and large data samples. Such a model 
also requires multiple attempts of training and tuning to 
meet the targeted requirements of the performance. 

 HSSI requires higher computing resources and longer 
execution times which are not as prominently 
emphasized in the previous works. Such existing 
solution is not much suitable for time-sensitive and 
mission-critical applications. 

Hence, there is a requirement to evolve up with good 
solution that leads towards an effective processing and 
classifying HSI. 

IV. SYSTEM DESIGN 

This section illustrates the design of the proposed system 
for the HSI classification using a unique and hybrid multilayer 
learning model. Therefore, the proposed study's ultimate goal 
is to extract the comprehensive and precise feature concerning 
2D spatial information and 1D spectral information with 
neighbor pixels in the center that needed to be classified. 
However, it is well known that the constraint of training 
sample heavily impacts the learning model performance with 
increase in feature dimension. To this end the modelling of the 
proposed system aims to address Hughes phenomenon 
problem, pixel mixing and achieve a good trade-off between 
the number of limited or unbalanced training samples, and 
model performance, and control overfitting. The design of the 
proposed system for HSI classification is demonstrated in 
Fig. 1. 

 

Fig. 1. Schematic Architecture of the Proposed System. 

The HSI classification dataset is considered the Indian pine 
data collected through “airborne visible/infrared imaging 
spectrometer sensor” in north-western Indiana. Further, the 
system modelling process emphasizes on the neighborhood 
extraction process that incorporates two distinct operations. 
The first operation is subjected to dimensionality reduction as 
the HSI data exhibit the mixing pixel property, introducing the 
high intra-class variability and inter-class similarity. To this 
end, the study implements principal component analysis 
(PCA), which leads in reduction of redundant spectral 
information without losing spatial information for the object 
identification and classification. On the other hand, the second 
operation is executed to construct 3D cube using frequency and 
spatial domain information. This operation leads to generation 
of HSI into several images of 5x5 pixel (5 neighboring pixel) 
visualization with respect to spectral analysis, spatial analysis 
and spectral-spatial analysis in transform domain. The obtained 
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3D cubes are vectorized using one-hot encoding mechanism, to 
make it suitable for the proposed deep learning model. The 
study proposes hybrid deep learning model which is a 
combined implementation of 2D ConvNet and 3D ConvNet 
that synchronizes both spectral both spatio-spectral feature 
concerning 2D and 3D convolution operation for processing 
3D HSI cube to extract precise attributes closely related to 
objects of the HSI. In this way, the proposed system is 
computationally efficient, and can achieve better HSI 
classification performance without posing overfitting problem. 

A. 2D ConvNet 

The design of Convnet is inspired by the visual system that 
does not need human involvement in the feature extraction 
process. The 2D ConvNet utilizes 2D kernels to extract spatial 
features map followed by convolution operation to map input 
observation to the output prediction class. Essentially, the 
convolution is an algebraic operation executed based on the 
summation of the scaler product between input HSI and filter 
(kernel) employed to extract features from the 3D HSI cube. 
This kernel is a matrix that moves or strides over the input HSI 
data, executes scaler product with the sub-region of spatial 
dimension. Further, a non-linearity is introduced to the model 
by passing the obtained feature map through the activation 
function given as follows: 

    
   

  (     ∑ ∑ ∑       
   

       
           

   
    
   

    
   )           (1) 

Equation (1) exhibits activation     
   

of convolution 

operation in           , with spatial positions       in     

feature map at every     layer under consideration, where      
denotes activation function,      denotes bias term at     layer 

and for     feature map,      denotes the number of feature 

map in         layer and the kernel depth     
     

 at position 

(   ) for the     feature map of     layer,    represents the 
width of kernel,    indicates height of kernel and     represents 

weight term for     feature map of     layer. In the proposed 
model           , Relu is considered as the activation 
function numerically expressed as follows: 

                           (2) 

In the proposed            only 1 convolution layer is 
configured and pooling layers are not taken under 
consideration to keep significant attributes of each pixel. The 
           is implemented before the flattening layer and 3 
fully connected layers. The reason is that with           , 
the spatial attributes within the different spectral bands can be 
captured powerfully without losing vital spectral features, 
which is a crucial for the effective classification of HSI data. 

B. 3D ConvNet 

The configuration of the 3D Covnet is quite similar to the 
2DCovnet. The significant difference is that it has additional 
layer of reordering where convolution operation is carried out 
using 3D kernel with multiple contagious spectral bands in the 
input layer using 3D information. It preserves their correlations 
under a spectral context by sequentially ordering images of 
similar bands. The operation of the 3D Covnet can be 
expressed as follows: 

    
     

  (     ∑ ∑ ∑ ∑       
     

       
               

   
    
   

    
   

    
   ) (3) 

Where,    denotes the size of the 3-D kernel along the 
spectral dimension and remaining parameters are similar as 
expressed in equation (1). In the proposed            3 
convolution layer is configured and Relu is used as activation 
function. 

V. SYSTEM IMPLEMENTATION 

Mathematically, the HSI data considered in the study 

expressed as                
          , where D 

indicates number of spectral bands containing       images 
per band subjected to the output class                 
      , where C indicates object classes. The major operation 
in HSI classification is assign an exclusive label to each pixel 
according to the both spatial and spectral features. Therefore, 
the classification of HSI can be considered as domain mapping 
problem, where mapping function      takes input data   and 
after applying some transformation operation, the function 
should provide matching class    given as follows: 

         

Where   denotes learning adjustable parameter required in 
the feature learning and mapping process. The following are 
the steps carried out for implementing proposed hybrid Covnet 
for processing 3D HSI data. 

Step: 1 Load the HSI dataset  I         . The input 
data contains a dimension of            , where 
(       ) is the dimension of the image and 200 is the 
number of spectral bands. Fig. 2 presents a sample 
visualization of image at random bands under range of 200. 

  

  

Fig. 2. Sample Visualization of HSI Bands. 

Step: 2 Since, the HSI is of high dimension and often 
contains mixed pixel posing huge inter-class similarity and 
intra-class variability. Therefore, the study applies a PCA 
technique to overcome these issues to an extent by reducing 
redundant spectral information. As a result, reduced spectral 
band is attained while preserving spatial information. 
Mathematically, this operation can be given as follows: 
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               (          ) 

The processing of input data (    using PCA returns a 
reduced number of spectral bands ( ) such that    , while 
keeping spatial information (   ) same for carrying out 
object classification. 

Step: 3 The next operationis to perform neighborhood 
extraction which is subjected to construction of set of 3D cubes 
each representing 3D images, where object class is decided by 
its centering pixel. Numerically, this operation given as follows     

                       

Where,       denotes window size covering all „ ‟ at 
centering pixel at spatial location      . In the proposed 
system the size of window       is considered equal to 
     . The constructed 3D cubes from input data    
         is the                . Therefore, the 
3D data cubes (D) with spatial location       denoted as        

covers width           to           and height 
from           to           and all „  ‟ of the 

dimensionality reduced data i.e.,          . 

Step: 4 Split the obtained set of 3D data cubes into training 
and testing set. Further,apply one hot encoding operation to 
vectorize the 3D data cubes in the training samples. 

Step: 5 Develop a hybrid Covnet model using 3D Covnet 
and 2D Covnet. Since, it has been discussed that 2D Covnet 
does not process spectral information and 3D Covnet is able to 
process both spectral and spatial data simultaneously. 

In order to attain comprehensive and precise feature 
learning, the proposed study performs hybridization of the 3D 
CovNet and 2D CovNet to leverage capability of both model in 
the HSI classification task. The configuration details of the 
proposed hybrid CovNet is mentioned in Table I. The flow 
procedure of the proposed system using hybrid CovNet is 
illustrated in Fig. 3. The proposed system comprises of many 
operational steps. In the first step the HSI data is loaded, and 
further it is subjected to the PCA for the dimensionality 
reduction. As a result, the original HSI data of dimension 
            ) is reduced to the            ). In 
the next process, neighborhood windowing is carried out with 
window size     ) followed by zero padding operation. This 
operation leads to generation of 10249 number of data cubes 
having dimension of          ) where 30 is the number 
of spectral bands and       is the spatial resolution. The 
next vital operation is executed to perform modelling of hybrid 
        which comprises of total 3 layer of            and 
1 layer of           . The first layer of            
comprises kernel size of       ) with filter size 8 which 
after convolving provides feature map of size         
      where         is the resolution size of 3D data 
cube (two spatial information) with     spectral bands (one 
spectral information) and filter size 8 subjected for the further 
convolving operation at next layer of            . The 
convolution operation in Covnet is most critical process. For 
example, at the first layer of            the input data cube 

convoluted with learnable filters such as filters and 3D kernel, 
characterized by the weighting and bias parameter resulting in 
generation of the feature map. Already activation of this 
operation is shown in equation (3). Similarly, the second layer 
of the            takes feature map of first layer and after 
convolution it provides a feature map                
with two spatial information (      ) and one spectral 
information (  ) with filter size 16. This layer comprises a 
kernel size of       ). On the other hand, the third layer 
of           comprises kernel size of       ) with filter 
size equal to 32 which after convolving provides a feature map 
of size                where         is the 
resolution size of 3D data cube (two spatial information) 
with     spectral bands (one spatial information) and filter 
size 32. On the sub-sequent layer            is implemented 
with single layer which comprises kernel size of     ) with 
filter size 64 which after convolving provides feature map of 
size             where         is the spatial resolution 
of 3D data cube and filter size 64. As it has been already 
discussed that             are not able to process spectral 
information, whereas           efficiently processes spatial-
spectral information. Furthermore, the reason behind 
implementing            at three layers is due to the fact that 
it increases spectral-spatial feature maps for better feature 
generalization process. Also,            is implemented at 
single layer is due to the fact that it efficiently recognizes 
spatial attributes from different spectral information without 
compromising the spectral information. Further, flattening 
layer is introduced after            to flatten the multi-
dimensional feature map to a single dimension vector for 
further processing at fully connected layers used to extract 
more precise features by reshaping feature maps into an n-
dimension vector. The last layer of proposed Hybrid 
       is the classification layer which uses SoftMax 
classifier for the classification of HSI objects. The training of 
model is carried out using back-propagation algorithm with 
Adam optimizer. 

TABLE I. CONFIGURATION DETAILS OF PROPOSED HYBRID COVNET 

     s       
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Fig. 3. Process Flow of the Proposed Hybrid CovNet. 

VI. RESULT AND ANALYSIS 

The implementation of the proposed system is carried out 
using Python programming language. The study considers 
Indian pine HSI dataset for the model execution. The proposed 
hybrid         model is trained using assignment of random 
weights at initial process, mini-batch size is kept equal to 256 
after empirical analysis, the model is trained for 100 epochs. 
This section discusses the outcome obtained and performance 
analysis of the proposed system to justify the proposed 
contribution in the field of HSI processing. 

 

Fig. 4. Analysis of Cumulative Variance (%). 

Fig. 4 shows the performance of the PCA applied for 
dimensionality reduction. The graph trend exhibits slightly a 
linear trend in the percentage variance explained by each 
component. 

Fig. 5 shows performance analysis of proposed model 
regarding its loss curve in training. The graph trends lower 
value of loss is maintained for 80% epochs. However, at initial 
the loss rate is high but after 10 epochs the loss gets lower and 
stabilized from 20 epochs to 100 epochs. 

 

Fig. 5. Analysis of Training Loss. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

279 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 6. Analysis of Training Accuracy. 

Similar, observation can be found in Fig. 6 for the training 
accuracy analysis. The graph trend shows constantly higher 
training accuracy from 20

th
 epoch to 100 epochs. 

It can be seen from Table II that the proposed system has 
achieved good performance for the classification of the HSI 
objects. The results show a 100% precision score obtained for 
each class of HSI dataset. Similarly, the outcome exhibits 
100% recall rate for each class except one class namely 
„Buildings-Grass-Trees-Drive‟ that exhibits 99% recall rate. 
On the other hand, the result shows 100% F1-score for 14 
classes of HSI data, and 99% for two classes namely „Grass-
trees‟ and „Buildings-Grass-Trees-Drive‟. The performance in 
terms of overall accuracy is 99.9%. Therefore, the proposed 
model proved to be efficient and effective for the processing of 
the HSI data without compromising the classification 
performance which also evident through the confusion plot 
shown in Fig. 7. The performance analysis from the human 
visual system perspective, the ground truth of input HSI data is 
shown in Fig. 8 and the visualization of predictive classified 
outcome is presented in Fig. 9. The comparison of both figure 
shows that the predictive outcome is almost similar to the 
ground truth data, thereby exhibiting the effectiveness of the 
proposed system using a hybrid learning model. A closer look 
into the existing system showcase that proposed system is 
capable enough to be processed on varied number of HSI with 
better classification performance with respect to accuracy. 
Further, the learning method involved the proposed study is of 
hybrid form that can be used for identifying and localizing 
multiple form of standard land area in the HSI image. 

The findings of this study based on simulation analysis also 
show that the proposed model has a better convergence rate. 
The reason behind this is that the features extracted by the 
proposed Hybrid ConvNet consist of fine and precise 
contextual attributes of HSI images. The implementation of 
multilayer 3D ConvNet effectively exploited both spatial and 
spectral information and the single-layer 2D ConvNet, 
exploiting rich spatial context analysis without losing spectral 
information. Finally, it has been found that the proposed 
multilayer hybrid deep learning model effectively synchronizes 
correlation between spatial and spectral features and provides 
better classification results with less training data samples. 

TABLE II. ANALYSIS OF CLASSIFICATION OUTCOME 

HSI classes Precision Recall F1-Score 

Alfalfa 1.00 1.00 1.00 

Corn-notill 1.00 1.00 1.00 

Corn-mintill 1.00 1.00 1.00 

Corn 1.00 1.00 1.00 

Grass-pasture 1.00 1.00 1.00 

Grass-trees 1.00 1.00 0.99 

Grass-pasture-mowed 1.00 1.00 1.00 

Hay-windrowed 1.00 1.00 1.00 

Oats 1.00 1.00 1.00 

Soybean-notill 1.00 1.00 1.00 

Soybean-mintill 1.00 1.00 1.00 

Soybean-clean 1.00 1.00 1.00 

Wheat 1.00 1.00 1.00 

Woods 1.00 1.00 1.00 

Buildings-Grass-Trees-Drive 1.00 0.99 0.99 

Stone-Steel-Towers 1.00 1.00 1.00 

Over all Accuracy (%)  99.9 % 

 

Fig. 7. Analysis of the Confusion Plot. 

 

Fig. 8. Visualization of the Ground Truth of Input HSI Data. 
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Fig. 9. Visualization of the Predicted Classified Objects. 

VII. CONCLUSION 

In this paper, the proposed study has explored the 
effectiveness of deep learning techniques for addressing issues 
associated with HSI classification. The proposed study has 
suggested modeling of hybrid learning mechanism 
emphasizing the trade-off between the classification 
performance and model overfitting problem due to the limited 
training data samples. The hybridization is carried out 
considering the application of 3D ConvNet and 2D ConvNet, 
which are good at exploring the spatial-spectral and spatial 
features. The study outcome exhibits superiority of the 
proposed system regarding classification performance and 
convergence rate. The proposed hybrid model is 
computationally inexpensive compared to the conventional or 
standalone complex 3D ConvNet. Despite the effectiveness of 
the proposed system, it has been realized that more 
optimization is required in the proposed deep learning 
mechanism to make it more adaptive and flexible to meet the 
requirement of real-time implementation. The proposed model 
can be introduced with other data modeling process like 
different preprocessing and data reduction mechanism that 
suits most of HSI dataset. Accordingly, it will be also very 
interesting to explore the application of transfer learning in 
future research work. The limitation of the study is associated 
with more extensive analysis of the outcome, which at present 
is restricted to Indian pine HSI dataset. 
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Abstract—Security has always been a prominent concern over 

the network, and various essential requirements are required to 

cater to an efficient security system. Non-repudiation is a 

requirement about the non-deniability of services acting as a 

bridge between seamless relaying of service/data and efficient 

security implementation. There have been various studies carried 

out towards strengthening the non-repudiation system. There are 

certain pitfalls that render inapplicability on dynamic cases of 

vulnerability. The conventional two-party non-repudiation 

schemes have been widely explored in the existing literature. But 

this paper also advocates the adoption of multi-party 

computation, which has better feasibility toward strengthening a 

distributed security system. The current work presents a survey 

on the existing approaches of non-repudiation to investigate its 

effectiveness in the multi-party system. The prime aim of the 

proposed work is to analyze the current research progress and 

draw a research gap as the prominent contribution of the 

proposed study. The manuscript begins by highlighting the issues 

concerning multi-party strategies and cryptographic approaches, 

and the security requirements and standardization are briefly 

discussed. It then describes the essentials of non-repudiation and 

examines state-of-the-art mechanisms. Finally, the study 

summarizes and discusses research gaps identified through the 

review analysis. 

Keywords—Future network; multiparty computation; 

nonrepudiation; security 

I. INTRODUCTION 

The computational infrastructure has evolved from desktop 
computing to distributed architecture of computing. To 
elaborate further, it can be said that the ecosystem of the 
computation has evolved periodically from desktop 
computation to the client-server, and after the event of the 
internet, the model of the web-server-based applications. The 
new dimension of a highly scalable infrastructure includes 
cloud computing and the Internet of Things (IoT) [1][2]. The 
various applications are running on these distributed 
architectures, which are critical for different walks of life, 
including defense, government, e-commerce, e-hospitals, 
education, etc., in the form of context-oriented pervasive and 
ubiquitous manner. In any computing model, reliability 
becomes a primary requirement once it matures because the 
system has various vulnerabilities, and those vulnerabilities 
pose multiple threats to the system [3]. A direct attack on the 
system introduces the failure of the entire system; therefore, 
appropriate security measures must be researched and 
developed according to the changing dynamics of the 

computing environment. The reliable security system must 
comply with the essential consideration of practical aspects for 
Confidentiality, Integrity, Authentication, Availability, 
Authorization, Access Control, and Non-repudiation [4][5]. 
The robust security in such distributed architecture means that 
multiple parties or entities must collaborate to generate security 
attributes. One such popular technique is "Multiparty 
Computation," which collects the inputs from various 
participating entities to preserve or isolate their privacy from 
the other parties [6]. A function generates the output based on 
these inputs. The focus of the current paper is to study the 
research trend on the non-repudiation aspects. The common 
word meaning of repudiation is to deny. In digital security 
systems, the transaction occurs between the stakeholder or the 
different parties for the authentication or the security protocol 
requirements. Therefore, both parties cannot deny that the 
sender does not send either message and is not received by the 
receiver. The guarantee of non-denial is the authentication of 
the signature or message or the document or, in general, any 
attributes defined as non-repudiation. Various network 
architectures, including wireless vehicle network, Wireless 
Sensor Networks (WSN), Internet of Things (IoT), etc., 
demand customized security solutions. The popular techniques 
used in the security domain include Public Key Cryptography 
(PKC), Digital Signature (D.S.), digital certificate (D.C.), 
hashing, and critical public infrastructure (PKI). Symmetric 
Key Cryptography (SKC), etc. [7]-[10]. There is a challenge 
that the method adopted should be suitable for most of the 
essential requirements of the security protocols, or at least the 
process for non-repudiation should also complement another 
security requirement. This paper critically analyses the various 
approaches used for the non-repudiation protocol design in 
general and specific to the different networks. Further, this 
paper focuses on the research approaches adopted for 
designing a non-repudiation scheme using multi-party 
computation. The proposed manuscript offers updated 
information about multi-party security solutions towards non-
repudiation. Therefore, it is essential to gather research trends 
in this direction and make the information available to the 
researchers interested in security protocol design, especially for 
non-repudiation using multi-party computation. The 
contribution of this paper is as follows: The initial Section II of 
the paper provides conclusive information from the journal of 
Onieva et al. [11], and then in Section III, the methodology for 
the literature data collection is described. Section IV discusses 
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the approaches toward non-repudiation, while Section V 
discusses multi-party non-repudiation schemes. In contrast, 
Section VI discusses open research issues, and Section VII 
discusses the contribution of this paper. 

II. ESSENTIALS OF NON-REPUDIATION 

This section highlights the significance of non-repudiation 
and multi-party non-repudiation with respect to design 
perspective. 

A. Design Parameters for Non-Repudiation Protocol 

Whenever the transactions occur between two parties, there 
is a fair chance of disputes due to complete or conditional 
denial of the transaction. The security service which tries to 
resolve by a fair settlement is called Non-Repudiation (N.R.). 
Generally, this problem is also to analyze the behavior of the 
involved activities, and the first standardization was defined in 
1996 by ITU as ITU-X.813 [11]. Fig. 1 illustrates a correlation 
between the different phases of the N.R. service. The typical 
stages of the non-repudiation process, such as evidence 
generation, evidence transfer, storage and retrieval, and 
evidence verification, includes the transaction (T)= {E, I, O, R, 
R.V.}, where E=evidence, I=information, O= observation, R= 
request generation and RV= request verification. In the last 
phase, dispute resolution, the defendant and the plaintiff 
process their justification with the agreed adjudicator in the 
non-repudiation service. The message communication occurs 
either directly or through a delivery agent from the source node 
to the destination node. For the accountability of the sender and 
receiver node, services like non-repudiation of origin and non-
repudiation of receipt are essential. If the dispute occurs where 
the delivery takes place through the delivery agent, the NR-
services require N.R. of submission and N.R. of delivery. The 
evidence stored either digitally signed using PKC or as secure 
envelopes using SKC with all the essential attributes is used in 
the dispute. For this purpose: a digital signature assisted by the 
TTP-U is encouraged for various advantages. Based on the role 
of non-repudiation. The TTP-U is classified as a) offline TTP, 
b) an online TTP, c) an inline TTP, whereas, in the more 
advanced design, the use of TTP-U will be eliminated if an 
alternate scheme exists for the dispute resolution. 

A suitable design of normal transactions is exhibited in 
Fig. 1 to highlight the non-repudiation system mechanism. It 
can be considered as a generalized form of technique towards 
non-repudiation. In such a scheme, the user feeds their 
credentials in the form of user identity and password, followed 
by the generation of the first authentication factor in the user 
system side. An authenticator node further assesses this 
information, further carrying out second-factor authentication. 
This process takes place within the service provider (or another 
node). However, prior to generating the secondary token, the 
authenticator must access the user private key from the 
hardware security module. The extracted information by the 
authenticator node then successfully generates a second-factor 
token and thereby completes the dual authentication system. 
The transactional information generated by the hardware 
security model is then forwarded to authentication to digitally 
sign it. However, the biggest challenge in this mechanism is 
the presence of common attackers, e.g., key loggers, trojans, 
man-in-middle attacks, man-in-the-browser, internal attacks, 

etc. Hence, user applications could be extremely vulnerable 
during the manipulation of information storage. Hence, 
ensuring non-repudiation becomes quite a challenging aspect 
of network security. Apart from this, existing studies are found 
not much-adopted scrutiny towards non-repudiation of origin 
or emission [12]. Basically, non-repudiation of origin refers to 
the connection between a communication channel between the 
sender of the message and the receiver of the message that can 
offer legitimate evidence of the source of a message. On the 
other hand, a disclaimer of emission refers to the relationship 
between the content of the message and its source sender as 
proof of the sender. The essential design requirement of an 
efficient NR-Protocol includes: a) fairness, b) efficiency, 
c) timeliness, d) policy, e) verifiability of TTP-U, and 
f) transparency, where the verifiability and transparency 
introduce trade-off which is a challenging task while design 
N.R. protocols. 

B. Multiparty Non-Repudiation 

There are many transactions where more than two parties 
have been involved in the case of multi-party. Therefore, the 
multi-party non-repudiation problem is different from the two-
party N.R. problem. If 'N' parties such that, N>2, exchanges 
messages and subsequent evidence of transactions are 
collected, which can be used to settle the dispute if any, then it 
is said to be a general case of multiparty Non-Repudiation 
(MP-NR). The MP exchange may be either one too many, 
many to one, or many, maintaining various topologies like star 
or mesh. The scenario of MP-exchange, M= {M1, M2, M3, 
M4} cannot adopt an N-Party NR-protocol, where N=2 
because the efficiency will not be optimal as the correlation 
among MP, cannot be maintained for any unique transaction. 
Therefore, a suitable Multi-party Non-Repudiation Protocol 
(MP-NRP) for multi-party exchange should be designed with 
appropriate design goals of fairness, confidentiality, efficiency, 
timeliness, and policy. Fig. 2 highlights the multi-party 
computing model's conceptual architecture and the basic 
security requirements to counter attacks on cloud-assisted and 
IoT-enabled ubiquitous and smart applications. Also, a fault-
tolerance system is an essential part of security to ensure the 
reliability of both conventional and distributed computing 
models. 
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Fig. 1. Generalized Design Process of Transaction. 
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Fig. 2. Conceptual Computing Model and Security Requirements. 

III. METHODOLOGY FOR DATA COLLECTION 

The scope of the digital security system is very vast; 
therefore, in the initial stage of the study, the keyword-based 
on the 'non-repudiation' provides the following statistics. 
Although there are many other reputed journals like Springer, 
Elsevier, Inder- science Wiley, IGI, NCBI, etc. However, IEEE 
digital library offers an easy-to-use digital library to find the 
appropriate problem statement after understanding the current 
research trend and gap analysis. The data from the IEEE is 
considered during this initial phase of the study. The timeline 
of these publications was found from 1994 till 2022, which 
shows that the research in the field of non-repudiation is 
always active as throughout the time, The various new 
networks and communication-based applications evolves on 
the digital platform and that make the system dynamics. 
Therefore, the legacy solutions to non-repudiation do not fit the 
newly developed system. Therefore, to understand the current 
trend, the literature of only the last five years' publications of 
the conference and journals is segregated. The statistics found 
for the same are as tabulated in Table I. 

Generally, the IEEE journals and transactions papers are of 
exceptionally high reputation, so the '34' reports are initially 
analyzed, whose time stamping from 2015 till 2022 as seen in 
Table II. The next section discusses about the existing studies 
toward non-repudiation followed by multiparty-based non-
repudiation techniques. 

TABLE I. STATISTICS OF PUBLICATION ON NON-REPUDIATION 

Type Number 

Conference 785 

Journal 87 

Magazine 9 

Early Access 6 

TABLE II. STATISTICS OF SELECTED PUBLICATIONS 

Type Number 

Conference 305 

Journal 69 

IV. STUDY TOWARDS NON-REPUDIATION 

This section discusses the existing approaches carried out 
in different areas of implementation towards addressing the 
non-repudiation problem. 

A. Securing Adhoc Networks Scheme 

The ad-hoc technology, Smart On-Board Units (s-OBU) 
and Smart Road Side Units (s-RSU) make the realization of the 
Vehicular ad-hoc Network (VANETs), where the infotainment 
system that provides data communication of all types, either 
sensor data, images, or the video takes place seamlessly and 
provides passengers conform and safety application and fulfill 
the vision of intelligent transport system. There has been a 
tremendous effort towards building such an ecosystem of the 
network, but there are many security challenges, and the 
existing security mechanism is ineffective. The work carried 
out by Pan et al. [13] has presented a secure data sharing 
methodology using edge computing. The security of the data is 
offered using the encryption approach of ciphertext policy 
attributes. Further study towards ensuring non-repudiation was 
carried out by Baee et al. [14], where an authentication 
framework is presented. The author has also discussed the 
significance of using key management and encryption-based 
approach for securing communication systems in vehicular 
networks. The existing system mainly emphasizes an 
authentication scheme towards ensuring a non-repudiation 
system. Work in such direction was reported by Alfadhi et al. 
[15], where a hash-based function is developed to perform 
authentication that further reduces redundancy of 
authentication. Further, the study implementation of Abbasi et 
al. [16] has presented a clustering approach using trust and 
reputation to offer better non-repudiation in vehicular 
networks. Another study carried out by Fang et al. [17] has 
emphasized using blockchain and digital signature. The 
repudiation attacks occur in the VANET, where the attacker 
denies the participation of sending and receiving the messages. 
Due to this, the trusted authority gets confused about the audit. 
The authors, Azees et al. [18], have surveyed the research work 
towards the non-repudiation in the VANET, and the key 
finding of those works is tabulated in Table III. In the 
mechanism suggested by Jie Li et al. [19], whenever the 
malicious vehicle transmits a fraudulent message and denies 
the transmission of that message, the trusted authority opens 
the signature in the message to reveal the actual identity of the 
vehicle. Though this method provides a cost-effective solution, 
certificate management is quite challenging in this method. To 
overcome the problem of the overhead of the certificate 
management in the PKI-based cryptosystem, the authors Choi 
and Jung [20] proposes an ID-based cryptosystem to provide 
non-repudiation. In this scheme, a timestamp is encoded with 
the date and the time of the message encoded and defines the 
message validity time. The biggest challenges in all these 
approaches are that they must be supported by the mobility-
prone network, which is not offered with evidence Table III 
highlights the advantages and issues associated with all these 
approaches. This scheme cannot ensure strong non-repudiation 
because of the critical escrow problem of the I.D.-based 
systems. The authors Biswas and Misic [21] designed a scheme 
for the non-repudiation of the privacy-preserving 
authentication in VANET to prevent the repudiation attack. In 
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their system, a signature is created for each message, and to 
sign the message, each sender needs to have a unique secret 
key and a session parameter. Once the sender signs the 
message and sends it, then they cannot deny the signature for 
the broadcast message. Table III summarizes the important 
implementation work towards securing an ad-hoc network 
scheme to ensure non-repudiation. 

TABLE III. KEY FINDINGS FOR NON-REPUDIATION IN VANET 

Ref Problem 
Technologies 
Used 

Pros Cons 

Pan 
[13] 

Delay due to 
Data sharing 

Edge 
computing 

Offers 
confidentiality 

Induce 
network 
overhead 

Baee et 
al. [14] 

Secure 
communicatio
n 

Authentication 
Generalized 
architecture 

Not 
benchmarked 

Alfadh
i et al. 
[15] 

Privacy 
protection 

Hash-based 
authentication 

Reduced 
computational 
cost 

Not resistive 
for physical 
attacks 

Abassi 
et al. 
[16] 

Transmission 
reliability 

Clustering 
algorithm 

Robust and 
validated 
scheme 

Not 
applicable 
for dynamic 
attackers 

Li et 
al. [19] 

ACPN 
PKC, Digital 
Signature 

Cost-effective 
manage 
certificate 

Choi et 
al. [20] 

Certificate 
overhead 

ID-based 
Cryptos 

Time validity 

non-
repudiation, 
key 
escrow 
problem 

Biswas 
[21] 

N.R. privacy 
Message 
signature 

Repudiation 
attack 

Overhead of 
signature 

1) Identified research gap: The VANET is a dynamic 

network where the system works in a decentralized manner; 

therefore, a method is required to mitigate the effect of the 

repudiation attack that should have significantly less 

computational overhead and yet be very effective supports the 

distributed computing paradigms. Therefore, a multi-party 

computation-based non-repudiation protocol is advised. 

B. Certificateless Scheme 

This form of scheme targets to resist the critical escrow 
issue in network security. A dedicated module called certificate 
authority generates secret keys that possess complete trust 
factors within it [22]. For adequate security, this mechanism 
uses a key generation center and user where the splitting of the 
secret key is carried out. The work carried out by Zhang et al. 
[23], Li et al. [24], Won et al. [25], and Islam et al. [26] has 
used certificates scheme with a different focus on 
implementation, viz. securing 5G communication, access 
control on a wearable device, smart city, and enhancing 
encryption, respectively. 

1) Identified research gap: Although this scheme is 

claimed to offer security concerning non-repudiation, it fails to 

fully optimize the information associated with the identity of 

the nodes to generate the public key. It also introduces 

dependency towards the publishing process for the user's public 

key. Another significant issue in this approach is that this 

scheme offers too many usages of encrypting information; 

however, the decryption process depends on only one private 

key. Hence, such a mechanism cannot provide resiliency 

against forged third-party users. 

C. Conventional Cryptographic Measures 

The conventional cryptographic measures make use of key-
based approaches as well as encryption approaches. Existing 
systems offer many schemes that only emphasize these 
approaches to provide non-repudiation. The work carried out 
by Shim et al. [27], and Lin et al. [28] have used key-based 
methods while the work carried out by Li et al. [29], 
Amerimehr et al. [30], Zia et al. [31], Randriamasy et al. [32], 
and Tseng et al. [33] have used encryption-based method. All 
these approaches are meant for different research problems 
associated with strengthening the security scope of the 
application. 

1) Identified research gap: The significant issue in 

adopting conventional cryptographic measures is that none of 

the mentioned studies have considered device-related 

complexity issues. Implementing key management will also 

demand storage, processing, and updating of the key, which 

consumes extra buffer in resource-constrained devices that 

have not been addressed. Further usage of encryption has not 

been testified for its capability towards resisting different forms 

of threats. 

D. Privacy and Authentication Measures 

Privacy and authentication are highly connected. The 
communicating nodes should be secured to prevent their 
private information from being vulnerable. One way to offer 
better security is to provide privacy preservation approaches 
and authentication techniques. Approaches towards privacy 
preservation are seen in the work of [34]-[35], while some 
authentication approaches are seen in the creation of [36]-[37]. 
These studies have strengthened non-repudiation; however, it 
was not the only focus. 

1) Identified research gap: These approaches focus more 

on privacy and authentication; however, no claim was found to 

offer faster response time. Response time is required for 

ensuring a lightweight encryption approach. Existing 

approaches are also proven to be scalable for the extensive 

communication environment. Apart from this, there are also 

various other miscellaneous approaches, e.g., blockchain [38], 

[39], [40], and various other analytical approaches [41]-[42]. 

All these approaches are focused on the split form of problems 

in a wireless network as well as they are also found to be quite 

specific towards solving methodologies. They cannot leverage 

any form of flexibility and scalability when different network 

conditions are applied. Hence, there is a broader scope of 

improvement towards these approaches for strengthening the 

non-repudiation issue. The next section discusses existing 

methods to multi-party non-repudiation schemes. 
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V. STUDY TOWARDS MULTI-PARTY SCHEMES 

The multi-party based non-repudiation process is widely 
used in the context of the applications like online 
auction/bidding systems, business to business/business to 
consumer, e-commerce, multicast-based collaborative 
applications, secure cloud storage, secure group encrypted e-
mail, securing tender information from the bidders, contract 
signed by multiple organizations, securing keys in the 
authentication system, e-mail system, certified notification, etc. 
The popular methods and technologies used for these systems 
include PKI, Hash, group encryption, TTP-free methods, 
source authentication, and schemes to mitigate the effect of 
non-repudiation attacks. Blockchain has been found to design a 
multi-party non-repudiation scheme in recent times. The 
section below describes the researcher's various approaches in 
this context. 

Electronics bidding is one process that mandatory require 
efficient security. The method proposed by Curtis et al. [43] 
provides a scalable system designed with essential 
cryptographic functions. The method isolated the bidder's 
identities among two core units of the scheme with the 
assumption that they could not collude. The registration 
process uses PKI with hash and is controlled by the registration 
authority to guarantee non-repudiation between all the 
participants as an auctioneer and the actual wined of the bid. 
This approach of a registration authority is helpful in many 
other applications as a framework for the design of effective, 
secure multi-party transactions. 

The basic design of the cryptosystem always considers the 
hardness of the Discrete Logarithm Problem (DLP), and a 
typical DLP is described as if a group 'G' such that 'g' is the 
generator of the group and 'h' is the element of 'G', then the 
discrete logarithm to the base 'g' of 'h' in a group 'G'. This 
problem becomes more challenging if the Pohlig -Hellman 
algorithm cannot solve the DLP very quickly, and it can 
happen only if DL-cryptosystem Zp, where p is a prime 
number such that p-1=2q {significant prime factor}. The 
authors Yanping and Liaojun [44] propose an MPNR protocol 
based on DLP and group encryption. In any of the online 
platforms of the enterprises, either in the form of business to 
business or business to consumer, there are the different digital 
processes involved, including 1) item request, 2) documents 
transaction for agreements, 3) payment, 4) different contracts 
and 5) acknowledgment in a single batch or a group. 

In the designed scheme, the stakeholder can direct another 
message to multiple distinguished recipients to remove 
exchanges of the same message. It also utilizes the offline 
Trusted Third Party (TTP), which alleviates the cons of the use 
of the online TTP and provides better efficiency. The 
Alternative Time Temporal Logic (ATL) is a variant of the 
Computational Tree Logic (CTL), used in many contexts 
where multiple parties are involved for controllability. One of 
the MPNR methods based on ATL is proposed by Wang et al. 
[45] to make it useful in e-commerce by adding time limits to 
each stakeholder so that it acquires a time-independent and fair 
transaction. Another approach applicable for commencing is 
proposed by the authors, Wang and Wang [46], use group 
encryption to design MPNR without using a TTP and validate 

the model using a popular cryptographic model validation 
method, namely SVO logic. In the era of collaboration, a 
scalable architecture based on multicast communication 
provides a platform to build business models involving multi-
party as a stakeholder. 

To secure such frameworks, a Secure Multicast 
Communication (SMC) is desired where the packet overhead 
and computational efficiency is to be optimal. The most 
significant problem for SMC is designing an authentication 
model for the sources. The authors Eltaief and Youssef [47] 
propose a model for SMC in the context where the 
communication channel is compromised by the attackers who 
work on the integrity of the data. The model exploits a multi-
layer connected chain structure to build secure multicast 
authentication. It adjusts the effect of the packet loss but 
ensures non-repudiation of the origin of the source. 

In the era of globalization, where the global network 
concept is emerging, the role of cloud systems is most 
important. There is always a hiccup to migrate their data to the 
cloud system unless they are not assured of the strength and 
guarantee of security. The authors, Feng et al. [48], highlight 
their work related to the different issues of security, including 
1) fairness, 2) roll-back attack, and 3) repudiation. The method 
suggested by them for MPNR protocol ensures proper storage 
in the cloud system with non-repudiation and handles the roll-
back attacks. Another model told by Feng et al. [49] focuses on 
the data integrity aspect during cloud storage by identifying 
vulnerabilities in popular cloud storage providers. Based on 
identifying the repudiation problem, a novel MPNR scheme 
fixes the issue and justifies mitigation of the effect of various 
network attacks [33]. 

To design a robust system of authentication schemes, the 
security of keys plays a vital role. Mandal and Mohanty [50] 
propose a TTP method to generate the keys and distribute them 
to respective groups. The security analysis reveals its strength 
against various attacks, including 1) the non-repudiation attack, 
2) replay attack, 3) chosen cipher attack, and 4) man-in-the-
middle attack. The protocol can use for various applications 
like a) group encrypted e-mail multicast in the defense sector, 
b) securing tender information from the bidders, c) contract 
signed by multiple organizations, etc. 

The traditional benchmarked approaches of the multi-party 
fair exchange protocol demand more communication cost if 
applied to other networks' topologies different than mesh 
topology. The authors Shiraishi et al. [51] found that if the 
mesh topology strategy is used for the line topology, its 
performance degrades. To overcome this issue, they propose an 
N-party certified e-mail protocol for line topology with 
fairness, non-repudiation, trusted third party invisibility, and 
timeliness in less communication cost. An application like 
certified notification requires a fair exchange with strong proof 
and non-repudiation of the message's origin and exchange. The 
authors Payeras-Capellà et al. [52] introduce a Multiparty Fair 
Certified Notification (MFCN)-scheme based on blockchain. 
The system allows to sending simultaneously certified 
notifications to the group of receivers. It validates the strategy 
to achieve better security properties, including 
a) confidentiality, b) fairness, and c) timeliness with a stateless 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

287 | P a g e  

www.ijacsa.thesai.org 

TTP. Table IV highlights research towards multi-party non-
repudiation schemes along with the associated research gap 
being explored. 

TABLE IV. RESEARCH TOWARDS MULTI-PARTY NON-REPUDIATION 

SCHEME 

Citation Application Problem Approaches 

Curtis et al. [43] 
Securing 
Bidding system 

Registration 
authority 

PKI, Hash 

Yanping et al. 
[44] 

B2C and B2B DLP Model 
Group 
encryption, 
offline TTP 

Wang et al. [45] e-commerce ATL 
Adding time 
limit 

Wang et al. [46] e-commerce SVOL 
Group 
encryption 

Wang et al. [47] 
Multicast 
communication 

chain structure 
Source 
authentication 

Feng et al. [49] Cloud Storage 
vulnerabilities 
for repudiation 

Overcome non-
repudiation 

Mandal et al. 
[50] 

Authentication 
system 

Key security 
Resistive to non-
repudiation 
attack 

Shiraishi et al. 
[51] 

e-mail system Line topology 
Less 
communication 
cost without TTP 

Payeras et al. 
[52] 

Certified 
notification 

stateless TTP Blockchain 

1) Identified research gap: There are various schemes 

towards multi-party non-repudiation schemes, where 

authentication is the prime focus. However, most of the 

deployed security techniques towards this don't consider the 

dynamic attribute of the user/node present in the network. This 

form of implementation can successfully stop one specific 

form of attack; however, they fail to identify when the attacker 

changes their attack strategy. The validation of different parties 

involved in this process is checked only once during the entire 

simulation. In contrast, there is a fair possibility of inclusion of 

new kinds of intrusion, or one of the nodes could possibly go 

rogue. Hence, the existing multi-party non-repudiation system 

is highly symptomatic and operational over a smaller network 

and with apriori information of types of attackers. 

The next section discusses the open-end research problems 
identified from the existing review work. 

VI. OPEN RESEARCH ISSUES 

After reviewing the existing approaches, it has been seen 
that it has addressed various security problems associated with 
the different network variants. Therefore, each technique has 
its scope of implementation while also related to multiple 
pitfalls. Although all the approaches are liked with the usage of 
encryption measures, key-based procedures, Certificateless 
schemes, privacy and authentication schemes, etc., all of these 
techniques have been specifically meant to address a particular 
set of problems. The multiparty-based approach is one of the 
best options; however, they still suffer from various issues 
concerning non-repudiation as well as it also requires 
inclusion. The significant problems that are found to be yet an 
open-end are as follows. 

A. Network-Specific Solution 

It has been noticed that existing schemes for non-
repudiation have been mainly carried out toward specific 
groups of networks viz. convention network, 5G, Big Data, 
IoT, vehicular network, cloud environment, wireless sensor 
network, etc. It should be noted that each network form has its 
way of incorporating security, which is unique from each other. 
However, some security protocols may be quite common in 
this form. A closer look into Table III highlights that maximum 
work has been attempted to date in the vehicular network. In 
contrast, many works are carried out on sensory application 
and IoT (5G). It is well-known that 5G, IoT, and cloud are 
future technologies and require more security strength to offer 
better non-repudiation. However, multi-party is not equally 
focused on these networks. 

B. Authentication Flexibility on Different Networks 

Existing approaches have used authentication within a 
significantly narrower scope of its applicability. It should be 
noted that authentication approaches for different network 
forms have other dependencies. There is less work to address 
authentication among massive devices present in IoT. The 
majority of the applications currently in upcoming times will 
use IoT, and hence there is a drastic need to incorporate robust 
authentication measures. 

C. Strengthening Multiparty-based Approach 

Multiparty-based authentication approach is one of the 
most robust techniques to offer security. However, existing 
studies have not provided any form of evidence toward 
assuring the resiliency of the trusted third party involved in this 
process. There is a need to incorporate a secure encryption 
mechanism that can offer robust privacy and non-repudiation 
while using a multi-party-based approach. A lightweight 
encryption policy with a faster key management mechanism is 
the most effective mechanism that can be opted for 
strengthening non-repudiation issues in dynamic networks. 

D. Mechanism of Validation 

The majority of the existing approaches towards 
multiparty-based schemes have not witnessed any standard 
validation approach. There is a possibility of including any 
number of multi-party-based authentication systems; hence, 
there is a need for a cost-effective solution towards a validation 
approach using unique performance parameters. 

E. Computational Complexity 

The inclusion of a multiparty-based solution could also 
offer a potential computational complexity when it comes to 
validating the stream of data or service requests. In such a case, 
including an encryption mechanism will further elevate the 
problem over a wireless network. Apart from this, encryption is 
a highly iterative operation. At the same time, it is required to 
offer a good balance between communication and computation, 
which is not found in existing approaches. 

VII. CONCLUSION 

This paper has presented a review of the non-repudiation 
system where the investigation is mainly to check the 
effectiveness score in involving a multi-party system. After 
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reviewing all the related research approaches, there are various 
conclusive remarks. It has been identified that the existing 
studies towards security have a splitting form of 
implementation towards non-repudiation. Some models a direct 
non-repudiation system, while others implement a different 
technique to ascertain non-repudiation. The frequencies of 
former approaches are comparatively less in contrast to later 
forms of policies. Also, very few works have implemented the 
multi-party mechanism to perform validation or security 
authentication. Besides, multi-party mechanisms developed in 
the existing system are too specific to network type. 
Unfortunately, they offer a reduced scope of practical 
implementation. It should be noted that techniques, e.g., cloud 
and IoT, integrate multiple forms of other networking systems. 
A closer look into Table III shows that studies were not 
focused on cloud and IoT systems, which is required in the 
existing approach. 

More studies on authentication mechanisms have been 
carried out, but they are not entirely using multi-party 
computation systems. On the other hand, multi-party 
computation/validation studies have lacked novel 
authentication mechanisms. On the other hand, the existing 
studies where both multi-party authentication systems have 
been addressed do not deploy a computationally cost-effective 
technique. There is no report of practical scenario if it runs 
over resource-constrained devices. 

Therefore, our future work will develop a comprehensive 
model of a multi-party computational system that can offer a 
superior form of non-repudiation in a dynamic network. The 
study will consider the use case of IoT systems hosted over a 
cloud environment. It will be meant towards bridging the gap 
in current research work. 
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Abstract—Cheating attempts in educational assessments have 

long been observed. Because students today are characterized by 

their great digital intelligence, this negative conduct has 

intensified throughout the emergency remote teaching time. 

First, this article discusses the most innovative methods for 

combating cheating throughout the online evaluation procedure. 

Then, for this aim, a Convolutional Neural Networks for 

Cheating Detection System (CNNCDS) is presented.. The 

proposed solution has the advantage of not requiring the use of a 

camera, it recognizes and identifies IP addresses, records and 

analyzes exam sessions, and prevents internet browsing during 

exams. The K-Nearest Neighbor (K-NN) has been adopted as a 

classifier while the Principal Component Analysis (PCA) was 

used for exploratory data analysis and for making predictive 

models. The CNNCDS was learned, tested, and validated by 

using data extracted from a face-to-face exam session. its main 

output is a binary students' classification in real-time (normal or 

abnormal). The CNNCDS surpasses the fundamental classifiers 

Multi-class Logistic Regression (MLR), Support Vector Machine 

(SVM), Random Forest (RF), and Gaussian Naive Bayes (GNB) 

in terms of mean accuracy (98.5%). Furthermore, it accurately 

detected screen pictures in an acceptable processing time, with a 

sensitivity average of 99.8 percent and a precision average of 1.8 

percent. This strategy has been shown to be successful in 

minimizing cheating in several colleges. This solution is useful for 

higher education institutions that operate entirely online and do 

not require the use of a webcam. 

Keywords—Artificial intelligence; convolutional neural 

network; learning assessment; online cheating; online 

examination; higher education; emergency remote teaching 

I. INTRODUCTION 

Evaluation is the most important stage of the teaching 
process [1][2][3][4]. Indeed, assessment is at the heart of the 
learning service, providing faculty members with important 
information about what students understand, allowing them to 
plan and manage lessons and providing relevant feedback [5]. 
The evaluation stage allows students to become aware of their 
learning methods and use this knowledge to improve and 
develop their acquaintance by taking on more responsibility 
[6]. Additionally, data analyses as a result of the assessment 
allow students, faculty members, and parents, as well as the 
broader educational community, to be informed about the 
teaching outcomes achieved at a specific time to highlight 

success, plan interventions, and continue to foster 
accomplishment [7]. 

In the case of face-to-face or online evaluation, completing 
this phase is critical to the overall success of the teaching and 
learning procedure [8][9]. In all cases, some students try to 
well evaluate by their proper efforts, but some others look for 
violating academic integrity [10]. When students are evaluated 
face to face, the traditional method of cheating is for any of 
them to try to chat to their colleagues, pass a note around, or 
bring a cheat sheet. To avoid this type of cheating, a supervisor 
is required, and sufficient spacing between student tables is 
provided to make his job easier. However, there are several 
new techniques to cheat on online exams [11][12][13][14][15]. 
The access to the Internet is the most common method of 
cheating [16][17][18]. Cheating with Internet access provides 
students endless sources of information as well as the 
opportunity to speak with others about how to provide 
unlawful services to students while they are taking the exam 
[18][19][20]. Additionally, Internet access enables screen 
sharing, remote desktop access, and the ability for someone 
other than the candidate to access the exam via the student's 
computer [18]. 

The first solution to minimalize online cheating is using 
applications to block the internet navigation that can be used in 
combination with the Learning Management System (LMS) 
like Blackboard [20]. When running this special application, 
students will have no access to any other resource on the 
device. The second solution is screen recording; some 
applications record and store the screens of the student's device 
while taking the exam [20][21]. The faculty member will use 
these recordings to ensure that the exam ran perfectly, and that 
the student did not cheat [22]. The third option is to use 
surveillance cameras to film the students' behavior and gaze 
throughout the exam. However, this technique is not 
completely effective, particularly when the number of students 
is large, as it will be difficult to control their behavior [22][23]. 
Many faculty members claim that it is difficult to organize an 
electronic evaluation without the risk of cheating, but efforts 
are still being made to reduce the number of possible 
fraudulent attempts [20-26]. As a result, it is necessary to be 
equipped with tools to prevent cheating, as well as to properly 
select the test options provided by the LMS and to accurately 
determine the periods for online exams [27][28]. 
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Several approaches are possible to reduce cheating during 
remote exams. Depending on the student's input. The problem 
can be divided into three sub-parts: i) video, ii) voice, and iii) 
handwriting/mouse clicks. As a result, deep learning methods 
can be efficient for completing each of these subtasks [29-35]. 

This paper discusses new research on smart techniques for 
reducing cheating on higher education online exams. This 
study will provide an overview of the main techniques. It 
investigates the impact of artificial intelligence in preventing 
attempted cheating during an online exam, as well as the best 
way to reduce the risk of cheating. The controller's task is 
greatly aided by the opening of the cameras during the passage 
of the examinations at a distance. However, the use of a 
webcam is not permitted in some faculties, where educators are 
not permitted to ask candidates to turn on the camera. In this 
case, it is more difficult to detect cheating. As a result, our 
main contribution is to present a solution without filming the 
candidate. Several parameters will be implemented to complete 
this mission, such as the identification of the IP address and the 
candidates' academic and personal information, as well as the 
capture of navigation screen images, that will be processed by 
Convolutional Neural Networks (CNN). 

This paper is organized as follows: Section 2 presents the 
study background; we'll give a brief review of the most 
important techniques based on AI for detecting and reducing 
cheating behaviors in electronic online assessments. Section 3 
offers solutions for managing online exams in the absence of a 
camera and based on LMS options. Section 4 presents the 
CNNCDS, its architecture, and its main components such as 
the K-Nearest Neighbor (K-NN): and the Principal 
Components Analysis (CPA). In Section 5 the 
experimentations and the results are offered before the 
conclusion section. 

II. STUDY BACKGROUND 

In their evaluation methods, online education models try to 
emulate the traditional teaching way which remains without 
any doubt the most reliable method for evaluation [17][18][19], 
indeed the world's largest virtual universities and online 
training institutions always rely on presential evaluation in 
specially designed testing centers. Remarkably, some online 
evaluations do not pose any cheating problem, but for other 
types of evaluation, cheating is possible [17][19][20][22]. 
Indeed, the most important questions that arise at the beginning 
of this study: What types of solutions can be adopted to prevent 
cheating in an online exam? And, what are the means to further 
disseminate the notion of academic integrity? 

Academic integrity is an important aspect of higher 
education. These values safeguard a university's reputation, as 
well as the scientific value and meaning of degrees, and they 
also provide a framework for professional and academic work. 
In [23], the authors attempt to answer an important question 
that arises when discussing online education: why does 
academic dishonesty occur? And, why some students are 
compelled to engage in these behaviors while learning online. 
They present the most commonly used methods for promoting 
academic integrity. The authors in [24] state that it is possible 
to uncover cases of identification of cheating behaviors 
through the strengthening of the faculty member-student 

relationship and real-time discussions between them. As a 
result, the proposal is to expand student-faculty member 
discussions similar to those that have traditionally occurred in 
the classroom. The authors present Intelligent Discussion 
Comments (IDC), using a scalable asynchronous system to 
engage students in real-time discussions to extract authentic 
student understanding. To enrich the discussion process and 
supporting the educational team in their supervisory, two AI 
services are used such as voice recognition and transcription. 

Online exams have emerged on the surface on various 
types of academic misconduct, including plagiarism. In 
addition, academic misconduct and plagiarism represent a 
barrier to the development of students’ critical thinking and 
analytical skills [24]. In [25] the researchers analyze various 
forms of academic misconduct and propose strategies 
applicable in higher education, nut the rapid evolution of 
technology has made it difficult to well detect cheating 
attempts, so other methods of detecting cheating must be used. 

In the following section, we will first present biometric 
authentication, and then we discuss the most important 
research that dealt with smart techniques and various methods 
and tools for detecting and preventing cheating. 

A. Biometric Authentication 

Biometric authentication verifies an individual's identity 
and ensures secure access to an electronic system by utilizing 
an individual's unique biological characteristics. Biometric 
technologies are based on the notion that each individual can 
be uniquely identified by one or more biological characteristics 
such as fingerprints, hand morphology, retina and iris 
physiognomy, voice waves, typing dynamics, DNA, or 
signatures. The use of these identity proofs as part of a 
validation process for a user wishing to access a system is 
known as biometric authentication [26]. Biometric 
technologies are being used to secure a wide range of digital 
communications, whether for a business, an e-commerce site, 
internet payments, or simply connecting to a computer or a 
smartphone. Biometric authentication systems compare the 
provided biometric data to the confirmed authenticated data in 
a database. Authentication is confirmed and access is granted if 
the two samples match. This procedure is occasionally used as 
part of a multi-factor authentication system. Thus, the user of a 
smartphone can connect using his secret pin code and add an 
iris scan to it. Many types of biometric authentication 
technologies like the retinal scan produce an image of the 
arrangement of blood vessels on the photosensitive surface of a 
person's eye. Iris recognition identifies an individual based on 
the unique patterns of their iris, which is the ring of color 
around the pupil. Furthermore, the finger scan (a digital version 
of the fingerprint created with an ink pad and paper) analyzes 
the patterns drawn by ridges and creases on a finger image. 
The recognition of finger veins is based on the individual's 
unique pattern of finger veins. Also, facial recognition systems 
employ digital codes known as "faceprints" to identify 80 
nodal points on the human face. Finally, rather than more 
variable conditions, voice identification systems rely on 
characteristics generated by the shape of the speaker's mouth 
and throat. The world has progressed from the oldest known 
biometric verification method, to modern biometric verification 
methods that are almost instantaneous. It is also becoming 
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more precise as a result of the introduction of computerized 
databases, the digitization of analog data, and AI techniques. 
AI concerns the conception of an artificial machine capable of 
possessing or exhibiting the capacities and characteristics of a 
human brain [29][30]. It is in fact about teaching the machines 
to think. There are two types of approaches for AI, the first is 
strong, called the cognitive approach when the machine must 
think like a man. The second is weak, called the pragmatist 
approach when the machine must lead to the same solutions as 
humans. AI remains difficult to define because we do not know 
how to define the notion of Intelligence. Intelligent methods 
proliferate, and there is a relationship between them “Fig. 1”. 
We are attempting to focus on those who can contribute to the 
administration of online exams. 

 

Fig. 1. The Relationship between Different Types of Machine Learning 

Methods. 

B. Related Work based on the Role of Intelligent System 

In the literature, several possible definitions of AI. In 
general, AI is a methodology that makes computers more 
intelligent, so they show characteristics normally associated 
with intelligence in human behavior, i.e. language 
comprehension, learning, problem-solving, and reasoning [29]. 

1) Natural language processing: Natural Language 

Processing (NLP) is a multidisciplinary field that combines 

linguistics, computer science, and artificial intelligence to 

develop natural language processing tools for a variety of 

applications. It should not be confused with computational 

linguistics, which uses computer tools to understand 

languages. NLP emerged from research labs to be gradually 

implemented in computer applications that required the 

incorporation of human language into the machine. As a 

result, NLP is also known as linguistic engineering. Some 

researchers have used NLP to detect cheating such as [32-34]. 

2) Machine learning: Machine Learning is an AI 

technology that gives the possibility to machines to learn 

without having previously been programmed. Machine 

Learning is explicitly linked to Big Data since to learn and 

grow, computers need data streams to analyze and train on 

[35]. The greatest advantage offered by machine learning is 

analyzing a very huge volume of data much more efficiently 

in terms of speed and precision than other traditional 

methodologies. Machine Learning can detect cheating in a 

millisecond, just by basing itself on data introduced, as well as 

on other historical and social information Machine Learning is 

the ideal science to take advantage of Big Data and its 

opportunities [36]. This technology can extract valuable data 

from immense and complex sources of information without 

involving humans. Entirely driven by data, Machine Learning 

is therefore perfectly suited to the complexity of Big Data, 

from which it is truly inseparable. Traditional analytical tools 

often come up against a maximum volume of data that can be 

analyzed. Machine learning reveals its full potential when data 

sources are growing, allowing it to learn and refine insights 

with precision always improved. Some researchers have used 

Machine Learning to find solutions against cheating in online 

exams [35-38]. In [37], the authors introduced a new way 

which consists in authenticating the student, it is a question of 

analyzing the answers and verifying that the student is the 

author of them. The researchers present FLEXauth, which is 

an application for discovering cheating in digital exams and 

based on AI techniques with the assumption that each student 

has an individual style to answer certain types of homework. 

then they made comparisons with reference material for which 

the author is verified. In [38], the authors present a chapter on 

intelligent methods of cheating detection using machine 

learning, and they review some scientific articles from various 

disciplines that address the challenges of cheating detection. 

They use machine learning to detect anomalies, errors, and 

cheatings by emphasizing numerous empirical considerations 

critical in developing cheating prediction models. The authors 

in [28] focus on the modeling of activities to prevent cheating 

problems, they present the RIVA method which considers the 

face-to-face activities undertaken at the faculty. Next, the 

author proposed a model for supervising an online exam that 

contains substantial improvements. 

In [21], the authors dealt with intelligent preventive 
systems on neural networks and took into consideration two 
main modules: The Internet Protocol (IP) detector and the 
behavior detector. Student behavior is monitored to prevent 
and detect any malicious practices. They proposed an e-
cheating intelligence agent that is based on the relationship 
model for detecting online cheating using AI technique by 
monitoring IP and student behavior as well as creating a new 
dataset for this study. The proposed method used Long Short-
Term Memory (LSTM) network with a densely connected 
concept, namely DenseLSTM to detect online cheating. The 
proposed method was examined on different data groups 
confirming its effectiveness. The Deep Neural Network 
(DNN), LSTM, DenseLSTM, and Recurrent Neural Network 
(RNN) achieved accuracy rates of 68%, 92%, 95%, and 86%, 
respectively [21]. 

In [20], Man and Harring proposed a new method to try to 
prevent cheating by using an eye-tracker. The proposed method 
was created by integrating visual fixation and eye-tracking 
indication into a traditional psychometric modeling framework 
and investigating pattern differences in the trade-offs of visual 
attention. Sangalli and his colleagues in [22], suggested some 
measures based on co-occurring events and measures of 
interaction with the course to distinguish between two kinds of 
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cheating. They used K-means clustering and Support Vector 
Machine (SVM). They gained good results with an accuracy of 
over 95%. 

In [39], the authors designed a Convolutional Neural 
Network (CNN) model for users to enter text by looking at the 
on-screen keyboard and blinking. A method that divides the 
human gaze into nine directions. The CNN model accurately 
estimates how people look under different lighting conditions. 

The authors in [38] used the online m-learning course 
sessions to design and propose a robust method of variations in 
pose and lighting for facial verification using a camera-based 
on CNN. 

In [42], the authors propose students’ performance 
evaluation examining on the computer using a new approach 
based on process exploration. Their approach consists of two 
phases: process extraction and similarity analysis. They apply a 
real-life application in an Enterprise Resource Planning (ERP) 
course to present the practicality, usefulness, and validity of the 
proposed approach. Fifteen student responses are evaluated by 
the instructor. This work proved a very good match between 
the automatic evaluation system and the instructor. 

In the context of assessment control, the most intelligent 
methods used for cheating detection are based on CNN 
“Fig. 2”. CNN are widely applied in image and video 
recognition, recommender systems, and natural language 
processing. A CNN is a type of feed-forward artificial neural 
network, in which the connection pattern between neurons is 
inspired by the visual cortex of animals [35]. The arrangement 
of the neurons in this region of the brain is so that they overlap 
when paving the visual field. Their operation is inspired by 
biological processes, they consist of a multilayer stack of 
perceptron's, the purpose of which is to preprocess small 
amounts of information [37]. A major advantage of 
convolutional networks is the use of a single weight associated 
with the signals entering all the neurons of the same 
convolutional nucleus [42]. This method reduces the memory 
footprint, improves performance, and allows translation 
processing invariance. This is the main advantage of the CNN 
over the multilayer perceptron, which considers each neuron 
independent and therefore assigns a different weight to each 
incoming signal [44]. When the input volume varies over time, 
it becomes interesting to add a parameter along the time scale 
in the parameterization of the neurons. In this case, we will 
speak of a time-delayed neural network. Compared to other 
image classification algorithms, convolutional neural networks 
use relatively little pre-processing. This means that the network 
is responsible for changing without supervision, which is not 
the case with other more traditional algorithms. The absence of 
initial settings and human intervention is a major advantage of 
CNN. A first approach would be to use a simple Machine 
Learning algorithm, such as logistic regression or a random 
forest. Although these approaches obtain relatively correct 
results, this type of algorithm will not be able to be generalized 
to images whose item ends up in a corner of the image rather 
than in the center of it. In other words, the spatial character of 
the characteristic elements of certain categories is not 
considered. To well achieve the goals, we need to use an 
algorithm capable of detecting relative shapes regardless of 

their position in the image: this is what CNN allow. Yann 
LeCun [40] was one of the first to apply this type of neural 
network on a large scale, to detect amounts on checks in the 
1990s. 

 

Fig. 2. Convolutional Neural Networks. 

3) Using artificial neural networks for webcam analysis 

methods: To monitor an online exam, we only had the 

student's microphone, webcam, and input devices 

(keyboard/mouse). In this section, we will focus on video and 

detecting student keyboard/mouse input rather than audio. The 

aim of this section is to explain the method used to generate a 

database of synthetic student videos. When a student takes the 

exam online, a stream of videos is sent to the teaching team. 

Indeed, since the student's computer boots to a live image, it 

gives us greater control of their machine and allows us to gain 

access to the webcam, microphone, and keyboard. The aim is 

to give the possibility to supervise several students in parallel 

during the exam. The goal is therefore to annotate a video and 

notify the supervisor at the right time. We might think that to 

monitor more students, no automation is required and that it 

would suffice to employ more people to monitor students 

remotely. While this is theoretically achievable, it is not 

possible to scale it for a course with a larger number of 

students taking their exams online. This would require 

complex logistics. Indeed, for a small course, it is still possible 

for several members of the teaching team to supervise a few 

students at a time, but today online courses have several 

hundred students, it is therefore difficult to have the logistics 

to allow so many exams online simultaneously. These data 

would allow passing judgment a priori on the most diligent 

students, but do not help with the direct supervision of the 

exam. Therefore, the overall goal of the system that we wish 

to achieve is to flag times of suspicious activity to aid 

supervisors by guiding their attention helping them to 

supervise more students at a time. Action detection is already 

achievable if you have the data. This would only be based on 

the pre-trained actions of the network [41][42]. On the process 

of face images generation, the data is the basis of these types 

of intelligent methods. Monitoring by video is based on the 
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notion of normality. The idea is to learn neural network 

normal behavior, then anything that does not fit into this 

normality is classified as abnormal and requires supervision 

by a human. This has already been done by [22] which makes 

it possible to obtain such a classification space. This method 

uses a database of videos, each with a normal or abnormal tag. 

More formally, it is necessary to encode the data in a vector 

space of greater dimension which will be used for the training. 

The network will then learn a decision boundary among this 

data, to obtain a better representation for classification. The 

network will therefore be able to discriminate any element 

belonging to this space. The boundary will classify behaviors 

considered normal on one side and all abnormal elements on 

the other. It is, therefore, necessary to provide enough normal 

behaviors so that the network can learn and generalize about 

the behavior of students during the exam period. The rest is up 

to human empathy to decide whether cheating is suspected. 

However, many researchers such as [43][44][45] had shown 

that we can learn and manipulate image spaces: transferring 

their contents and representations to others. 

III. PROPOSED SOLUTIONS 

At the onset of the pandemic, and through other challenges 
associated with distance education, student online evaluation 
became the most important issue for faculty members. 

The first experience of many students and faculty members 
with online learning was urgent and unprepared. In the spring 
of 2020 [13], it was discovered that the rate of cheating on 
online exams had increased. The peculiarity of the educational 
environment in some faculties is characterized by the 
interdiction of using the camera. Faculties cannot require 
students to use a camera while taking an online test, so this 
study considered alternatives without using a camera during 
the remote electronic assessment. 

A. Solutions in the absence of a Camera 

From a legal standpoint, the University’s policies must 
address the subject of digital examination monitoring, whether 
through biometrics and/or AI or simply recorded video 
surveillance (Blackboard, WebEx). This is only permissible if 
the students consent to it explicitly, freely, and informedly. 

In the absence of a video of the student taking the exam 
from home, e-learning management systems like Blackboard 
provide a multitude of options that the faculty member should 
be familiar with to make the remote exam more reliable and 
secure “Fig. 3”. 

 

Fig. 3. Tips for Secure Exams. 

B. Attribute Classes 

When performing online exams, the most important 
attribute is candidate authentication. The main attribute classes 
can be classified as follows: 

1) Verification of normal behavior: this is a continuous 

verification of the candidate's normal behavior: The detection 

of abnormal behavior in online exams should not be done at 

the start of the exam only; periodic and continuous 

verification is needed. 

2) Security: Here we are dealing with the subject of 

access to the exam which must be completely secure, and no 

foreign person can access it. 

3) A rich and diversified question bank: The richer the 

question bank, the easier it will be to generate the exam and 

the more secure the evaluation. 

4) LMS conviviality: The LMS should be simple and 

accepting. 

C. Check the IP Address 

Faculty members use different methods to verify the 
identity of students. The IP address is a way of locating the 
student with good precision. To ensure that they do not have 
students taking the exam together, the network allows each 
student's IP address to be communicated when connecting to 
the LMS. It is the main condition for sending the exam key. A 
trick is also to send the exam key in the video conference chat 
and close the exam key as soon as all students have entered. 
Then it is difficult for the students to pass the exam key to 
someone else. The exam key only controls the entrance to the 
exam. Students can continue to take the exam when the 
instructor closes the exam key. 

D.  Blocking the Browser 

Several applications make it possible to block the browsing 
of students on the Internet during the examination. 

E. Recording the Exam Session 

All student activities while taking the exam can be recorded 
and saved by the instructor. 

F. Use of CNN Model 

CNN was the first approach suggested and used for high-
dimensional image analysis. It is composed of convolutional 
filters that convert 2D to 3D. The major benefit of CNN over 
author models is that it automatically identifies important 
features without the need for human intervention. In our 
framework, we will use the CNN model for cheating detection 
by analyzing the stored students’ sessions. During the exam 
cycle, each student's computer screen is registered and 
processed in the database for remote proctoring. When an 
unexpected event occurs, the evaluation results provide alerts 
for exam coordinators/online surveyors. The main objective of 
this work is to focus on cheating and plagiarism in online 
exams. 

IV. CONVOLUTIONAL NEURAL NETWORK FOR CHEATING 

DETECTION SYSTEM 

Many projects have investigated and detected abnormal 
files using smart models [30-35]. All these projects 
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investigated the video sequences emitted by the student's 
webcam. Our solution treats the images from the student's 
navigation screens as the second stage. While the first stage 
focuses on the student's academic and personal information, as 
well as his IP address. 

In the absence of a camera, our solution sought to capitalize 
on all data that could be recovered directly relating to the 
student. The data in Table I. are of three types: data provided 
by the student once entering the university, data provided by 
the administration concerning the academic results of the 
student, and data provided by the LMS and exactly the report 
established by Analytic for Learn (A4L). 

TABLE I. PERSONAL AND ACADEMIC STUDENT DATA 

 Var1 Var2 Var3 

1. Personal 

student Data 

First Name Middle Name Last Name 

Day of Birth Month of Birth Year of Birth 

Place of Birth City of Birth  

2. University 

Data 
Department Faculty Id 

3. Student Level  
Instant 

student level 

The average level 

in the course 
Overall average 

4. Student 

Location 
Country City Street 

 

5. Ip address  Block One Block Two Block Three Block Four 

 

6. Student activity 

on LMS 

Access 

Operations 

 LMS Time 

Spent 

Degree of 

Student 

Interactions 

School 

Assignments 

Submission 

Before delivering the exam key to the candidate, we use 
personal and geographical information as the first step in our 
solution. This is a method of knowing the seriousness of the 
student by ensuring that there is only one student in a small 
geographical area and the other information gives an idea of 
the diligently and performance level of the student. In Addition 
to these sources of students’ information, we have data 
provided from our proposed CNNCDS classification model 
which checks whether the student cheated in the exam or not. 
The CNNCDS requires a set of human-defined goals to 
forecast, make recommendations, or make decisions affecting 
real or virtual environments. This is accomplished using both 
machine and human input. CNNCDS are intended to operate 
with varying degrees of autonomy. The designed framework is 
based on specialized knowledge and data derived from the 
student, as well as his history in the faculty and his behavior 
either in person (exam session recording) or virtually via the 
LMS. 

A. CNNCDS’ Architecture 

CNNCDS's architecture is comprised of three types of 
layers: Convolutional layers, grouping layers, and classification 
layers. Convolution is the most important operation in the 
formation of a convolutional network. By applying a filter to a 
matrix representation of an image, it generates a series of small 
images, which are then passed to a grouping layer. This 
sequence can be repeated multiple times throughout the 
network until the vector containing the abstract properties 
reaches the flattening layer and passes to the dense layer. CNN 
is still being used to improve computer vision in terms of 

precision. The common CNN architecture contains many 
layers for continuously extracting appropriate image 
characteristics and feeding them to the classification module. 

The goal of designing a CNN is to analyze the images of 
the screenshots, received during the online blackboard exam, 
and predict fraud. When designing CNNCDS, three main 
parameters were considered: image size, number of cores, 
number of layers. according to the minimum learning error 
obtained by each neural network of a specific number of layers 
ranging from 1 to 5, it is observed that the network with 2 
layers corresponds to the error minimum. Concerning the 
number of filters, we note that we did not vary the size of a 
filter, we took the usual sizes used (5*5) and (3*3). For picture 
size, choosing a large size will make it hard to learn because 
the CNN input layer will be so big and therefore, we will need 
more hidden layers which will lead to memory shortage or long 
calculations. 

From the previous sections, we combine the best 
parameters to design our CNN: 4 hidden layers, 32 filters, and 
256 * 256 images. A convolutional layer can be made up of 
several conv2d layers followed by a grouping layer and may be 
dropped. Consequently, we have several conv2d layers 
grouped into two convolution layers. Flattening layers are used 
to transform the output into a long vector and then process it by 
a classification layer. 

B. The K-Nearest Neighbor (K-NN) 

This classifier has been adopted because of its best 
performance compared to (Multi-class Logistic Regression 
(MLR), Support Vector Machine (SVM), k-Nearest Neighbor 
(kNN), Random Forest (RF), and Gaussian Naive Bayes 
(GNB)). 

The kNN uses the majority rule to assign the right class of 
membership to each non-labeled input by considering the 
distance between its k-nearest neighbors nearest to the training 
sample. To measure the differences between examples 
represented as vector inputs, many kNN classifiers employ 
simple Euclidean metrics. The Euclidean distance is calculated 
by (1). 

 (     )   √∑   ((  ( )    (  ))
 
              (1) 

N represents the dimension of the entry vector u=(  1, 
  ,…,   ), the weight of each attribute is represented by w. k- 
nearest neighbor determines the class label by (2). 

 (  )         ∑  (     )       
           (2) 

Equation (2) means the class prediction that has the most 
members in the k-nearest neighbor.    represents the test 
example. In the training set, the k-nearest neighbor is 
represented by   .  (      )  is binary and indicates if    
belongs to the class   . 

C. Principal Components Analysis (CPA) 

CPA is used in exploratory data analysis and predictive 
modeling. It is commonly used for dimensionality reduction by 
projecting each data point onto only the first few principal 
components to obtain lower-dimensional data while preserving 
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as much of the data's variation as possible. The first component 
was calculated by (3), to maximize variance: 

         
     

{∑ (  )
 
( ) }             (3) 

Written in matrix form, we obtained (4). 

         
     

*     +        
     

*        +           (4) 

Rayleigh’s quotient is defined as the quantity to be 
maximized. 

The n-th component will be obtained by subtracting the 
first n-1 principal components from X: 

 ̂    ∑       
    

                (5) 

Then we obtain the weight vector that extracts the 
maximum variance. The selection of KNN and CPA is based 
on the literature, these two modules have provided satisfaction 
in many research projects. 

D. Input Data 

The entries are the raw bytes of an image file to generate a 
matrix. The byte stream of an image will be placed in an array 
and then transformed into a matrix. Images are symbolized in a 
variety of ways, the most frequent of which is as a grid of small 
squares known as pixels. In a very simple image with only 
black and white pixels, each pixel could be represented by a 0 
(black) or 1 (white). 

We can represent 2
8
=256 different colors or shades of gray 

with 8 bits per pixel. This is adequate for a black-and-white 
photograph but does not allow for subtle color shades in a 
photograph. For full-color images, 32 bits per pixel are 
typically used, allowing for 2

32
=4294967296 possibilities. 

E. Output Data 

The network output is binary, either normal or abnormal 
behavior. Because any file that is not identified as an exam 
screen page is considered a fraudster. 

F. Data Preprocessing 

The CNNCDS recognizes images from a dataset placed in a 
folder, and a Python program using the Keras and Tensorflow 
libraries was invoked to use these images. There are numerous 
deep learning frameworks available today. Keras was chosen 
because it helps to lower cognitive load, it provides a unified 
and simple Application Programming Interface, it reduces the 
number of user activities needed for common use cases, and it 
offers clear and actionable feedback in the event of operator 
error. Keras is completely embedded with low-level 
TensorFlow functionality, facilitates the creation of highly 
configurable workflows with the ability to customize any piece 
of features. 

G. The CNNCDS Learning Process 

The CNNCDS learning process began with the creation of 
a database during the administration of electronic exams on 
Blackboard in a presentable manner. The exam control has 
been well established, ensuring that the students' monitors are 
not obstructed. The images of the screen captured during the 
examination session are the CNNCDS network entries. The 

output of the network is binary and represents the student's 
normal or abnormal state. During the training process, 
CNNCDS “Fig. 4” learns the values of the filters on its own. 
The proposed framework consists of using general and 
personnel student data to carry out a secure online exam on 
LMS. 

The faculty member is called to take advantage of the 
options provided by Blackboard to further secure the exam by 
i) Establishing a bank of diversified and numerous questions 
and ii) Providing the exam with a password iii) Controlling 
Students behavior using a CNN model as described in the 
flowchart “Fig. 5”. 

 

Fig. 4. The CNNCDS Structure. 

 

Fig. 5. Flowchart of the Proposed Video Sessions’ Management by the CNN 

Model. 

V. EXPERIMENTATIONS AND RESULTS 

At the beginning of the academic year, an application form 
will be completed by the students which contains general and 
personal questions. 

This application will be saved in the form of quizzes in the 
blackboard question bank tool. At any time during the exam, 
the faculty member can ensure the authentication of any 
student by launching polling from this question base. In this 
case, the student will have only 10 seconds to reply (Table II). 

The online exam management procedure is divided into 
four steps: In the first step, the student had to run the program 
Myipaddress on his browser before connecting to Blackboard; 
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and he communicated it to the instructor. The instructor used a 
python application called IpControl to ensure that all the 
addresses are different and that there is only one student per 
address to avoid corporation between students while solving 
the exam. In the second step, the student launches two 
programs before receiving the exam key, the first to block 
navigation and the second to record the session. In the third 
step, the instructor sends the exam key to the students. The 
fourth step is to launch the CNNCDS program. 

TABLE II. MONITORING SEQUENCE OF THE ONLINE EXAM 

Students Instructor Time 

 
Preparing an 

application form 

At the beginning of the 

academic year 

Filling in the 

application form 
 

At the beginning of the 

academic year 

Launching My Ip 
Address Command 

 
Before the beginning of the 
Exam 

Sending Ip Address 

to the instructor 
 

Before the beginning of the 

Exam 

 
Receiving Ip 
Addresses from 

all students 

Before the beginning of the 

Exam 

 

Launching 

IpControl 

application 

Before the beginning of the 
Exam 

 
Launching user 
authentication 

Application 

Before the beginning of the 

Exam 

 

Sending 

confirmation to 
appropriate 

students  

Before the beginning of the 
Exam 

Blocking the 
navigation browser 

 
Before the beginning of the 
Exam 

Begin session 

registration 
 

Before the beginning of the 

Exam 

Informing the 

instructor 
 

Before the beginning of the 

Exam 

 
Sending the exam 

key 

Before the beginning of the 

Exam 

Begin the exam  During the exam session, 

 Sending a polling  During the exam session 

Responding to the 

polling in 10 seconds 
 During the exam session 

   

 

Checking the 

results given by 
the CNNCDS  

During the exam session 

 

Final 

classification of 
the student 

During the exam session 

To evaluate our proposed CNNCDS model at different 
levels, it was compared with four based classifiers. For given 
input data, a binary classifier generates output with two class 
values 1/0. The one of interest is typically represented as 
"positive," while the other is denoted as "negative". The 
observed labels for all data instances are contained in a test 
dataset used for performance evaluation. Having followed 
classification, the observed labels are compared to the 
predicted labels to determine performance. If a binary 

classifier's performance is perfect, the predicted labels will be 
identical, but it is relatively rare to be able to develop an ideal 
binary classifier that is useful in a variety of situations. 

The confusion matrix is constructed from the three 
components of binary classification. A binary classifier 
predicts whether all data instances in a test dataset are 
positively or negatively. True positive, true negative, false 
positive, and false negative are the four outcomes of this 
classification. 

● True positive (TP): correct positive prediction. 

● False positive (FP): incorrect positive prediction. 

● True negative (TN): correct negative prediction. 

● False negative (FN): incorrect negative prediction. 

Accuracy is the percentage of correct predictions that a 
learner has achieved. It is computed by dividing the number of 
correct estimates by the total number of predictions (6). 

          
     

            
            (6) 

● Precision, also known as the positive predictive value, 
is the ratio of the pertinent instances to the retrieved 
instances (7). 

           
  

     
             (7) 

● Recall, also called sensitivity, is a fragment of the 
retrieved relevant instances (8). 

        
  

     
              (8) 

● The F1-score is a statistical measure that combines 
precision and recall with rate performance (9). 

          
                

                 
            (9) 

As we had mentioned above, during an electronic face-to-
face exam on Blackboard, a database of examples was created 
in the eLearning. A list of images for normal files was created 
as well as a list of images for abnormal files. CNNCDS was 
compared to the other classifiers on two levels: the first with 
70% of the base of examples reserved for learning and 30% for 
testing. The second test was conducted with 90% of the 
resources allocated to learning and 10% to testing (Table III). 

TABLE III. THE PERFORMANCE OF CNNCDS 

 
 Accuracy 

70.30 90.10 

Error 

70.30 

90.10 

Sensitivity 

70.30 90.10 

Pr. time 

70.30 

90.10 

Random Forest 
algorithm 

95 96 5.0 4.0 95 96 4.0 5.0 

Multi-class 

Logistic 

Regression 

97 98 2.5 1.9 96 97.5 6 7 

Gaussian Naïve 
Bayes 

91 92.5 9 8 95.5 97 1 0.95 

Support Vector 

Machine 
97.1 98.0 3 2.50 96.5 97.5 10 13 

 CNNCDS 98.2 98.5 2 1.8 99.2 99.8 4 6 
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CNNCDS outperforms the basic classifiers (Multi-class 
Logistic Regression (MLR), Support Vector Machine (SVM), 
Random Forest (RF), and Gaussian Naive Bayes (GNB) in 
terms of mean accuracy (98.5%). Furthermore, it correctly 
identified screen images with an acceptable processor time, 
with a sensitivity average of 99.8% and a precision average of 
1.8 %. 

Following validation, the proposed method was tested in 
many sections at the first preparatory year college during the 
2020-2021 academic year. The results were brilliant and 
provided great satisfaction except that the students found this 
method strange and comes to limit their activities during exams 
especially in the context of the covid-19 pandemic. The 
efficiency of the method is 100%. No fraud operation has been 
detected once the method is applied. The advantage of this 
method is the use of diverse Dataset and it does not rely on 
video sequences but rather on navigation sequences of students 
taking exams, the limitations are that the base of learning 
materials is specific to Umm al-Qura University. 

VI. CONCLUSION 

Dishonest students' actions reflect poorly on them and the 
Institute. Although copying is the most common form of 
dishonest, fraudulent students invent a variety of other forms of 
cheating. Outside the exam sessions, students should be aware 
that collaborative work is acceptable, but copying works 
against them and violates academic integrity principles. 

Cheating attempts have increased, particularly with 
distance learning and online exams, as many faculty members 
seek new ways to combat the problem. 

The purpose of this article is to prevent cheating and to find 
appropriate solutions to detect more complex types of cheating. 
It should also be a major concern for faculty members who 
want to maintain academic integrity. The document proposes 
new solutions to these problems to create more resilient and 
intelligent future systems. This work identifies intelligent 
methods for cheating detection in online education exams. The 
emphasis is placed on steps that faculty members had to 
undertake to secure electronic assessments. To accomplish this 
aim, the authors have defined the following four main 
objectives: i) Identify the latest technologies on cheating 
detection, ii) Identify the role of intelligent methods and their 
advantages on cheating detection and prevention, iii) Present a 
new model for online proctored exam process and determine its 
effectiveness, and iv) Apply this new model and identify the 
limitations of this study and recommend further work. 

The most important approach is the prevention of cheating 
and finding appropriate solutions without using webcam. 
Research shows that most anti-cheating services can be hacked 
by various methods set up by very smart and connected 
students. AI techniques can help improve the performance of 
the detection procedure. The use of the webcam is always the 
most adequate solution to better overcome the problem of 
cheating. Not relying on the webcam made the mission 
difficult but possible. 

The proposed method is based on i) IP address, 
ii) Personnel Student Data, iii) Blocking the browser, 
iv) Recording and analyzing the exam session. Also, when 

passing the exam, an authentication method is proposed to 
avoid cheating. Using a database specific to each student, 
polling questions will be sent to ensure that the student is 
himself and not another person who is taking the exam. A 
delay of 10 seconds only will be reserved for the student to 
respond. 

The proposed method's main component is CNNCDS 
which classifies screenshots of students' computers while 
taking online exams and detects abnormal navigation. The 
CNNCDS was learned using a dataset created in the same 
environment as students took face-to-face electronic exams on 
Blackboard. CNNDCS was used on online electronic exams 
after it had been learned, tested, and validated. Its output is 
binary in order to alert the faculty member to unusual behavior. 

In terms of mean accuracy, CNNCDS outperforms the 
basic classifiers (Multi-class Logistic Regression (MLR), 
Support Vector Machine (SVM), Random Forest (RF), and 
Gaussian Naive Bayes (GNB) (98.5%). Furthermore, with a 
sensitivity average of 99.8 % and a precision average of 1.8%, 
it correctly identified screen images in an acceptable processor 
time. This method is effective in reducing cheating in some 
universities where using the camera is not allowed. 
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Abstract—The process of converting low-resolution images 

into high-resolution images by removing noise and estimating 

high-frequency information is known as image super-resolution. 

Aliased and decimated versions of the actual scenes are 

considered low-resolution images. The edges of high-resolution 

images produced by super-resolution from a single image are 

typically blurred. This paper proposes an approach to generate 

high-resolution image with sharp edges by combining a cubic B-

Splines approximation, a discrete wavelet transform (DWT), and 

an iterative back-projection (IBP) edge-preserving weighted 

guided filter. A two-stage cubic B-Splines approximation, which 

includes pre-filtering and interpolation, is employed to up-sample 

the low-resolution image. The pre-filtering approach is used to 

transform pixel values to B-Splines coefficients. This approach 

minimizes blurring in the up-sampled image. The lost high-

frequency information is then estimated using a one-level discrete 

wavelet transform based on the db1 wavelet. Finally, using a 

weighted guided filter, the resulting image is subjected to back-

projection to obtain a high-resolution image. The proposed 

single-image super-resolution approach is applied on RGB colour 

images. The proposed method outperforms other selected 

approaches for comparison objectively in terms of PSNR and 

SSIM and also in visual quality. 

Keywords—Single-image super-resolution; pre-filtering; cubic 

B-Splines approximation; discrete wavelet transform (DWT); 

iterative back-projection (IBP); B-Splines coefficients 

I. INTRODUCTION 

In many fields of digital imaging, there is usually a need for 
images of a higher resolution in a pre-processing stage for 
other subsequent operations. The main applications include 
diagnosis of medical conditions, pattern recognition, remote 
sensing, and surveillance [1]-[3]. The details that can be 
obtained from an image depends on its resolution. The capture 
of high-resolution images is not always feasible in surveillance 
systems because of limitations in terms of storage 
requirements, bandwidth for transmission of high-resolution 
images, power, and the cost of the image capturing device [4], 
[5]. Therefore, the image acquisition and transmission systems 
limit the resolution of the captured images, leading to 
constraints on the quality of the images available for 
interpretation and perception. As a result, image super-
resolution (SR) is required to improve the information content 
in order to gain more details from the images. Multi-frame 
image reconstruction [6]-[8] and single-image super-resolution 
(SISR) [9]-[13] are the two types of super-resolution image 
reconstruction. 

Image super-resolution aims at the recovery of the lost 
high-frequency information and preservation of the edges [14]. 
In this paper, an approach that combines cubic B-Splines 
approximation, discrete wavelet transform and iterative back-
projection is proposed to achieve super-resolution from a 
single image. This is the first attempt to integrate the pre-
filtering in cubic B-Splines approximation for image super-
resolution. The key contributions of the proposed methodology 
over the current approaches are as follows: 

1) Design and integration of the pre-filtering to improve 

the up-scaling performance of the cubic B-Splines 

approximation. 

2) Comparative analysis of wavelet image reconstruction 

to determine the best-performing wavelet among the three 

wavelet families (Daubechies, Symlets and Coiflets) in terms 

of the recovery of the lost frequency information. 

3) Localization of the edges of the image using a weighted 

guided filter in back-projection to preserve and enhance details 

of the edges while avoiding widening of those edges. 

4) Attaining good objective performance and visual quality 

with low computation time. 

The rest of the paper is organized as follows. Section 2 
presents the previous related works and contributions of this 
research paper. Section 3 presents the detailed proposed 
methodology. Experimental results and discussion are given in 
Section 4. Summary of the findings and suggestions for further 
work are presented in Section 5. 

II. RELATED WORK 

Single-image super-resolution is an inverse optimization 
problem without a unique solution and thus very challenging 
because multiple solutions can be achieved based on the 
texture details. Direct interpolation using interpolation kernels 
[14], [15], wavelet transforms [16],[17], use of statistical 
approaches to estimate missing pixel values [18],[19], and 
example-based approaches [20], [21] are the sub-categories of 
single-image super-resolution. Bicubic interpolation is widely 
used in up-scaling [22], [23]. However, it exhibits non-uniform 
gain which leads to distortions and larger lobes which 
introduces artifacts. The cubic B-Splines has been found to 
perform better than the widely used Keys' bicubic 
interpolation. However, it is an approximating function 
requiring a two-stage process [24]. Chen et al. [25] proposed 
an example-based approach that employs local multi-gradient 
level pattern prediction. The method results in high-quality 
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output images compared to approaches selected for 
comparison. The approach is however limited by; (i) high 
computation requirements and (ii) high storage requirements 
for databases for training images. 

The low-resolution (LR) image is used as the low-
frequency sub-band, (LL), of the high-resolution image in the 
wavelet-based approach for super-resolution. The task is to 
estimate the high-frequency sub-bands in order to obtain a HR 
image. Demirel and Anbarjafari [26] proposed using a dual-
tree complex wavelet transform (DT-CWT) for resolution 
enhancement of satellite images. They interpolated the input 
LR images using a bicubic interpolation function and the 
subsequent high-frequency sub-bands, and combined them to 
form a super-resolved image using the inverse DT-CWT. To 
improve image quality, Lidong et al. [27] combined the 
DWT and contrast limited adaptive histogram equalization 
(CLAHE) in their approach. The low-resolution mage is 
decomposed into four sub-bands. After that, the CLAHE is 
applied to the low-frequency sub-bands. Demirel and 
Anbarjafari [28] proposed an algorithm to improve image 
resolution using the DWT and SWT decompositions. To 
preserve the image's high-frequency information content, DWT 
based on the Daubechies 9/7 wavelet family is used. These 
approaches were however limited by (i) blurring in the highly 
textured areas and (ii) lack of comparison among the wavelets 
used in order to determine the wavelet that produce higher 
quality images. 

In addition to estimating the high-frequency components, 
various methods have been employed to improve the super-
resolved images quality further. Iterative back-projection [29]-
[32] is one such process that minimizes the reconstruction 
error. Bareja and Modi [33] proposed a SISR based on IBP 
with an infinite symmetric exponential filter (ISEF) to preserve 
the edges. Ngocho and Mwangi [34] proposed back-projection 
using the Laplacian of Gaussian (LoG) kernel to enhance the 
edges and reduce noise in the resulting image. Makwana and 
Mehta [35] proposed an approach that combines IBP method 
with the Canny Edge detector and Gabor Filter for retrieval of 
the high-frequency information. They applied this method to 
grayscale images and compared them with existing algorithms. 
Despite the improvement in objective performance with these 
approaches, they employed global filters which leads to 
widening of the edges of the super-resolved images leading to 
reduced visual quality. 

Motivations behind the proposed approach. In the previous 
works it was noted that despite the better performance of the 
cubic B-Splines than other interpolation kernels, direct 
interpolation using cubic B-Splines on the pixel values of an 
image leads to over-smoothing especially in the regions having 
high local variances [12],[13]. The proposed approach attempts 
to rectify this issue by employing a pre-filter to compute the B-
Splines coefficients which are then subjected to cubic B-
Splines interpolation. In addition, various wavelets have been 
employed in estimation of the lost high-frequency information. 
However, no comparison among the wavelets used was tested. 
This investigation seeks to perform comparative analysis of 
various wavelet families to determine best performing wavelet 
in image-reconstruction [26]-[28]. Lastly, all the previous 
approaches employing iterative back-projection used global 

filters resulting in images with wider edges which is 
undesirable [31]-[35]. 

III. PROPOSED METHODOLOGY 

The flowchart for the proposed single-image super-
resolution approach is shown in Fig. 1. The proposed method 
combines a two-stage cubic B-Splines approximation, DWT, 
and iterative back-projection. 

A. Cubic B-splines Approximation 

1) Pre-filtering: The pre-filtering step is used to compute 

the coefficients of an image using a direct B-splines filter. This 

method employs a recursively moving average filter to reduce 

the computational cost. The cubic B-Splines approximation is a 

two-stage process which begins with the estimation of the B-

Splines coefficients,      from the pixel values of an image, 

    . The challenge is to determine the coefficients such that 

the interpolation kernel passes through the pixel values exactly. 

The desired values      are obtained from the coefficients, 

     as in (1). 

∑                                        (1) 

Where n is the degree of B-Splines kernel. 

Using discrete B-Splines kernel, (1) can be rewritten as in (2). 

                            (2) 

Where * is the convolution operator and                . 

The B-Splines coefficients,      can be obtained as in (3) 
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 is the direct B-Splines filter. By sampling the 

discrete cubic B-splines interpolating kernel, (4) is obtained. 
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By taking a z-transform of (4), (5) is obtained. 
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Fig. 1. Proposed Methodology. 

(     )
  

 is a direct cubic B-Splines filter having 

alternating sign change. The filter in (9) can be implemented 
using a causal filter in (10) and an anti-causal filter in (11). The 
cubic B-Splines coefficients are then obtained as in (12). 

                                          

 (             )                   (11) 

     
     

 
            (12) 

     are the signal values,       is the causal filter,       
is the anti-causal filter,   is the signal length, and      are the 
B-splines coefficients. The starting points for the two filters in 
(10) and (11) are given in (13) and (14) as follows. 

      ∑        
  
              (13) 
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               )        (14) 

2) Cubic B-Splines interpolation: The cubic B-Splines is 

based on the one-dimensional approximation kernel given in 

(15): 

     
 

 
{
                      

                
        

          (15) 

This approximation kernel is applied in (16) to obtain new 
pixel values of the interpolated image,     , from the B-
splines coefficients,     . Since the kernel is separable, for 

images, it is first applied along the rows and then along the 
columns sequentially. 

     ∑                       (16) 

The condition for the kernel to be interpolating is given in 
(17): 

     {
      

            
           (17) 

It is noted that for cubic B-Splines,        and hence 
does not satisfy the condition for being directly interpolating. 
Therefore, if it is applied directly to the pixel values of an 
image, it may lead to over-smoothing, especially in the regions 
with high local variances. This investigation seeks to determine 
whether pre-filtering will improve the performance of the cubic 
B-Splines approximation. 

B. One-level Discrete Wavelet Transform 

One level DWT is used to estimate the high-frequency sub-
bands of the super-resolved image by passing the signal 
through a low-pass filter (LPF) and high-pass filter (HPF) [36]. 
It is used to decompose a signal to approximation and detail 
coefficients, each with half-the frequency components from the 
original signal. The decomposition is done in two stages for 
images, first along the rows and then along the image columns. 
The output of the operation is four sub-bands (LL, LH, HL and 
HH). This study will investigate which wavelet will produce 
higher quality super-resolution images better among the three 
wavelet families: Daubechies, Symlets and Coiflets. 

 

Prefiltering 
B-Splines 

coefficients 

Cubic B-Splines 

interpolation 
1-level DWT 

Scale by 2 

LL LH HL HH 

Discard 

IDWT 

Initial HR 

image 

Iterative back-

projection 

 

Final HR image 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

303 | P a g e  

www.ijacsa.thesai.org 

C. Iterative Back-Projection (IBP) 

Super-resolution is an inverse problem without a unique 
solution. A number of possible results can be limited by 
applying additional constraints leading to outputs closer to the 
ground truth images. The IBP is one such process to minimize 
the reconstruction error by projecting back the error difference, 

     between the input    image, and the low-resolution image 

from the resolution enhancement process,        . The 
process is repeated until convergence is achieved. The IBP 
process can be summarized as in (18) and (19). 

                         (18) 

              (      )                (19) 

Where n denotes the n
th
 iteration,   is the up-sampling 

operator and   is the down-sampling operator, p is the back-
projection filter and * is the convolution operator. In this paper, 
the weighted guided image filter [37],[38] has been selected as 
the back-projection filter. The weighted guided image filter 
combines the benefits of both the global and the local image 
filters. It incorporates edge-aware weighting that depends on 
whether the pixel values are on the edges or in smooth areas. 
Because of this weighting, the weighted guided filter maintains 
the sharpness of the edges of the image. Its complexity is also 
independent of the size of the kernel. Thus, we can use the 
larger kernel sizes can be employed with a negligible increase 
in computation times. 

D. Proposed Single Image Super-resolution Process 

The proposed image super-resolution process is given in 
steps (i) to (vii) as follows: 

Step (i) The input LR image is subjected to a two-stage 
cubic B-Splines approximation with an up-sampling factors of 
2 and 3. The LR image is subjected to a direct B-Splines filter 
(pre-filtering) in the first stage to transform the pixel values to 
coefficients in the B-Splines domain. In the second stage, the 
B-Splines coefficients are up sampled by integer factors of 2 
and 3 using the cubic B-Splines approximation kernel. 

Step (ii) The output image from the cubic B-Splines 
approximation is then decomposed into approximation 
coefficients (LL) and detail coefficients (LH, HL and HH) 
using one-level discrete wavelet transform based on the 
selected db1 wavelet. 

Step (iii) The pixel values of the LR image are scaled by a 
factor of 2. The factor of 2 corresponds to the normalization 
factor for a one-level DWT. The scaled LR image and the 
detailed coefficients are subjected to one-level Inverse Discrete 
Wavelet Transform (IDWT) to get the initial HR image. 

Step (iv) The initial HR image,       is down-sampled by a 
factor of 2 and 3 depending on the decimation factor used. The 

result is a low-resolution image,       

                        (20) 

Step (v) The low-resolution image,       is subtracted from 

   to obtain an error image     . 

                        (21) 

Step (vi) The error image,      is then convolved with a 
back-projection filter, p, and up-sample it. The results are then 
added to the initial HR image. 

            (      )            (22) 

Step (vii) Steps (iv) to (vi) are repeated until the 
convergence is achieved. 

IV.  RESULTS AND DISCUSSION 

In this section, the experimental settings are first 
introduced, then performance of the proposed super-resolution 
algorithm and the comparison to other proposed approaches is 
reported. 

A. Experimental Settings 

A total of 74 images were used in the super-resolution 
approach. The images are obtained from the public databases. 
The first set. The second image set contains the 24-bit RGB 
colour images from Signal and Processing Institute from 
University of California, Los Angeles, USA [41]. The dataset 
contains 36 high altitude aerial images of dimensions 512×512 
and 1024×1024 pixels. The format is Tagged Image Format 
File (TIFF). The second set was obtained from Eastman Kodak 
Company [42]. It contains 24 RGB colour images of 
dimensions 512×768 pixels and 256×256 pixels. The last 
dataset was obtained from Deep AI [43]. It contains 14 images 
of dimensions 512×768 pixels commonly used for testing SR 
models. The test image sets contain images with significantly 
different frequency content and variations in texture and edges. 
The simulations were conducted in MATLAB R2020a 
environment. Fig. 2 illustrates a sample of 16 images from the 
databases. 

 

Fig. 2. Sample Test Images from the Selected Databases. From the Left to 

the Right and Top to the Bottom: Aerial1 (1024×1024), Aerial2 (1024×1024), 

Aerial3 (1024×1024), Aerial4 (1024×1024) Baby (768×512), Bird (768×512), 
Kodim03 (768×512), Kodim10 (768×512), Arctic hare (256×256), African 

girl (768×512), Lena (512×512), Monarch (768×512), peppers1(512×512), 

peppers2 (768×512) and tulips (768×512). 
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For comparison, three single-image super-resolution 
methods have been used: LoG IBP [34], VDSR [39], NEDI 
[40], and bicubic interpolation as the baseline. 

B. Experimental Results 

The Peak Signal-to-Noise Ratio (PSNR) based on Mean 
Square Error (MSE) and Structural Similarity Index Measure 
(SSIM) are used to quantify the performance of the algorithm. 
The MSE measures the amount of lost frequency information 
in the image through pixel-by-pixel comparison. SSIM on the 
other hand considers effects of luminance and brightness of the 
image. The higher the PSNR and SSIM, the better the quality 
of the super-resolved image. 

1) Investigation of the importance of pre-filtering in cubic 

b-splines approximation: Two sets of experimental approaches 

were conducted to validate the effectiveness of the pre-filtering 

incorporated in cubic B-splines approximation. Grayscale 

version of the test images were used in this investigation. The 

test images were decimated by a factor of 2 to obtain LR 

images. In the first approach, the cubic B-splines interpolation 

was applied directly to the pixel values of the LR images. In 

the second approach, the proposed pre-filter was first used to 

transform the pixel values of the LR images to B-Splines 

coefficients. The cubic B-Splines interpolation was then 

applied to the B-Splines coefficients. Table I shows the results 

for the PSNR and SSIM comparison between the cubic B-

Splines approximation which integrates the pre-filtering 

approach and direct interpolation using cubic B-Splines 

interpolation kernel. From Table I, the results indicates that 

cubic B-Splines approximation achieves better performance 

with the average PSNR and SSIM improvement of 3.43 dB and 

0.05 respectively from direct interpolation. The other test 

images also gave similar results. These results indicates that 

applying a pre-filter to pixel values of an image before 

performing up-sampling with cubic B-Splines produces 

significantly better results than otherwise. 

TABLE I. COMPARISON BETWEEN CUBIC B-SPLINES APPROXIMATION (WITH PRE-FILTERING) AND DIRECT INTERPOLATION (WITHOUT PRE-FILTERING) 

Image Labels 

  

PSNR (dB) SSIM 

Without  

Pre-filtering 

With  

Pre-filtering 
Improvement 

Without  

Pre-filtering 

With  

Pre-filtering 
Improvement 

Aerial1 29.39 30.66 1.28 0.72 0.77 0.05 

Aerial5 31.41 33.99 2.58 0.74 0.79 0.05 

Baby 32.21 35.26 3.05 0.90 0.95 0.04 

Bird 30.19 34.39 4.11 0.92 0.97 0.05 

Kodim03 30.20 32.59 2.39 0.87 0.91 0.04 

Kodim10 29.02 30.82 1.80 0.84 0.89 0.05 

Arctic hare 33.03 37.66 4.63 0.94 0.97 0.03 

Lena 32.21 35.34 3.13 0.89 0.93 0.04 

Peppers2 32.83 36.18 3.35 0.93 0.96 0.03 

Tulips 29.50 33.52 3.26 0.86 0.92 0.06 

AVERAGE 30.99 34.42 3.43 0.85 0.90 0.05 

TABLE II. PSNR COMPARISON OF THE PERFORMANCE OF SELECTED WAVELETS IN IMAGE RECONSTRUCTION 

Image Labels 

  

Daubechies Symlets Coiflets 

db1 db2 db3 db4 sym2 sym3 sym4 coif2 coif3 coif4 

Aerial1 33.49 31.10 28.85 27.78 31.50 29.40 30.74 27.91 26.82 26.08 

Aerial2 34.00 31.37 28.36 27.01 31.60 29.20 28.64 27.27 26.09 25.44 

Aerial5 35.65 32.62 29.54 28.23 32.69 29.67 30.32 27.89 27.10 26.67 

Baby 32.86 27.90 23.48 21.22 29.00 25.00 23.92 20.21 17.92 16.44 

Bird 31.49 26.52 22.00 19.77 26.70 22.45 23.04 19.58 17.64 16.62 

Kodim03 31.74 29.38 26.48 24.89 29.40 26.97 27.57 24.43 22.82 21.79 

Arctic hare 35.10 28.95 24.11 21.73 29.70 24.15 26.13 21.33 19.14 17.98 

Lena 31.21 27.41 23.20 21.03 28.00 23.56 24.66 21.12 18.97 17.75 

Peppers2 34.28 30.96 26.54 24.05 31.40 26.89 27.04 24.27 21.58 19.93 

Tulips 30.24 26.05 21.76 19.50 29.00 21.99 22.72 19.35 17.10 15.76 

AVERAGE 33.01 29.23 25.43 23.52 29.90 25.93 26.48 23.34 21.52 20.45 
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2) Comparative analysis for wavelet image reconstruction: 

The performance of the three wavelet families: Daubechies 

(db1, db2, db3 and db4), Coiflets (coif2, coif3 and coif4) and 

Symlets (sym2, sym3 and sym4) is evaluated in this 

subsection. The test images were converted to grayscale. They 

were then down-sampled followed by up-sampling by a factor 

of 2 using cubic B-Splines approximation. High-resolution 

images were then reconstructed based on the wavelets above. 

The results for a sample of ten images are shown in Table II. 

From the results obtained, the db1 wavelet achieves the best 

performance among the selected wavelets for all images. db1 

wavelet has therefore been chosen in the proposed approach to 

estimate the missing frequency information in one-level DWT. 

3) Convergence of the iterative back-projection (IBP): In 

this subsection, the convergence of the IBP based on the 

weighted guided filter is analyzed. Fig. 3 indicates the PSNR 

values for the four selected test images versus the number of 

iterations. The convergence is achieved when the difference 

between the PSNR values for the consecutive iterations is less 

than 0.01dB. From Fig. 3, the PSNR values increase gradually 

with the number of iterations, and convergence is achieved 

within five steps. The other test images gave similar results. 

With the convergence achieved within five steps of IBP, 
the number of iterations in the proposed super-resolution 
approach was set to 5. 

4) Comparison with recently proposed approaches 

a) Objective performance: In this subsection, the 

proposed approach's SR performance in comparison with 

other approaches is analyzed on 16 test images from the 

specified databases, as shown in Fig. 3. The performance 

metrics used for this comparison are PSNR and SSIM. The 

objective performance results in terms of PSNR and SSIM 

with an upscaling factor of 2 are shown in Tables III and IV 

respectively. The proposed approach outperformed the 

selected approaches in 13 out of the 16 sample images. 

In terms of SSIM, the proposed approach outperformed the 
selected approaches in all the selected images. The algorithm 
achieved highest average PSNR and SSIM. The best 
performance is highlighted in red. 

 

Fig. 3. PSNR Variations against Iterations for IBP. 

TABLE III. PSNR RESULTS WITH AN UP-SAMPLING FACTOR OF 2 

Image Labels 

  

Proposed VDSR [39] Bicubic LoG IBP [34] NEDI [40] 

 R  G  B  R  G  B  R  G   B  R  G  B  R  G   B 

Aerial1 31.4 34.6 40.1 31.0 34.4 39.3 30.5 33.7 39.2 30.4 33.6 38.9 29.5 33.0 38.9 

Aerial2 33.1 36.1 39.9 32.4 35.7 38.3 32.0 35.1 39.0 32.5 35.4 38.8 29.5 33.3 38.2 

Aerial5 34.7 35.1 35.5 34.3 34.9 35 33.6 34.1 34.6 33.6 34.0 34.2 32.5 33.4 34.7 

Aerial8 29.9 33.8 41.3 29.5 33.6 40.1 29.0 32.9 40.4 29.0 32.8 40.2 28.2 32.1 39.8 

Baby 36.5 36.6 36.5 34.9 35.1 34.9 35.4 35.6 35.5 36.0 36.2 36.0 31.6 32.0 32.3 

Bird 36.2 36.5 36.3 34.8 35.2 34.3 34.7 35.1 34.8 36.2 36.5 36.1 29.7 30.2 30.0 

Woman 31.8 31.8 31.9 32.4 32.4 32.4 30.6 30.7 30.7 31.5 31.6 31.7 27.2 27.2 27.3 

Kodim03 33.7 33.5 33.4 34.0 33.9 33.6 32.6 32.5 32.6 33.0 32.9 32.7 31.2 31.2 31.7 

Kodim10 32.0 31.9 31.8 32.7 32.7 32.5 31.1 31.0 31.0 31.5 31.5 31.3 29.1 28.8 29.1 

Arctic hare 40.1 42.3 43.2 36.7 36.7 36.2 38.1 40.4 41.3 40.1 42.2 43.1 32.3 34.6 35.3 

African girl 32.1 32.4 32.3 32.0 32.4 32.4 31.3 31.5 31.5 31.4 31.9 31.7 29.8 29.7 30.0 

Lena 36.7 33.3 32.2 35.2 33.0 31.7 35.4 32.1 31.2 36.1 32.7 31.3 31.6 29.1 29.8 

Monarch 33.0 32.7 32.6 33.6 33.6 33.5 31.8 31.6 31.5 32.7 32.4 32.3 28.6 28.4 28.6 

Peppers1 31.8 30.3 31.9 31.0 30.2 31.0 30.4 29.0 30.9 30.4 29.4 31.0 29.5 27.0 29.4 

Peppers2 37.8 37.5 37.2 36.6 37.2 35.5 36.5 36.3 36.1 37.5 37.2 36.7 32.2 32.5 32.7 

Tulips 34.9 34.9 33.9 34.0 34.1 33.7 33.4 33 32.4 34.4 34.1 33.6 29.8 28.9 28.3 

AVERAGE 34.5 34.6 35.6 33.5 33.8 34.6 32.9 33.4 34.5 33.5 33.7 35.0 30.1 30.7 32.3 
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TABLE IV. SSIM RESULTS WITH AN UP-SAMPLING FACTOR OF 2 

Image Labels 

  

Proposed VDSR [39] Bicubic LoG IBP [34] NEDI [40] 

R G B R G B R G B R G B R G B 

Aerial1 0.84 0.88 0.92 0.78 0.85 0.90 0.77 0.83 0.91 0.77 0.83 0.91 0.74 0.82 0.90 

Aerial2 0.89 0.89 0.92 0.86 0.88 0.90 0.85 0.87 0.9 0.87 0.88 0.9 0.76 0.81 0.88 

Aerial5 0.89 0.89 0.88 0.80 0.81 0.78 0.80 0.81 0.78 0.79 0.79 0.76 0.76 0.77 0.77 

Aerial8 0.85 0.89 0.95 0.83 0.88 0.94 0.82 0.86 0.94 0.83 0.87 0.94 0.78 0.84 0.93 

Baby 0.96 0.96 0.95 0.95 0.95 0.93 0.95 0.95 0.93 0.96 0.95 0.94 0.91 0.91 0.89 

Bird 0.98 0.98 0.96 0.97 0.96 0.93 0.97 0.97 0.95 0.98 0.98 0.96 0.92 0.92 0.91 

Woman 0.95 0.96 0.96 0.95 0.95 0.95 0.94 0.95 0.94 0.95 0.95 0.95 0.90 0.91 0.90 

Kodim03 0.95 0.93 0.92 0.93 0.93 0.92 0.91 0.92 0.9 0.92 0.92 0.91 0.89 0.89 0.88 

Kodim10 0.94 0.95 0.91 0.92 0.92 0.92 0.90 0.90 0.89 0.90 0.91 0.90 0.86 0.86 0.86 

Arctic hare 0.98 0.98 0.98 0.96 0.96 0.96 0.98 0.98 0.98 0.98 0.98 0.98 0.95 0.95 0.96 

African girl 0.91 0.92 0.90 0.90 0.91 0.90 0.89 0.9 0.88 0.9 0.91 0.89 0.86 0.87 0.85 

Lena 0.96 0.94 0.85 0.93 0.91 0.81 0.93 0.88 0.80 0.93 0.88 0.80 0.90 0.84 0.78 

Monarch 0.96 0.96 0.95 0.96 0.95 0.95 0.96 0.95 0.94 0.96 0.96 0.95 0.93 0.93 0.92 

Peppers1 0.85 0.88 0.85 0.79 0.86 0.82 0.78 0.84 0.82 0.78 0.84 0.82 0.78 0.83 0.8 

Peppers2 0.97 0.97 0.95 0.96 0.97 0.93 0.96 0.97 0.94 0.96 0.97 0.94 0.94 0.94 0.91 

Tulips 0.94 0.96 0.95 0.93 0.95 0.95 0.92 0.94 0.94 0.93 0.95 0.95 0.88 0.89 0.89 

AVERAGE 0.93 0.94 0.93 0.90 0.92 0.91 0.88 0.89 0.89 0.90 0.91 0.91 0.86 0.87 0.88 

For the high-altitude aerial images obtained from [41], the 
PSNR was found to differ by as much as 9 dB between the 
colour channels – Aerial1 (Red=31.4 dB, Blue= 40.1 dB). This 
difference arises because the aerial images are almost one 
colour, with some colour channels containing very little 
information. The channel with low information returns very 
high PSNR values. In aerial1 image, the red channel contains 
highest information followed by the green channel and lastly 
the blue channel. 

The test image sets have images with significantly different 
frequency content and variations in texture and edges. The 
performance is therefore different for each image with images 
having high-frequency content achieving low PSNR and SSIM 
values when compared to images with low-frequency content. 
This is evident by peppers1 (Red=31.8dB, Green=30.3dB and 
Blue=31.9dB) and Arctic Hare (Red=40.1dB, Green=42.3dB 
and Blue=43.1dB). Arctic Hare is a significantly smooth image 
thus low frequency content while peppers1 image has high 
frequency content. 

Interpolation approaches performs better in smooth images 
as observed in Arctic Hare where the proposed algorithm, LoG 
IBP [34], and Bicubic interpolation all achieved the highest 
SSIM of 0.98 for an up-scaling factor of 2 compared to the 
VDSR [39] algorithm, which gave 0.96. 

The VDSR algorithm achieves better image quality in those 
images with patterns, for example, Monarch, where it achieved 
a PSNR improvement of over 0.9dB from the proposed 
algorithm in the blue and green colour channels. 

For up-scaling factor of 3, the high-resolution images from 
the selected databases were decimated by a factor of 3 to obtain 

the low-resolution images. The images were then up-scaled by 
3 using the proposed approach to obtain high-resolution 
images. The results were then compared to VDSR [39] and 
bicubic interpolation. LoG IBP [34] and NEDI [40] only up-
scales the image by a factor of 2 and were therefore not 
compared for up-scaling factor of 3. Table V shows the PSNR 
and SSIM results for this comparison. 

The approach with the best performance is highlighted in 
red. The selected approaches were applied independently to the 
three colour channels in RGB colour space in order to ensure 
the same treatment is applied in the colour images. 

From Table V, the proposed approach outperforms the 
selected approaches in 15 out of the 16 test images from the 
sample. It also achieves highest SSIM for all the test images 
from the selected databases. 

b) Visual quality comparison: Fig. 4 shows two images 

used for visual comparison. The blue rectangular box in the 

two selected images in shows the regions of interest to 

evaluate the performance of the super-resolution algorithms.  

c) Computational complexity: To evaluate the 

computational complexity, a total of 10 images were used: 

Aerial1, Aerial2, Aerial5, Aerial8, Kodim03, Kodim10, Lena, 

Monarch, Baby and Bird. Despite this measure not being a 

scientific method of computing execution time, it however 

servs as an indicator of the computational complexity of each 

algorithm. The elapsed time it takes to super-resolve each 

image using the start and stop watch timers in MATLAB 

environment. Table VI and Table VII shows the results for the 

up-scaling factor of 2 and 3 respectively. 
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TABLE V. PSNR AND SSIM RESULTS FOR AN UP-SCALING FACTOR OF 3 

Image Labels 

  

PSNR (dB) SSIM 

Proposed VDSR [39] Bicubic Proposed VDSR [39] Bicubic 

R G B R G B R G B R G B R G B R G B 

Aerial1 29.1 32.8 39.1 28.5 32.8 39.0 27.3 30.9 37.0 0.75 0.83 0.91 0.74 0.82 0.91 0.71 0.79 0.89 

Aerial2 26.9 31.1 37.1 26.9 31.1 36.7 25.8 29.8 35.4 0.63 0.78 0.87 0.61 0.72 0.86 0.61 0.70 0.84 

Aerial5 30.9 32.4 35.3 30.9 32.4 35.2 29.5 30.7 32.9 0.75 0.79 0.84 0.74 0.77 0.79 0.70 0.73 0.75 

Aerial8 26.8 30.8 38.7 26.8 30.4 38.3 25.1 29.1 36.9 0.74 0.81 0.92 0.71 0.79 0.91 0.70 0.77 0.90 

Baby 30.5 31.0 31.3 30.1 30.7 31.0 29.9 30.3 30.5 0.88 0.88 0.86 0.88 0.88 0.86 0.88 0.88 0.85 

Bird 30.3 30.8 30.8 29.6 30.5 29.6 30.2 30.6 30.5 0.91 0.91 0.93 0.90 0.91 0.87 0.92 0.92 0.89 

Woman 26.8 28.5 26.9 26.8 26.9 26.9 26.3 26.4 26.4 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 

Kodim03 30.2 30.5 31.0 30.3 30.4 31.1 28.4 28.5 28.9 0.86 0.86 0.85 0.86 0.86 0.85 0.85 0.85 0.84 

Kodim10 28.1 28.3 28.1 28.0 27.6 28.0 26.6 26.3 26.4 0.83 0.83 0.82 0.84 0.83 0.83 0.82 0.82 0.81 

Arctic hare 29.5 32.2 33.3 29.3 31.6 32.5 29.1 31.8 33.0 0.91 0.92 0.95 0.90 0.91 0.91 0.90 0.91 0.90 

African girl 28.2 28.4 28.6 28.1 28.8 28.1 27.1 27.3 27.3 0.82 0.86 0.85 0.82 0.84 0.81 0.81 0.82 0.81 

Lena 30.6 28.3 29.7 30.2 28.2 29.7 30.1 27.6 28.3 0.89 0.83 0.81 0.87 0.82 0.77 0.87 0.81 0.75 

Monarch 27.5 27.4 27.8 27.4 27.4 27.8 27.1 26.9 27.2 0.91 0.92 0.89 0.90 0.90 0.90 0.90 0.90 0.88 

Peppers1 29.2 26.4 29.1 28.0 26.2 28.7 27.5 24.8 27.4 0.82 0.88 0.82 0.80 0.83 0.81 0.76 0.79 0.77 

Peppers2 32.0 32.2 32.8 31.5 32.1 32.0 31.7 31.8 32.2 0.92 0.93 0.90 0.92 0.92 0.87 0.92 0.92 0.88 

Tulips 28.9 28.2 27.5 29.0 28.2 27.3 28.4 27.8 27.2 0.84 0.85 0.84 0.85 0.85 0.84 0.82 0.82 0.82 

AVERAGE 29.9 30.0 32.7 28.8 29.1 31.4 28.1 28.8 30.5 0.85 0.87 0.89 0.81 0.83 0.87 0.82 0.83 0.84 

  
(a)    (b) 

Fig. 4. Two Test Images used for Visual Comparison (a) Peppers1 Image 

and (b) Lena Image. 

TABLE VI. EXECUTION TIME FOR UP-SCALING BY 2 

Execution 

Time 

METHOD 

Bicubic Proposed 
VDSR 

[39] 

LoG IBP 

[34] 

NEDI 

[40] 

Total time in 

seconds 
6.21 16.18 238.21 20.61 982.1 

Time per 

image in 

seconds 

0.62 1.62 23.82 2.06 98.21 

TABLE VII. EXECUTION TIME FOR UP-SCALING BY 3 

Execution 

Time 

METHOD 

Proposed VDSR [39] BICUBIC 

Total time in seconds 24.68 311.82 10.01 

Time per image in seconds 2.47 31.18 1.00 

From the results in Table VI and Table VII, it can be 
observed that: Bicubic interpolation has the shortest execution 
across the two up-scaling factors each taking less than 1 second 
to up-scale an image, The VDSR requires more than 20s per 
image and 4. The NEDI algorithm is computationally intensive 
requiring almost 100 seconds per image. 

The proposed approach is second only to bicubic 
interpolation showing its computational efficiency with higher 
objective and visual performance. 

V. CONCLUSION 

This paper proposes a single image super-resolution 
approach that combines the cubic B-Splines approximation and 
discrete wavelet transform. The results demonstrated that the 
performance of the cubic B-splines can be significantly 
improved by first transforming the pixel values of an image to 
coefficients in the B-Splines domain before performing 
interpolation. The db1 wavelet was also found to recover the 
lost high-frequency information than other wavelets. In order 
to further enhance the sharpness of the edges of the super-
resolved images a weighted guided filter has been added into 
the proposed approach as a back-projection filter. The 
proposed algorithm was tested on a set of 74 RGB colour 
images. The results for a sample of 16 images from the set 
have been reported for up-scaling factors of 2 and 3. The 
approach was applied independently to the three colour 
channels. It outperformed bicubic interpolation and the other 
selected super-resolution algorithms in visual quality. 
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In terms of the visual comparison, Fig. 5 and Fig. 6 shows 
the zoomed extracts obtained from peppers1 and Lena image in 
Fig. 4 for the up-scaling factor of 2. From the zoomed extracts, 
the ground truth image has clear and sharper edges. The 
proposed method recovers the sharpness of the edges partially 
and maintains the natural texture of the images. The bicubic 
interpolation causes blurring of the output images NEDI, LoG 
IBP and VDSR maintains the edges but clearly smoothen out 
the highly textured areas. Other images also show similar 
results. 

The suggestions for further work are: 

1) Development of a 2-dimensional cubic B-Splines 

kernel. In this paper, a 1-dimensional kernel has been applied 

sequentially along the rows and the columns of the test images. 

2) Up-scaling by a rational number e.g., 3/2. The up-

scaling by integer factors of 2 and 3 were used in this paper. 

3) Further work could also constitute improvement of the 

resolution of noisy images. 

 
(a) LR Image. 

   
(b) Ground Truth.  (c) Proposed. 

  
(d) Bicubic.  (e) NEDI. 

  
(f) VDSR.  (g) LoG IBP. 

Fig. 5. Visual Comparison for the Zoomed Extracts Obtained from Peppers1 

Image with an Upscaling Factor of 2. 

 
(a) LR Image. 

  
(b) Ground Truth   (c) Proposed. 

  
(d) Bicubic.  (e) NEDI. 

  
(f) VDSR   (g) LoG IBP 

Fig. 6. Visual Comparison for the Zoomed Extracts Obtained from Lena 

Image with an Upscaling Factor of 2. 
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Abstract—The goal of this study is to discover a solution to 

two problems: first, the signature-based intrusion detection 

system SNORT can identify a new attack signature without 

human intervention; and second, signature-based IDS cannot 

detect multi-stage attacks. The interesting aspect of this study is 

the growing ways to address the aforementioned issues. We 

introduced a multi-layer classification strategy in this study, in 

which we employ two layers, the first of which is based on a 

decision tree, and the second of which includes machine learning 

technique fuzzy logic and neural networks. If the first layer fails 

to identify fresh attacks, the second layer takes over and detects 

new signature assaults, updating the SNORT signature 

automatically. 

Keywords—IDS; SNORT; fuzzy logic; neural networks; 

decision tree; Naïve Bayes 

I. INTRODUCTION 

According to information technology, a network intrusion 
is a sequence of attacks against network-based security 
measures [13]. Network traffic is monitored by the Intrusion 
Detection System (IDS), which alerts information security 
personnel when harmful activity is discovered [10]. 

Because of their effectiveness in blocking assaults on 
network resources, IDSs are not able to adapt to scenarios 
where new attacks are being carried out, requiring human 
intervention [13]. On the other hand, if the IDS is used on an 
overloaded network, it might constitute a bottleneck. For the 
IDS to be launched to production, it needs time to analyse 
network data [13]. 

Using an existing IDS, SNORT would be used to compare 
packet signatures to the criteria set out by SNORT. Packets 
that are thought to be malicious will be run through an 
intelligent model that has been trained to look for harmful 
content [14][9]. Using an intelligent model, SNORT might be 
used as the initial step of a strainer to limit traffic for 
unnecessary exploration, to put it another way: SNORT's 
workload is reduced, which in turn reduces human mediation 
since the intelligently trained model is responsible for 
determining whether or not a certain group of packets is 
harmful. SNORT will establish an automatic signature if a 
malicious group of packets is detected. 

For the first time, a training model is being combined with 
a reasoning model to detect abuse of network data packets [9]. 
IDS on a production level device may then utilize the rule 
generated by the justification model to identify and block 
malicious data packets of the kind just described. 

To address some of SNORT's inadequacies, this study 
proposes a new technique to intrusion detection that works in 
combination with it. In order to address these issues, a variety 
of data mining approaches are being presented in the answer. 
The following goals must be accomplished in order to attain 
the goal: 

 Make sure the data set for training and assessment is 
appropriate since certain machine learning techniques 
are involved in the solution. 

 For new threats, the first line of defence will be a 
classifier module, built using machine learning 
algorithms. 

 The second layer of classification is needed for traffic 
that cannot be accurately classified by the first layer, is 
based on a reasoning module. 

II. METHODOLOGY AND RESULTS 

The goal of the comparison research for algorithm 
classification is to develop a training model for detecting 
abuse. The results of this comparative study are offered in the 
form of a perplexity matrix and metrics such as true-positives, 
false-positives, true-negatives, and false-negatives. It also 
provided links between expected and predicted classes of 
KDD'99 intrusion detection data, with an arbitrary split of 
66% for training model development and 34% for training 
model testing for abuse detection 

A. Data Set: KDD’99  

KDD'99's intrusion detection data collecting is employed. 
Researchers have tested several intrusion detection methods 
using this data collection, which is based on a DARPA 
programme from 1998. Using raw TCP/IP dumps, Sniffer was 
able to capture all network traffic. 

Each instance in the dataset has been assigned to one of 22 
assault classes or 1 normal class based on the data set's 41 
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distinct and continuous properties [6]. This includes the DoS 
attack, which is also known as a "user of root attack," as well 
as the "remote to user attack" (Probe). 

Feature Selection (CFS) was used to identify the most 
important data points in the network. The value of each 
feature is determined by the search algorithm and the classifier 
function, and a subset of features is provided by CFS (Hall 
1999). 

B. Classifier Module 

Both Nave Bayes and Decision Tree may be used to build 
a training model that can be used to identify abuse. 

1) Naïve Bayes: Using probabilistic inference, Bayesian 

reasoning may be used in decision-making in situations where 

previous occurrences are utilised to predict future events [2]. 

Using the Bayes Theorem, we can calculate the posterior 

likelihood using the formulas P(q|c), P(c), and P(s|y). 

According to the Naive Bayesian Classifier, one predictor's 

influence on a given class (c) is independent of the effect of 

another predictor (y) [12]. Conditional freedom is granted in 

this way. 

The Bayes algorithm explains the following: 

P(s|y) = 
 ( | ) ( )

 ( )
               (1) 

P(s|Y) = P(q1 |c)*P(q2 |c)*...P(qn |c)*P(c)           (2) 

2) Decision tree: In a decision tree, the current node's 

choice promotes the next node's decision in a sequence of 

decisions [4] Open-source version of the C4.5 decision tree 

method – J48 [4]– is accessible through Weka [7]. J48 accepts 

a wide range of data kinds as input, including nominal, 

textual, and numeric, but it is also quite inefficient. 

The algorithm constructs a decision tree starting from a 
training set T S, which is a set of cases, or tuples in the 
database terminology. Each case specifies a value for a 
collection of attributes and for a class [5]. Each attribute may 
have either discrete or continuous values. Moreover, the 
special value unknown is allowed, to denote unspecified 
values. The class may have only discrete values.” 

The algorithm works as 

 The algorithm operates over a collection of training 
instances, T. 

 If all occurrences of T is in class K. 

o Then create a T and an end node. 

o Select a characteristic S. Create a division node as 
well. 

 Instant T's value for attribute S is divided into a subset 
(U1..n). 

 Recursively apply the method to each of the T 
subgroups. 

3) Experiment: Data from the KDD'99 intrusion detection 

training set was utilised in our investigation, and a complete 

KDD dataset was supplied. 34% of the data gathering, 

approximated at 150,000 of the famed classified insistences, 

was utilised for the persistence of these prototypes' 

effectiveness testing. 

Using a two-model development technique, we created the 
training mode 

 All classes in the IDS have been considered as a 
training model in this approach. 

 Malicious and natural classifications are created for the 
data set of training models in this method. 

a) All-Classes Based Model Creation Strategy: [4] 

Bhargava claim that Decision Tree findings outperform Naive 

Bayes [2]. Table I shows a Naive Bayes and Decision Trees 

training model. 

The Decision Tree classifiers and Naive Bayes 
respectively, provide different projected and expected classes, 
as seen in the Fig. 1 and Fig. 2. 

Table II displays the cumulative relative impacts for each 
classifier using TP and FP measures. The FP findings skew 
Naive Bayes' TP. However, the Decision Tree regularly 
produces low FP and high TP. 

TABLE I. INCLUDES ALL CLASS MODEL BASED ON THE RESULT OF 

NAIVE BAYES AND DECISION TREE 

Instances Classified  Naïve Bayes  Decision Tree 

Correctly 92.45 % (145321) 99.95% (146756) 

Incorrectly 7.17% (12543) 0.04% (66) 

 

Fig. 1. Shows Naïve Bayes all Class Model Strategy, Predicted vs. Expected 

Class, Variances. 

 

Fig. 2. Shows Decision Tree all Class Model Strategy, Predicted vs. 

Expected Class, Variances. 
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TABLE II. ALL-CLASSES MODEL CREATION STRATEGY FOR NAÏVE 

BAYES AND DECISION TREE 

 

True-Positive  False-Positive  

      

Bayes  

Decision 

Tree  

      

Bayes  

Decision 

Tree  

Normal  0.617  0.999  0  0  

BufferrOverfloww  0.462  0.615  0.001  0  

Load Module  0.4  0.2  0.001  0  

Perll 0  0  0  0  

Neptunee  0.999  1  0.001  0  

Smurff 0.998  1  0  0  

Guess Password 0.952  1  0.025  0  

Podd 0.987  1 0  0  

Teardropp 0.988  0.997  0  0  

Portsweepp 0.111  0.979  0.01  0  

IPsweep  0.97  0.993  0.007  0  

FTP Write  0  0.5  0.002  0  

Back  0.984  0.996  0  0  

IMAP  1  0.4  0  0  

Satann 0.894  0.986  0.002  0  

PHFF  1  0  0.011  0  

Rootkit  0.667  0  0.012  0  

Spy 0 0 0 0 

Land 0.75 1 0 0 

b) Two-Classes based Model Creation Strategy: For a 

two-class model approach, the results of the Naive Bayes and 

Decision Tree algorithms are shown in Table III. The usage of 

Decision Tree-generated training models has been shown to be 

superior than Naive Bayes. 

A comparison of Nave Bayes and Decision Tree 
Classifiers utilizing a two-class modelling technique shows 
the difference between predicted and anticipated classes. 

Fig. 3 shows the band in the top-left and bottom-right 
quadrants of the graph shows that the number of incorrectly 
categorised cases has decreased, resulting in a more reliable 
model for instance projection. 

TABLE III. RESULTS OF TWO-CLASSES MODEL FORMATION STRATEGY 

USING NAIVE BAYES AND DECISION TREE 

Instances Classified  Naïve Bayes Decision Tree 

Correctly  97.98% (148788)  99.97% (149888)  

Incorrectly 1.5 % (2430) 0.03% 70 

 

Fig. 3. Naïve Bayes Two Class Model Strategy, Predicted vs. Expected 

Class, Variances. 

 

Fig. 4. Shows Decision Tree Two Class Model Strategy, Predicted vs. 

Expected Class, Variances. 

Although the model construction technique changed, the 
Decision Tree was always attained. In Fig. 4, the number of 
erroneously identified occurrences decreases in the upper left 
and lower right quadrants. 

TABLE IV. TWO-CLASSES MODEL CREATION STRATEGY ACCURACY / 
CLASS FOR NAÏVE BAYES AND DECISION TREE 

Class  

True-Positive  False-Positive  

Naïve 

Bayes  
Decision Tree  

Naïve 

Bayes  
Decision Tree  

Normal  0.989 0.999  0.017  0  

Malicious  0.983 1 0.011  0.001 

Table IV displays the cumulative relative results per 
classifier for the TP and FP measurements. The Decision Tree 
has a high true-positive rate and a low false-positive rate. 

C. Reasoning Module 

In the event that the first stage of classification fails, this 
mechanism steps in to offer a backup classification stage. A 
hybrid model of neural network (MLP) and fuzzy logic is used 
in the reasoning process [8]. This module's output will be a 
signature, which will be included in the rule base as an 
addition. 

The suggested reasoning tool in this study categories 
network traffic into two categories: normal (1) and attack (0). 
To put it another way, the hybrid model is built around two 
modules neural networks and a fuzzy logic module. It will 
categorize network traffic as normal if both modules classify it 
as such, but it will classify it as an attack if either module does 
so. The neural network has the benefit of being able to operate 
with both poor and correct data [3]. Fig. 5 shows the hybrid 
model. When employed in the IDS context, this capability 
may be used to identify attack patterns that have been 
provided throughout the training. 

It is possible that certain assaults will not be detected by 
one of the modules, but they may be detected by the other one 
when utilizing a hybrid method. Furthermore, one module will 
compensate for weaknesses in other modules' anti-malware 
detection capabilities. As a result, the false-positive rate for 
malicious traffic might rise. 

1) Neural network: As a computational model of the 

central nervous system, it can learn and recognise patterns. It 

has been described as a system that adapts to overt or covert 

information flows during learning [1]. 
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Fig. 5. Hybrid Model Overview. 

This design has various tiers (one input layer, several 
hidden layers, and one output layer). Each layer has neurons, 
which are processing units. It connects to the mass of the next 
stratum. In the training phase, back-propagation is used. The 
input data is given to the neural network, and the output is 
compared to the intended output. This error is used to alter the 
weights. The error estimations and weight adjustments follow 
[1]. 

fj (n) = hj (n) – uj (n)              (3) 

 (n)= 
 

 
  j   

 (n)              (4) 

     ( )= -   
  ( )

     ( )
 ai(n)             (5) 

2) Fuzzy logic: To be a computer model based on human 

language concepts. Rule-based systems are converted to their 

mathematical equivalents by fuzzy systems [11]. The 

fuzzifier, interference engine, rule basis, and fuzzified are all 

represented in Fig. 6. The following is how fuzzy systems 

work: [11]. 

 

Fig. 6. Fuzzy Logic Components. 

 Each input is transformed into a fuzzy input set using 
the appropriate membership methods. 

 The interference engine creates a fuzzed performance 
based on the criteria supplied. 

 The defuzzification membership functions are used to 
turn the fuzzy output into a crisp value. 

Table V lists the inputs that the reasoning module gets 
from the ip info finder module. 

The rule base includes the reasoning for generating the 
output. The interference engine will employ this set of (if.... 
then) rules to get a fuzzier result. Table VI demonstrates the 
reasoning module's criteria for predicting malicious traffic. 

On the basis of information gathered, the reasoning 
module determines whether or not an IP address may be 

sending malicious traffic. This may be done using a data 
mining approach, such as clustering or regression. Many 
factors led to the selection of fuzzy logic for this module. The 
"if-then" rule form, which is supported by fuzzy logic, may be 
used to represent the analysis of the acquired data. Aside from 
that, determining whether or not an IP address is malicious 
might be tricky in certain cases. 

The final output will be considered malicious if it is higher 
than 0.5, otherwise, it will be considered normal. 

3) Experiment: A three-layer neural network module 

(MLP) is used in our experiment. Whereas the input layer has 

one neuron, the hidden layer has eight, and the output layer 

has 10. 10% of the whole KDD'99 IDS and the starting 

weights were used to train the neural network segment, and 

the module was trained by constraining the overall mean 

square to .01 and the maximum number of epochs to 3000. 

The KDD'99 IDData collection was used to construct the 
fuzzy module system: 

1) With the exception of 'support,' all of the specified 

features have been stabilized such that each property has the 

same range of values (between 0 and 1). This action 

contributes to the streamlining of the rule-generation process. 

2) We have defined three values: U1, U2, U3, where: 

U1=0.45, U2=0.376, U3=0.76. 

3) All features except service were transformed from 

numerical values into descriptions throughout the iteration 

through the training data. 

0 ≤ attribute value < U1 → Very Low (UL). 

U1 ≤ attribute value < U2 → Low (L). 

U2 ≤ attribute value < U3 → High (H). 

U3 ≤ attribute value ≤ 1 → Very High (UH). 

TABLE V. THE REASONING MODULE INPUTS 

Input Name Description 

IP Geographic Location Specifies which country the IP is based at 

Is IP in a block list 
Specifies whether the IP is found in a block 
list or not 

Is IP an anonymous proxy 
Specifies whether the IP is an anonymous 

proxy or not 

IP Rating 
An array that shows the IP rating on different 

DNSBL 

TABLE VI. IF THEN RULES USED IN THE REASONING MODULE 

If Condition Statement 

(IP in a block list) Possible malicious traffic 

(IP country in a black list) AND (IP 

is an anonymous proxy)  
Possible malicious traffic  

(IP country in a black list) AND (IP 

is a TOR exit node) 
Possible malicious traffic 

(IP Rating is low) Possible malicious traffic 
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The performance might be categorized as either normal or 
offensive. The rule was then written down as follows. The rule 
was then created in the following form: 

if (feature1 is feature_desc AND feature2 is feature2_desc 
AND ……. feature10 is feature10_desc) then output is 
output_desc 

4) If the previous phase's rule was added to the rule base, 

it will not be applied to the rule base again. There are a total of 

1248 rules applied to the fundamental rule. As illustrated in 

Fig. 7 and 8, the last stage in the implementation of the fuzzy 

module was to pick relationship functions for both inputs and 

outputs. 

 

Fig. 7. Shows Relationship Function Excluding „Service' Feature. 

 

Fig. 8. Shows the Output's Relationship. 

Table VII displays the hybrid model's assessment results 
after neural network training, rule development, and fuzzy 
module membership function selection. 

TABLE VII. INCLUDES A HYBRID MODEL WITH NEURAL NETWORK AND 

FUZZY LOGIC RESULTS 

Class 

True-Positive False-Positive 

Neural  

Network 

Fuzzy  

Logic 

Hybrid 

Model 

Neural  

Network 

Fuzzy  

Logic 

Hybrid 

Model 

Normal 0.972 0.978 0.952 0.029 0.022 0.048 

Malicious 0.966 0.9995 0.9997 0.034 0.0005 0.0003 

III. CONCLUSION 

Despite the fact that SNORT monitors and detects an 
attack, the reality is that it is not designed to identify new 
threats and, as a result, generates a large number of false 
alarms at a rapid pace. For the first time, data mining 
approaches have been employed to bring new stages into the 
solution of previously existing IDS. The suggested model's 
initial phase accurately detects the vast majority of data. 
According to Decision Tree, a comparison of two distinct 
training models using the Naive Bayes and the Decision Tree 
algorithms shows that the most effective outputs have a higher 
true-positive score and a greater degree of granularity. 

The second stage of the proposed model (reasoning 
mechanism) was built using a hybrid approach. used a neural 
network and fuzzy logic to identify new attacks. The rate of 
intrusion detection rose after deployment. 
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Abstract—In the current digital era, the growth of digital 

data is highly exceptional. There are various sources available for 

these digital data. The quantity of digital data being produced 

rose exponentially with time because of organizations and even 

by individuals, finally end up in the need of huge storage space. 

Cloud storage provides the storage space for such requirement. 

Since the storage space is utilized by many different users, having 

the duplicate data cannot be avoided. So it is necessary to make 

use of some storage optimization technique to handle such 

duplicate contents. Deduplication is a technique which is used to 

evade redundant data get stored. Among the various digital data, 

the possibility of having duplicate copies is high for data. In this 

research work, we review the benefits of having deduplication in 

optimizing the usage of storage space and study about the various 

types of deduplication techniques in different dimensions which 

can be used for data. It helps to select the appropriate data 

deduplication technique to increase their effective storage 

utilization and reduce the wastage of memory space because of 

duplicate data. 

Keywords—Digital data; deduplication; storage optimization; 

cloud storage service; duplicate copies; bandwidth utilization 

I. INTRODUCTION 

The growth of information in the current period is very 
massive as shown in the Table I and Fig. 1. Many 
organizations and even individuals face lot of issues in storing 
and securing their huge volume of data. 

The best way out for these issues is Cloud storage. Cloud 
storage is the service offered by the cloud to their users on 
demand [1]. It is nothing but a collection of data storage 
servers which can be located in different geographical 
locations. It can support any type of digital data like text, 
audio, video and image. The cloud storage providers takes the 
complete responsibility of data protection and also provide 
reliable data access. Apart from this, there are many other 
benefits in using cloud storage service [2]. There are many 
cloud storage providers existing like Microsoft Onedrive, 
Google drive, Dropbox, Box, Amazon Drive, and Apple 
icloud. Eventhough the cloud provides the storage space for 
their user as a service, it is not efficiently utilized because of 
duplicate copies of data. Such duplicate copies will occupy 
storage space unwantedly. This will decrease the efficient 
utilization of storage space. There are many storage 
optimization techniques which are employed to increase the 
better utilization of storage space. They are data compression, 
thin provisioning, snapshots, clones and Data deduplication. 

Among these techniques data deduplication [3,4] is widely 
used for efficient utilization of cloud storage by preventing the  
wastage of storage space due to duplicate copies. 

The result of deduplication is shown in the Fig. 2. With the 
help of deduplication technique, nearly 60% of storage space 
wastage can be controlled. 

TABLE I. DATA GROWTH RATE 

Year Data volume (ZB) 

2006 0.16 

2007 0.28 

2008 0.48 

2009 0.8 

2010 1 

2011 1.8 

2015 8 

 2020 40 

 

Fig. 1. Growth Rate of Data. 

 

Fig. 2. Process of Deduplication. 
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The size of storage space prevented from redundant copies 
will depend upon the dataset or volume of the data. When the 
size of the data is very huge, then the possibility of having 
duplicate copies can also be very high. And it also depends 
upon the type of data. A sample for the same is represented in 
the below Table II. 

TABLE II. COMPARISON OF DIFFERENT TYPES OF APPLICATION WITH 

RESPECT TO THEIR STORAGE SPACE PREVENTION FROM DUPLICATE COPIES 

Type of Application Type of content 
Approximate 

space saving 

User documents 
Official documents, Images, 
Entertainment data 

30-50% 

Deployment shares 
Software binaries, Cab files, 

symbols 
70-80% 

Virtualization libraries 
ISOs, virtual hard disk files, 

etc. 
80-95% 

General File share All types of content 50-60% 

The major benefits of data deduplication are as follows: 

1) Cost effective. 

2) Clear storage space. 

3) Clever replication. 

Among the multimedia data types, audio, image and video 
occupy huge storage space when compared to text. Audio 
deduplication [5,6] is a process of finding and removing 
duplicate copies of audio data. This will reduce the wastage of 
memory due to duplicate copies of audio data. In cloud 
storage, storing cinema songs and favourite dialogues from 
movies are very common. And the possibility of having 
duplicate copies in such cases is also very high. If we apply 
deduplication techniques to avoid such duplication, it is 
possible to improve the utilization of storage space effectively. 
Data deduplication can be done in various ways. And all of the 
techniques we are going to discuss in the further sections is 
not with respect to the usage of any analytics algorithm or any 
of the classifier to identity the duplicate copies. In this study, 
we discuss about the process of deduplication and perform a 
comprehensive study on different digital data deduplication 
techniques in various dimensions that can be applied to data. 

The rest of the paper flows as literature survey in 
Section II, Section III explain the architecture of the data 
deduplication process, Section IV discuss the various data 
deduplication techniques, Section V describes the comparison 
and analysis of various data deduplication techniques, and 
Sections V and VI briefs the conclusion and future work. 

II. RELATED WORK 

The various types of storage optimization techniques are 
categorized as Location based deduplication, Time based 
deduplication and Chunk based deduplication [7]. The 

characteristics and performance of various deduplication 
techniques under these categories are analysed and the author 
concluded that variable sized deduplication technique is 
comparatively better than other techniques. They also 
suggested to carry out the future work in optimizing the 
processing time of variable sized deduplication techniques. 

The various chunking algorithms like Rabin fingerprint, 
Two Divisors, MAXP, Bimodal, MCDC, Leap-Based, AE 
algorithms [8] are compared and analysed their advantages 
and disadvantages. The authors concluded that AE algorithm 
is more efficient and mentioned that there is a space on 
chunking size variance issue for future work. 

The deduplication in primary storage can be done by the 
following ways. They are inline, offline, Post processing and 
cache based algorithm [9]. The author analyzed the 
performance of inline, offline and cache based algorithm with 
respect to various criteria. They mentioned the future work as 
concentrating on deduplication techniques in backup storage 
system. 

III. ARCHITECTURE OF DATA DEDUPLICATION 

Image, Video and Audio data are most frequently handled 
by many users and even many users store their digital data in 
cloud storage space. And the possibility of having duplicate 
files from same user or from different user is also very high. 
For example, duplicate copies of songs or favorite dialogues 
of movie. This will actually decrease the effectual utilization 
of cloud storage space. To overcome this problem, we have 
the concept called data deduplication. 

Fig. 3 represents the architecture of data deduplication. 
The following are the steps which are followed in the process 
of Data deduplication: 

1) When a input data is to be uploaded in the storage 

space, the user initially raises the request for the storage 

provider to do the same. 

2) The cloud storage provider has to decide the 

deduplication technique. 

3) Then the respective deduplication technique will be 

carried out to find the duplicate copy. 

4) When it finds a match, then it is considered as a 

duplicate data and it should not be stored again in the storage 

space. 

5) But reference to access the data will be shared with the 

user. 

6) The user can get the data whenever it is required. 

7) When there is no match, the input data will be 

uploaded in the storage space. 
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Fig. 3. Architecture of Data Deduplication. 

IV. TYPES OF DIGITAL DATA DEDUPLICATION 

  Data deduplication will reduce the cost of storage space 
to be spent by the organisation. And it is comparatively better 
than compression technique. There are various types of 
deduplication exists as shown in the Fig. 4 and we can also 
view this process in different dimensions. They are where, 
when and how. The Different types of Data Deduplication in 
various dimensions are: 

1) Source deduplication. 

a) Local source deduplication. 

b)  Global source deduplication. 

2) Target deduplication. 

3) Inline deduplication. 

4) Post-process deduplication. 

5) Content-based/hash based deduplication. 

6) Content-aware deduplication. 

7) Chunk-level deduplication. 

a) Fixed sized deduplication. 

b) variable sized deduplication. 

8) File-level deduplication. 

A. Source Deduplication 

Source deduplication [10] is the method of identification 
and removal of duplicate copy before the data is getting 
transmitted to the backup storage system. It does the data 
deduplicationin the client side as shown in the Fig. 5. This will 
work with the help of client software which is used to 
communicate with the storage device to check whether the 
data to be stored is already present in the backup storage 
space. The advantage of using source deduplication is 
utilization of low bandwith for data transmission but the 
disadvantage is, it uses client resources for the entire 
deduplication process. This includes generation of fingerprint 
for the comparison and the process of identifying the duplicate 
copy. This source deduplication can be done by two ways. 
They are local deduplication and global deduplication. In 
local-level deduplication, the duplicate copy will be initially 
identified locally, then proceed with the backup process which 
may depends upon the presence of that particular data in the 
backup storage. Here the deduplication will be done at that 
device only. In case of global deduplication, the fingerprint of 
the data is calculated in the client side and that is getting 
transferred to the target storage system to compare with the 
existing data fingerprint. And the data will be stored only 
when it does not already exist in the storage space. So the 
deduplication in done across all the users and their devices. 

 

Fig. 4. Different Types of Data Deduplication in Various Dimensions. 
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Fig. 5. Client- Side Data Deduplication. 

 

Fig. 6. Target-Side Data Deduplication. 

B. Target Data Deduplication 

The method of target data deduplication is shown in the 
Fig. 6. In Target data deduplication [11], the deduplication 
process is done in the backup server storage system. In the 
backup side, a dedicated device is employed to carry out the 
deduplication process. This will reduce the overhead in client 
side. But the disadvantage is, it requires more bandwidth for 
data transmission since it may contains duplicate data too. 

C. Inline Data Deduplication 

The inline data deduplication [12,13,14] can be otherwise 
called as synchronous deduplication as it allows the data can 
be stored only when it is unique and not already present in the 
storage. Not all the data is getting written in the storage space, 
but only the unique. It is shown in the Fig. 7. 

D. Post-process Data Deduplication 

In Post-process data deduplication [15], the data is initally 
written in the storage space as it comes as shown in the Fig. 8. 
Then the deduplication process will optimize the storage space 
with unique data. The time of performing this deduplication 
process is varied with various systems. It can be in seconds, 
minutes or even hours after the data got stored in the storage 
space. 

E. Content-based or Hash-based Deduplication 

The deduplication is performed by considering the content 
of the digital data [16]. A hash value is generated for the 
content and that hash value is used to check for the 
duplication. Any hashing algorithm like MD5, SHA-5256, 
SHA-512 can be used to calculate the hash value for the 
digital data and it is shown in the Fig. 9. 

F. Content-aware Deduplication 

Content-aware deduplication [17] considers the data as an 
object for the deduplication process. It does the process by 
comparing object with the other objects. For example if the 

input file is word document, then it restricts its comparison 
only with all other word documents existing in the storage. It 
achieves byte-level deduplication. This content-aware 
technique tries to find the similar segments or bytes and those 
bytes which are really changed or unique will alone be stored 
in the storage space. The steps in the content-aware 
deduplication are shown in the Fig. 10. 

 

Fig. 7. Inline Data Deduplication. 

 

Fig. 8. Post-process Data Deduplication. 

 

Fig. 9. Content-based Data Deduplication. 

 

Fig. 10. Content-aware Data Deduplication. 
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Fig. 11. File-level Deduplication. 

G. File-level Deduplication 

In file-level deduplication [18] as shown in the Fig. 11, the 
complete file is taken for comparison. According to the 
process of deduplication, for example, if hash-based 
deduplication is decided, then the hash value is calculated for 
the complete file and the calculated hash value is used to 
compare the hash values of the existing files stored in the hash 
table. 

H. Chunk Level Deduplication 

In chunk level deduplication technique [19,20] the entire 
content of the digital data is splitted into various chunks. The 
data upload process involves the following steps. Initially the 
entire content is divided into chunks. There are many 
algorithms existing for chunk creation. Then the hash value 
will be calculated for each and every chunk. Using those hash 
values duplicity of particular chunk can be identified. This 
will increase the granularity or degree of deduplication. Which 
means the wastage of memory is even reduced due to this 
chunk level deduplication. The chunk level deduplication can 
be done in two ways. They are Fixed-size chunking [21] and 
variable-size chunking. In fixed-size chunking, the entire 
content is divided into equal size chunks. But in variable-size 
chunking, it is not manditory that all the chunks will be in the 
same size. But it requires additional computation for each byte 
[22]. Fig. 12 and Fig. 13 show the process of chunk-level-
Fixed size and Variable size deduplication process. 

1) Chunk level - fixed size deduplication: In Fixed-size 

chunk-level deduplication technique, the entire content is 

divided into equal size chunks. The duplicate copy of chunk-

level data can be identified with the help of this technique. For 

example, if a user wants to upload their data in the cloud 

storage space, then the data must be divided into chunks and 

the duplicity of each chunk will be checked before storing the 

chunk in the storage space. When any of the chunks is already 

present in the storage space, then that particular chunk alone 

not gets stored again. This will improve the utilization of 

storage space. 

2) Chunk level- variable sized deduplication: In variable-

size chunk-level deduplication technique, the entire content is 

divided into variable size chunks. Which means, each chunk 

of any size and not compulsorily same. The system will decide 

the boundary of the each chunks. It also divides the data in 

content-based strategy. Actually because of this variable-size 

chunks, the process of deduplication yield very good results in 

the finding of duplicate copies. 

 

Fig. 12. Chunk-level –Fixed Size Deduplication. 

 

Fig. 13. Chunk-level –Variable Size Deduplication. 

V. COMPARISON AND ANALYSIS OF VARIOUS 

DEDUPLICATION TECHNIQUES 

A. Source vs Target based Deduplication Techniques 

Table III shows the comparison of Source and Target 
deduplication techniques in various metrics. The source based 
deduplication requires less LAN bandwidth as it has the 
deduplication process in the client-side itself. But it requires 
more client resources for handling deduplication. In target 
based deduplication the process overhead in the client-side is 
less and comparatively fast in process. 

TABLE III. SOURCE VS TARGET BASED DEDUPLICATION TECHNIQUES 

Metrics 
Source based 

Deduplication 

Target based 

Deduplication 

Place of 

deduplication 

Deduplication occurs 

at client side 

Deduplication occurs at 

backup medium. 

Utilization of 

Bandwidth 

Requires Less LAN 

bandwidth 

Required more LAN 

bandwidth 

Client resoruces 
Requires more client 
resources 

Required less client 
resources 

Process overhead at 

client 
More Less 

Speed Comparitively slow Fast 
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B. Inline vs Post-process Deduplication Techniques 

Table IV shows the comparison of Inline and Post-process 
deduplication techniques. Inline deduplication has better 
storage throughput when compared to post-process 
deduplication. The Post-process deduplication is faster than 
in-line process in terms of storage performance. 

TABLE IV. INLINE VS POST-PROCESS DEDUPLICATION TECHNIQUES 

Metrics InlineDeduplication Post-process Deduplication 

Time of 

deduplicatin 

Deduplication occur at 

the time of data flow 

Deduplication occur after it 

has been written 

Storage 
performance 

Slow 
Fast. Since the hash 
calculation is deferred. 

Storage 

requirement and 

network traffic 

Less Comparatively more 

Storage 
throughput 

Reduced storage 
throughput 

Better comparatively 

Temporary 

storage space 
Not required Required 

C. Content-aware vs Content-based Deduplication 

Techniques 

Table V shows the comparison of Content-aware and 
Content-based deduplication techniques. It shows that 
Content-aware deduplication process has more efficiency. 

TABLE V. CONTENT-AWARE VS CONTENT-BASED DEDUPLICATION 

TECHNIQUES 

Metrics Content-aware Deduplication 
Content-based 

Deduplication 

Granularity of 

deduplication 
Even Byte level is possible 

Chunk/Block level is 

possible 

Efficiency 
More when compared to content-

based deduplication 
Better 

Execution time 

Fast. Since it handles data in the 
form of object. The comparison 

will be done with the same type 

of objects only and not with all. 

Slow. Since it has to 

check for all the 
chunks individually 

Metadata 

overhead 

Additional metadata is required to 

store the type of the object. 

Usual details 
required to handle 

chunk-based 

informations.  

D. File Level vs Chunk Level Deduplication Techniques 

Table VI shows the comparison of File-level and chunk-
level deduplication techniques. The chunk-level deduplication 
process has good efficiency since it does the deduplication at 
chunk level. And it requires more resource and also it has high 
computational complexity. 

Consider in the storage space, it has audio file F1already 
and the new request comes to store another audio file F2. The 
contents of the file F2 is a part of the File F1. 

The MD5 hash value calculated for File F1 is 
34195925cbe68a7dc78859b93e13e33e and the hash value 
calculated for File F2 is 09fd1195ba1c83e51966feb33faa4a80. 

 In File-level deduplication technique, the files will be 
considered as different files since their hash values are 
different. But actually the content of File F2 is the part of the 
File F1 content. But both are considered as different files in 

File-level deduplication technique. In chunk-level 
deduplication technique, the files will be divided into chunks 
and hash value will be calculated for each chunks. Then the 
chunk-level duplication can be checked. 

Using this chunk-level deduplication technique, the 
content of F2 can be identified as duplicate copy. So the 
content of File F2 will not get stored again in the storage 
space. This will improve the utilization of storage space. 
Assume, if the size of the File F1 is 9.85KB and size of file F2 
is 9.78KB (without compression). The memory consumption 
for these two files in storage space is as shown in the 
Table VII and Fig. 14. 

From the observation, using chunk-level deduplication 
technique, the storage space utilization can be improved 
without storing duplicate copies of data. 

E. Fixed-size vs Variable-size Chunk Level Deduplication 

Techniques 

From the Table VIII, it is observed that Variable-size 
chunk-level deduplication is a better choice since it does the 
chunking meaningfully and it also yields good level of 
efficiency in terms of storage space utilization. 

TABLE VI. FILE LEVEL VS CHUNK LEVEL DEDUPLICATION TECHNIQUES 

Metrics 
File level 

Deduplication 
Chunk level Deduplication 

Granularity of 
deduplication 

File level Chunk level 

Resource utilization Less More 

Execution time 

Fast. Since 

comparison is done 

for entire file only 
once. 

Slow. Since it has to check 

for all the chunks individually 

Metadata overhead 
Little metadata 

overhead 
More metadata overhead  

Computational 

complexity 
Low High 

Level of efficiency 

in terms of storage 
space utilization 

Less 

High. Since the deduplication 
is chunk level. Avoid the 

duplicate copy of even part of 

the data. 

TABLE VII. MEMORY REQUIREMENT IN STORAGE SPACE 

Deduplication Technique Memory required (in KB) 

File-level 19.63 

Chunk-level 9.85 

 

Fig. 14. Memory Requirement in Storage Space using File-level and Chunk-

Level Deduplication Techniques. 
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TABLE VIII. FIXED-SIZE VS VARIABLE-SIZE CHUNK LEVEL 

DEDUPLICATION TECHNIQUES 

Metrics 
Fixed-size Chunk level 

Deduplication 

Variable-size Chunk 

level deduplication 

Granularity of 
deduplication 

Chunk level Chunk level 

Size of the chunk Fixed Varibale 

Execution time 
Fast. Since the content is to 
be divided into fixed size 

without any constraints. 

Slow. Since it has to 

divide the content into 

variable size in a content-
based manner. 

Boundary shift 

problem 

It has boundary shift 
problem even if one byte is 

either added or deleted in 

their boundary. 

It does not have any 

boundary shift problem.  

Generating 
indexes 

More Few 

Throughput Low High 

Computational 

complexity 
Low High 

Level of 

efficiency in 
terms of storage 

space utilization 

Less High.  

The various deduplication techniques are analysed using 
various parameters and metrics. From the above results it is 
seen that applying in-line deduplication with chunk-level 
technique may results with good efficiency in the 
deduplication process. 

VI. CONCLUSION 

The cloud storage provides the storage space for the 
individual and the organization that are all in need of storage 
space. The cloud storage can be efficiently utilized with the 
help of deduplicaiton techniques. There are various types of 
deduplication techniques and every technique has its own 
advantages and disadvantages and that can be efficiently 
utilized for suitable applications. In this paper we analysed the 
benefits of applying deduplication technique for efficient 
utilization of cloud storage space and discussed about the 
different deduplication techniques in various dimenstions. 
Among various techniques, In-line with variable-sized chunk 
level deduplication will help us to achieve efficient utilization 
of cloud storage space since it does not require additional 
storage space as it is required in Post-process method, because 
it does not store any duplicate data and in case of variable –
sized chunk level deduplication, it looks for even the part of 
the data is duplicate or not instead of checking the duplication 
for complete data. The major reason of this research work is to 
compare the various available deduplication technique. So that 
the various groups of cloud storage providers can be 
benefitted by applying the suitable deduplication techniques in 
their respective scenarios. 

VII. FUTURE WORK 

The limitation of our work is, we did not consider various 
types of digital data for comparing the deduplication 
techniques. In future research work, we are interested in 
analyzing the various techniques of deduplication with the 
respect to the different types of digital data. 
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Abstract—PLA or polylactic acid is a thermoplastic made 

from renewable sources. Thanks to its environmental value 

compared to petroleum sourced materials, it is widely used in 3D 

printing industry. Due to the advantages of additive 

manufacturing in terms of cost and time consumption, many 

industries are using these technologies to re-engineer parts or 

assemblies to optimize their products. However, the properties 

given by the supplier are not conforming to the final printed 

product. This issue can be dangerous, especially when these 

products are used in the biomedical fields or toys for children or 

other sensitive areas. The aim of this paper is to outline the 

difference between the final properties and the primary ones. 

The samples are tested in traction following the ASTM D638 

Standard. The specificities of the standard in terms of specimen 

dimensions and test methodologies have been respected. The 

results demonstrated that there is a difference between the 

performance of the material before and after using a 3d printer. 

Keywords—Additive manufacturing; PLA; test sample; 

traction; 3D printing 

I. INTRODUCTION 

With the affordable price of 3D printers and the rise of 
local and industrial Fablabs (fabrication laboratory), the study 
of the mechanical behavior of the material becomes important. 
People start printing any broken object in their homes and 
replace it without thinking in the possible damage that it can do 
to the assembly. Even the industries start prototyping products 
to replace missing pieces using the technical data sheet of the 
material as reference. These technical sheets of commercial 
plastics are available on the internet and give the mechanical, 
physical and thermal properties [1]. These properties may vary 
depending on the supplier and the specific grade of the resin in 
question. They may also vary depending on the process and 
manufacturing parameters during the implementation of the 
products. For example, the morphology/structure of semi-
crystalline used in 3D printing can be very sensitive to small 
variations in implementation parameters such as build plate 
temperature, temperature of the nozzle, etc. Therefore, 
manufacturers of products made of plastic materials are led to 
carry out their own mechanical tests when developing a new 
product to make sure it meets the design parameters. 
Mechanical tests are essential to determine the mechanical 
properties [2] of materials needed for a given application or for 
other reasons such as quality control or research and 
development. 

The most common thermoplastics used in 3D printing are 
ABS (acrylonitrile butadiene styrene) and PLA (poly lactic 

acid) [3][4]. Due to its environment friendly properties [5] and 
its performances [6], PLA is the subject of our research. 

The study targets the following objectives: 

 Test in traction the targeted material PLA (polylactic 
acid). 

 Determine the effect of movement speed on the 
mechanical properties in traction. 

 Compare the mechanical behavior of the material before 
and after being processed on a 3D printing machine. 

The first step was to analyze the technical data sheet of the 
used PLA before printing it. Then the test conditions of an 
ASTM Standard were followed, which resulted in the shape 
and dimensions of the test samples, in addition to all the details 
of the test machining and procedure. 

The 3D printer and the test machine used in the study are 
adequate to the scope of the standard, thus, a specific 
methodology was followed to test the samples and to calculate 
the mechanical performance after 3D printing. Then the results 
were compared to the original data of the supplier. 

The rest of the paper contains information about the tested 
material, the test methodology and the manufactured test 
specimens. The following section is about the results of the 
mechanical properties [7] before and after 3D printing. Then, a 
discussion is presented to analyze the results. 

II. TESTED MATERIAL: PLA 

PLA or Polyactid acid is thermoplastic polyester ―Fig. 1‖ 
widely used in 3D printing. Thanks to the fact that it is 
produced from renewable resources (such as corn starch, 
tapioca roots or sugar cane), it is the second most used bio 
plastic in the world [8], even if it’s not a commodity polymer. 
In 3D printing it’s by far the most used plastic filament, 
especially for the FDM (Fused Deposition Modeling) processes 
[9]. The main applications are the proof of concept in 
architecture, games or cinema. 

PLA polymers range from amorphous glassy polymer to 
semi-crystalline and highly crystalline polymer with a glass 
transition 60–65 °C, a melting temperature 130-180 °C, and a 
tensile modulus 2.7–16 GPa [10][11]. Heat-resistant PLA can 
withstand temperatures of 110 °C.[12] The basic mechanical 
properties of PLA are between those of polystyrene and PET. 

The PLA is used in food packaging and in many objects 
injected, extruded or thermoformed. It is also used in surgery 
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as the stitches are made of biodegradable polymers to 
decompose under water and enzymes. In addition to being one 
of the most used material in 3D printing, thanks to its 
affordability and performance. 

 

Fig. 1. Technical Data Sheet of the used PLA. 

III. TEST CONDITIONS 

A. ASTM D638 

The official name of the standard is ―D638 – 10 Standard 
Test Method for Tensile Properties of Plastics‖ ―Fig. 2‖. 

This test method covers the determination of tensile 
properties of reinforced and unreinforced plastics in the form 
of dumbbell-shaped test samples standards. These samples are 
tested under defined condition in terms of pretreatment, 
temperature, humidity and movement speed. 

It is used to test materials with a thickness up to 14mm. 
However, for the analysis of samples in the form of thin sheets 
less than 1.0 mm thick, the ASTM D882 is the preferred test 
method. If the thickness is greater than 14mm, it must be 
reduced by machining. 

 

Fig. 2. Scope and Content of the ASTM Standard. 

This standard is designed to provide tensile properties of 
plastic material, in order to characterize it in a research and 
development aim. 

All the samples must be made in exactly the same 
environment with the same printing conditions. 

The testing machine must respect the following details: 

 A fixed or a stationary grip. 

 A Movable member with a second grip. 

 Valid grips to ensure that the specimen is correctly 
inserted and aligned with the z axis so that no rotary 
motion in necessary to avoid slippage. The grips must 
be held clean at all time. 

 A drive mechanism with a regulated speed. 

 A load indicator to follow and retrieve the stress data. 

 The material of the grips must be adaptable to the 
thermoplastic samples. 

 An extension indicator to show the strain. 

 A micrometer to measure the width and thickness of the 
specimen. 

The specimens used in this standard are also normalized 
following these criteria: 

 There are five types of dumbbell shaped specimens. The 
shape and the dimensions are determined for a specific 
material with a specific thickness range. It also depends 
on how does the material break. For example, if it’s in 
the narrow section a specific type is advised. 

 The standard has different dimension criteria for rigid 
plastics, non-rigid ones and reinforced composites. 

 The standard also gives preparation methods, depending 
on the process [13] used to manufacture the specimen. 

 The gage marks on the specimen must be done in a way 
that does not affect the material behavior. 

The number of test specimens is five for each sample for 
isotropic materials. 

The speed of testing depends on the type of material; a 
table is given by the standard to choose within a range. 

The test procedure is also detailed in the standard, starting 
with the measures of width and thickness of the specimen 
before testing it. This procedure also depends on the machining 
used to manufacture the test, and the shape and dimensions of 
the specimen. 

All specimens must be held by the grips in the same way 
and shall be tightened firmly, but without crushing the sample. 
Then, the record of the load-extension curve must be done with 
a specific extension indicator. 

The calculation takes into account the toe compensation 
that occur in the beginning of the test, then the calculation 
method is specified in the norm to determine the adequate data. 
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B. Test Machine 

The universal tensile test machine (DELTALAB EM 550) 
―Fig. 3‖ used in this study is shown below. It has a load cell 
capacity of 50kN. It submits test samples to efforts and 
measures the deformation in order to establish constitutive 
laws of the sample’s material. The machine is designed to be 
used in many materials and structural testing applications. It 
performs tensile test, compression, bending, fatigue, creep, 
hardness, friction as well as tests on assemblies and structures. 

The machine is connected to a control part consisting of a 
computer, a printer, DELTALAB software and a software / 
machine interface to control, acquire and process data. 

General characteristics 

 Maximum force on the cross member: 50 kN. 

 Maximum stroke: 1 m. 

 Drive: Direct current servomotor with tachometric 
generator. 

 Transmission: Wheel and worm gear reducer, pulleys, 
toothed belt and ball screw. 

 Displacement measurement: Optoelectronic encoder for 
resolution 500 positions per revolution. 

 Force measurement: Sensor with deformation gauges. 

 Power supply: 240 V single phase / 50 Hz at 1 kW max. 

 Maximum servomotor torque: 3 N.m. 

 Load range: 0 to 50 kN in tension and compression. 

 Height under cross member: 1000 mm. 

 Distance between columns: 400 mm. 

 Travel speed of the cross member: 0.5 mm / min at 350 
mm / mn. 

 Drive device by 2 screws with double row of balls. 

 Resolution of the displacement measurement sensor: 
0.01 mm. 

 Resolution of the force sensor of 50 kN: 25 N. 

 Display of force and displacement on screen DC electric 
motor with tacho generator. 

 

Fig. 3. Test Machine DELTALAB Serie EM550. 

C. Test Samples 

For our study, the ASTM D638 standard for tensile testing 
of plastics is used. Here is the geometry ―Fig. 4‖ determined 
from the standard: 

  
(a) 

 
(b) 

Fig. 4. Test Sample from the ASTM Standard: a-Printed Sample b-ASTM 

Standard. 

Among the samples geometries proposed by the ASTM 
D638, the dumbbell shaped geometry shown above was 
chosen. To facilitate the results analysis, the necessary 
dimensions were listed for the requested calculations ―Table I‖. 
These dimensions are necessary to transform the load into 
stress. The effective length is the length which is assumed to 
take the entire measured displacement. Thus, in dividing the 
displacement on this length, the strain can be estimated and 
consequently, the data displacement (mm) – load (Newtons) 
can be transformed into strain (%) – stress (MPa). 

The sample has been designed using SOLIDWORKS 2018, 
following the ASTM D638 dimensions. 

The process parameters ―Fig. 5‖ have been set using 
Ultimaker Cura, with an infill pattern of 100% to respect the 
volume of a sample made by injection molding. 

TABLE I. TEST SAMPLE DIMENSIONS FROM THE ASTM STANDARD 

Dimension Symbol Value[mm] 

Thickness T 3 

Width in the reference length area b1 10±0.5 

Length of the narrow calibrated part l1 60 ± 0.5 

Width in the shoulder area b2 20±0.5 

Reference length L0 50±0.25 

Distance between tools L 115±5 

 

Fig. 5. 3D Printing Parameters. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

327 | P a g e  

www.ijacsa.thesai.org 

D. 3D Printer 

The 3D printer used ―Fig. 6‖ to manufacture the samples in 
the ENDER-3. 

 

Fig. 6. 3D Printing Machine ENDER-3. 

The chosen printer is one of the best fused deposition 
modeling with a low price range, thanks to its performance and 
polyvalence. Its functionalities are comparable with high cost 
printers. The print volume is 220*220*250mm, with a heated 
build plate, a pick-up detector and a tight filament path that 
facilitates printing of flexible filaments. 

The Ender-3 is an open-source printer is commonly used in 
local fabrication laboratories to manufacture small parts or to 
learn about robotics and mechanics. This technology is mature 
and stable, which allow a 200 hour work flow. In addition, it 
allows completing a print after a power outage for example, 
with thermal runaway protection. Thanks to this stability and a 
high precision pulley, this printer affords more resistance and 
lower noise. With an extrusion mechanism MK8, it reduces the 
clogging risk and it can print almost any filament in the market. 
The rails made with CNCs provide precise positioning and a 
solid frame to ensure a good quality and a high printing 
precision. The build plate can reach 110°C in 5 minutes. 

This is the technical specifications of the printer: 

 Modeling Technology: FDM (Fused Deposition 
Modeling). 

 Printing Size: 220x220x250mm. 

 Printing Speed: 180mm/s. 

 Filament: 1.75mm PLA, TPU, ABS. 

 Working Mode: Online or SD offline. 

 File Format: STL,OBJ,G-code. 

 Machine Size: 440x440x465mm. 

 Net Weight: 8KG. 

 Power Supply: 100-265V 50-60HZ. 

 Output: 24V 15A 270W. 

 Layer Thickness: 0.1-0.4mm. 

 Nozzle Diameter: 0.4mm. 

 Printing Accuracy: ±0.1mm. 

 Nozzle Temperature: 255°C. 

 Hotbed Temperature: 110°C. 

IV. METHODOLOGY 

A. Test Method 

Here are the followed steps to test the sample ―Fig. 7‖, 
according to the ASTM standard: 

 Measure the width and thickness of each sample at 
0.025 mm near. 

 Place the sample in the handles of the test machine. 

 Tighten the handles evenly as necessary to prevent the 
sample from slipping during the test. 

 Adjust the test speed. 

 Perform the test and record the results. 

Five tests were carried out for two different speeds, which 
give us a total of 10 test specimens tested. 

 

Fig. 7. Tested Samples after Traction. 

B. Calculation Method 

The calculation method used is simple and systematic. First 
of all, the raw data of the results were analyzed and then 
converted it into more practical units in terms of stress and 
strain. 

Due to the initial clearance in the assembly, the first portion 
of the graph curve before the linear domain must be discarded 
since it is not representative of displacement as a function of 
force. Indeed, this small part of the curve very often represents 
the movement of the sample in the jaws of the universal 
traction machine. Thus, to normalize the curves, the linear 
domain is extended up to the intersection with the abscissa and 
the graph is shifted to obtain the point of intersection of the 
extension with the x axis at the origin. 

In this case, in order to find the yield point, only the point 
where the applied force is maximum is determined. Then a 
conversion to MPa is necessary to obtain the yield point. 

There are two types of conversions required, converting 
force to stress and converting displacement to strain. 

Force (kN) to Stress (MPa) 

       
         

             
             (1) 
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Surface = Ti Wi 

―Ti‖ represents the thickness and ―Wi‖ the width of the 
specified sample ―i‖. 

Once the coordinate of the first maximum stress found, the 
associated displacement in mm are found and transformed it 
into strain. 

     
                 

           
             (2) 

V. RESULTS 

A. Data 

After realizing the ten tensile tests for the two travel speeds, 
the calculations explained above were carried out and the 
obtained curves and the results are shown in the following 
tables and graphs: ―Fig. 8‖, ―Table II‖, ―Fig. 9‖, and 
―Table III‖. 

B. Speed Test Effect 

The bibliographical analysis shows that the stress rate 
modifies the mechanical properties [14][15] of the material 
tested. Young's modulus and elastic limit increase with 
increasing stress speed. The deformation of the material at the 
elastic limit is lower. However, the resistance to flow is higher 
with increasing speed. 

This is explained by the fact that when the speed is higher, 
the material spends less time to deform elastically and 
therefore begins its plastic deformation more quickly. As the 
speed is faster, there is less time for the polymer chains to 
move through the material under tension. On the other hand, 
the mechanical properties [16][17] at the yield point are 
increased, in particular since a greater load can be applied due 
to the resistance which is stronger. 

However, the results obtained in our case are almost 
identical between the speed of 50 mm / min and 25 mm / min. 
This is explained by the difference between these speeds which 
is not very large. In the research cited [18], the ratio between 
the speeds is 1/10 while in our case the ratio is ½. 

C. Mechanical Properties 

The equations are an exception to the prescribed 
specifications of this template. You will need to determine 
whether or not your equation should be typed using either the 
Times New Roman or the Symbol font (please no other font). 
To create multileveled equations, it may be necessary to treat 
the equation as a graphic and insert it into the text after your 
paper is styled. 

The table ―Table IV‖ shows the comparison of the data 
provided by the supplier and the data found experimentally. 

 

Fig. 8. Stress / Strain Graph for the 5 Tests at 50mm/min. 

 

Fig. 9. Stress / Strain Graph for the 5 Tests at 25mm/min. 

TABLE II. RESULTS OF THE 5 TESTS AT 50 MM/MIN 

Measured properties Symbol Unit Test1 Test2 Test3 Test4 Test5 Average SV CV 

Thickness T mm 2,86 2,9 2,92 2,88 2,88 2,888 0,023 0,008 

Length L mm 60,45 59,7 59,7 60,45 59,8 60,02 0,395 0,007 

Width W mm 10,095 10,095 10,02 10,05 10,07 10,07 0,032 0,003 

Surface S mm² 28,872 29,276 29,258 28,94 29 29,07 0,185 0,006 

Load at yield point Py N 1190 1110 1100 1210 1370 1196 108,5 0,09 

Load at elastic limit Pe N 1180 1010 1070 1170 1290 1144 108,1 0,094 

Travel to Py dy mm 2,61 2,42 1,98 2,24 2,1 2,27 0,251 0,111 

Displacement to Pe de mm 2,32 1,78 1,76 2 1,88 1,95 0,229 0,117 

Elastic modulus in tension E MPa 1147,3 1277,3 1394,7 1344 1455 1324 118,3 0,089 

Resistance to yield point sy MPa 41,21 37,9 37,6 41,8 47,2 41,14 3,88 0,094 

Elastic limit se MPa 40,87 34,S 36,6 40,4 44,S 39,37 3,91 0,099 

Strain at yield point ey % 4,33 4,054 3,317 3,706 3,512 3,78 0,41 0,108 

Strain at the elastic limit ee % 3,83 2,982 2,948 3,309 3,144 3,24 0,36 0,111 
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TABLE III. RESULTS OF THE 5 TESTS AT 25 MM/MIN 

Measured properties Symbol Unit Test1 Test2 Test3 Test4 Test5 Average SV CV 

Thickness T mm 2,89 2,925 2,4 2,845 2,857 2,78 0,21 0,078 

Length L mm 60,3 59,951 60,251 60,841 60,24 60,30 0,32 0,005 

Width W mm 10,1 10,078 10,245 10,095 10,11 10,12 0,06 0,007 

Surface S mm² 29,2 29,478 24,588 28,72 28,90 28,16 2,02 0,072 

Load at yield point Py N 1200 1130 1100 1130 1140 1140 36,74 0,032 

Load at elastic limit Pe N 1160 1120 1030 1080 1010 1080 62,04 0,057 

Travel to Py dy mm 2,49 2,22 2,02 2,12 2,41 2,25 0,19 0,087 

Displacement to Pe de mm 2,19 2,01 1,73 1,86 1,88 1,93 0,17 0,09 

Elastic modulus in tension E MPa 1257 1223 1543 1317,4 1271,9 1322,4 127,9 0,097 

Resistance to yield point sy MPa 41,2 38,333 44,752 39,345 39,43 40,60 2,53 0,062 

Elastic limit se MPa 39,8 37,994 41,904 37,604 34,93 38,44 2,59 0,068 

Strain at yield point ey % 4,13 3,703 3,3526 3,4845 4,00 3,73 0,33 0,089 

Strain at the elastic limit ee % 3,63 3,3527 2,8713 3,0571 3,12 3,20 0,29 0,092 

The first observation is that the young modulus of the 
tested specimens is 50% compared to that given by the 
supplier. 

As regards the tensile strength, it is 12.3% lower for the test 
specimens tested. 

As for the deformation at break, it is greater for the material 
tested by 200% compared to the supplier's data. 

D. Synthesis 

From the results detailed in the previous section, it is shown 
that the mechanical properties of the test specimens are 
completely different from those given by the supplier. The 
mechanical strength of 3D printed specimens is significantly 
lower than that of the material before it is printed (50% lower 
Young's modulus, 12% lower tensile strength, and 200% 
higher strain). 

This difference is explained by the micrographic structure 
―Fig. 10‖ of the material after printing. Indeed, despite entering 
100% infill in the printer management software, this rate is not 
achievable with this type of process. In Fig. 10, the 
micrographic structure of a sectional view of a 3D printed test 
specimen is shown. This structure clearly shows voids between 
the printed filaments. This implies two changes in mechanical 
performance. 

The first is that the strain is greater because the cracks 
propagate less quickly inside the specimen. This is because the 
crack stops when it encounters a void, so the specimen 
continues to deform until a new crack appears which in turn 
stops etc. 

The second change is in the mechanical resistance which is 
significantly lower. Indeed, because of the voids, the density of 
the material is less important, which implies a lower resistance 
compared to a solid specimen made by injection molding. 

 

Fig. 10. Scanning Electron Micrograph of the 3D Printed Samples Perimeters 

[19]. 

TABLE IV. PROPERTIES COMPARISON BETWEEN THE TECHNICAL 

DATASHEET AND THE TESTED PLA 

Property PLA datasheet Tested PLA 

Young’s modulus (MPa) 2636 ± 330 1323±123 

Tensile strength (MPa) 46.6±0.9 40.87±3.2 

Elongation at break (%) 1.9±0.21 3.75±0.37 

VI. CONCLUSION 

PLA is the most used material in 3D printing, especially for 
the fused deposition modeling process, which is the most used 
process because it is the cheapest and easiest process to use. 
Knowledge of the mechanical properties of parts printed in 
PLA is very important, as these parts are increasingly used in 
proof of concept for important applications, especially in the 
biomedical field, such as implants etc. 
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This study allowed to test in traction specimens designed in 
PLA with a 3D printer, all while following the details of 
ASTM D638 [20]. Then w a comparison between the results 
obtained and the data provided by the supplier was detailed. 
The results have shown that there is a huge lag in the 
mechanical performance of the specimen before and after 
printing. This information is very important because most 
researchers use the data provided by the material supplier to 
justify the strength of manufactured parts. This can be 
dangerous especially for applications in the biomedical or 
industrial field. 

This study therefore allowed outlining the importance of 
testing parts after manufacture to ensure their mechanical 
properties. That said, other studies can be carried out to enrich 
the latter. In particular by using different types of filling to find 
which type provides better resistance. Studies can also be 
carried out on other manufacturing parameters such as printing 
direction to study the influence of each parameter. 
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Abstract—Twitter is habitually exploited now-a-days to 

propagate torrents of hate speeches, misogynistic, and misandry 

tweets that are written in slang. Machine learning methods have 

been explored in manifold studies to address the inherent 

challenges of hate speech detection in online spaces. Nevertheless, 

language has subtleties that can make it stiff for machines to 

adequately comprehend and disambiguate the semantics of 

words that are heavily dependent on the usage context. Deep 

learning methods have demonstrated promising results for 

automatic hate speech detection, but it requires a significant 

volume of training data. Classical machine learning methods 

suffer from the innate problem of high variance that in turn 

affects the performance of hate speech detection systems. This 

study presents a voting ensemble machine learning method that 

harnesses the strengths of logistic regression, decision trees, and 

support vector machines for the automatic detection of hate 

speech in tweets. The method was evaluated against ten widely 

used machine learning methods on two standard tweet data sets 

using the famous performance evaluation metrics to achieve an 

improved average F1-score of 94.2%. 

Keywords—Classical learning; deep learning; ensemble 

learning; hate speech; social media; twitter network; voting 

ensemble 

I. INTRODUCTION 

Twitter is a popular microblogging social networking 
service platform invented for the central purpose of connecting 
geographically dispersed people to seamlessly collaborate, 
communicate, microblog, network, socialise and share 
information. It is recently used for fostering business entities as 
a way of reaching out to a throng of clients and retaining them. 
However, despite its popularity and usefulness, there is a rapid 
rise in its usage for propagating hateful speeches and aiding 
torrents of invectives against innocent people. The level of 
anonymity of the accounts granted by social media networking 
platforms has made them havens for promoting hateful, 
discriminating, and vulgar speeches. Considering that Twitter 
generates a high volume of tweets daily, hate speech 
propagation should be curbed to avoid people deactivating 
their accounts and quitting the network platform. Human 
annotators are currently employed by Twitter and Facebook to 
delete nocuous tweets perceived to be hateful in curtailing the 
excessiveness of hate speech propaganda on social media 
platforms. In addition, the public is requested to report nocuous 
tweets to the service providers. However, these manual 
methods are laborious, sentimental, and susceptible to a 
subjective human judgement of what truly constitutes hate 
speech [1]. 

The repercussions of hateful tweets, limitation of 
legislation, and ineffectiveness of human annotators have 
created the necessity to apply machine learning methods for 
automatic hate speech detection. Classical and deep machine 
learning methods can be employed to automatically detect hate 
speech in text documents. The classical machine learning 
methods mostly use the vector-based representation of 
handcrafted features, which is time-consuming to craft and is 
typically incomplete [2]. Moreover, the vector space model 
often fails to effectively capture the semantic and syntactic 
representations of text. Deep learning methods generally allow 
for more accurate prediction through auto-generation of 
suitable feature representations. Recurrent neural networks 
(RNN) are deep learning methods that can preserve the 
sequence information over time. The contextual information 
can be considered in the task of object classification using deep 
learning methods [3]. However, deep learning requires a large 
chunk of data to obtain accurate results. Furthermore, the end-
to-end mechanism through which deep learning methods make 
decisions may not be suitable for text processing in the 
discipline of natural language processing because of the lack of 
interpretability. This is particularly pertinent to hate speech 
detection, where a manual appeal process is needed for a 
system that censors the speech of a person [4]. 

Research studies in machine learning have evolved to 
ensemble learning methods that agglutinate multiple learning 
methods to improve the performance of a detection system. 
This allows for harnessing the strengths of multiple learning 
methods and optimisation of classical machine learning 
methods in an object classification task. In general, ensemble 
learning methods can be classified appositely into four main 
categories of bagging, boosting, stacking, and voting [5]. The 
predictions from many decision trees are combined in a 
bagging ensemble learning method. Boosting involves 
correcting the performances of prior classifiers and adding 
them sequentially to the ensemble. Since every classifier is 
obliged to fix the errors in the predecessors, boosting is 
sensitive to outliers which are considered a disadvantage. 
Learning how to best combine the predictions from several 
inducers is achieved through a stacking meta-learning method. 
Like all meta-model ensemble methods, stacking is simply not 
feasible in many real-world situations because of a lot of 
reasons [6]. Predicting a class with the most votes by adding 
the votes of crisp class labels is called a voting ensemble that 
works by combining the predictions from multiple classifiers. 
The majority vote in the task of classification is predicted by 
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summing the prediction for each label, which makes it suited 
for complex multiclass problems [7]. 

Different ensemble machine learning methods have been 
effectively applied to diverse application domains such as 
speech emotion recognition [8, 9], product image classification 
[10], and lung cancer prediction [11]. However, it is more 
challenging to process highly unstructured text documents with 
the orthodox machine learning methods that are well developed 
for numerical data processing. Consequently, a voting 
ensemble machine learning method that agglutinates logistic 
regression, support vector machines, and decision trees is 
proposed in this study for hate speech detection in tweets. 
Logistic regression has shown positive results on binary text 
classification because of its ability to be easily tuned to 
accommodate new data. Support vector machines are widely 
used for many types of classification problems because of their 
ability to work in high dimensional spaces to address the 
overfitting logjam. Decision trees have shown promising 
results in dealing with highly unstructured data because they do 
not require data scaling. 

In general, tweets are short messages, and their meanings 
are often rife with idioms, onomatopoeias, homophones, 
phonemes, and acronyms [12]. Hence, the work reported in this 
paper agglutinates the strengths of logistic regression, support 
vector machines, and decision trees in a voting ensemble 
learning method for hate speech detection in tweets. It is 
envisaged that support vector machines will bring stability to 
the voting ensemble because it is not influenced by outliers in a 
data set. The process of carefully choosing and configuring the 
parameters for an ensemble learning method is still an open 
area. The parameter configuration in the proposed voting 
ensemble learning was carefully fine-tuned for optimal 
performance. This research study is aimed at enhancing the 
performance of hate speech detection systems using the 
method of voting ensemble learning and testing its 
performance against numerous baseline methods. 

This paper is compactly structured as follows. In Section II, 
the related literature on hate speech detection is briefly 
reviewed. In Section III, the materials and methods of the study 
are discussed. In Section IV, the experimental results and 
discussion are explicated. The concluding statements are 
delineated in Section V of this paper. 

II. RELATED LITERATURE 

Hate speech detection is an automated task of determining 
whether a given piece of text content contains hateful 
utterances or not. It is a difficult problem in the fields of 
natural language processing (NLP) and artificial intelligence 
(AI) for which the classical or deep learning methods 
experimented. The classical machine learning methods heavily 
depend on a complex process of feature engineering where 
features from an input text are rigorously extracted. Deep 
learning methods eliminate the need for feature engineering by 
automatically learning features from the input text [7]. There is 
ongoing research to increase the accuracy of text classification 
methods owing to the unstructured and complex nature of NLP 
problems. The review of related literature is planned under the 
themes of classical learning, deep learning, and ensemble 
learning as explicated in this section. 

A. Classical Learning 

The classical machine learning approach uses the 
established vector-based model such as n-grams and bag of 
words for text representation, while support vector machine 
(SVM), decision tree (DT), and logistic regression (LR) are 
traditionally deployed for text classification. The SVM was 
originally designed for binary classification tasks [7], but its 
usage has long been extended to a multiclass classification 
problem by breaking a given classification problem into 
several binary sub problems. The binary classification method 
divides n-dimensional space features into distinct regions that 
correspond to two specified output classes [13]. Its 
performance is attributed to the ability to model nonlinear 
decision boundaries and it is robust against overfitting [14]. DT 
can achieve a good performance in several classification tasks 
while producing easily interpretable decisions. The knowledge 
learned by a DT during the training session is represented in a 
hierarchical structure that allows for easy comprehension and 
interpretation by non-experts. LR method uses a probability 
function or a sigmoid cost function whose output is limited to 
values between 0 and 1 to make it well suited for binary 
classification problems. Davidson et al. [15] used a crowd-
sourced hate speech lexicon to collect and label tweets 
containing hate speech. They trained six classical learning 
methods to distinguish three classes of hate speech as 
contained in their data set. Their best result was an F1-score of 
90.00%. 

B. Deep Learning 

Deep learning methods learn through a series of 
interconnected network layers wherein each layer receives 
input from a prior layer and provides input to a subsequent 
layer [2]. The raw data in a deep learning text classification 
task are vectorised to produce the desired input sequence [14]. 
The size of the input layer is defined by the number of inputs. 
The additional layers improve the learning capability to obtain 
a stable output. The output layer provides a result in the form 
of probabilities of the output classes and has the same number 
of neurons as the output classes [16]. The long-short term 
memory (LSTM) can model an ordered sequential input such 
as textual data [17]. The LSTM was specifically developed to 
address the vanishing gradient problem faced by the vanilla 
version of recurrent neural network (RNN) [14] and it has been 
used in many classification tasks [1, 16, 18, 19]. It has been 
proven to work well with text data, but it requires a large 
amount of data for training and validation [17]. Convolution 
neural network (CNN) uses the pooling technique to minimise 
the outputs of network layers, but it is prone to high 
dimensionality in a text processing task. Mutanga et al. [20] 
explored the use of a transformer method to detect hate speech 
to obtain the best accuracy of 92.00% and F1-score of 75.00% 
using DistilBERT. 

C. Ensemble Learning 

 It is promising to harness the strengths of different 
machine learning methods through the framework of ensemble 
learning for improving the performance of hate speech 
detection systems. Popular ensemble learning methods include 
bagging, boosting, and stacking. Bagging minimises variance 
by combining the verdicts from different decision trees [21, 
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22]. It has led to the development of many other decision tree-
based ensemble learning methods. The idea behind the bagging 
ensemble is to create numerous subsets of data from the 
training sample picked arbitrarily with replacement. Each of 
the subsets created is used to train its decision trees, resulting 
in an ensemble of different models. However, the bagging 
approach does not necessarily lead to improved performance. It 
can result in performance declination, for example, when a 
model already has low variance. In addition, empirical 
evidence has suggested that bagging can push an unstable 
method towards an optimal performance [23-25]. Conversely, 
it may lead to a declination in the performance of stable 
methods. Models are sequentially added to an ensemble in 
boosting, where each model rectifies the error made by the 
prior method in the sequence [26, 27]. However, one apparent 
hiccup of boosting is that it is highly responsive to outliers 
because each method is required to address errors in the 
predecessor method. The stacking ensembles are generally 
used to learn how to best combine predictions from multiple 
inducers. Stacking ensembles, like all meta-model ensemble 
learning methods, are not feasible in many real-world 
applications because they can be expensive to train, deploy and 
maintain. 

There are relatively few studies conducted on hate speech 
detection using ensemble machine learning methods. In their 
work, MacAvaney et al. [4] evaluated the efficacy of support 
vector machines, bidirectional encoder representations from 
transformers, and an ensemble of neural networks for detecting 
hate speech. They trained their model on four hate speech data 
sets to achieve the best F1-score of 91.18% obtained using an 
ensemble of neural networks on a hate speech tweet data set. 
Ahluwalia et al. [19] used an ensemble learning method of LR, 
SVM, random forest (RF), and gradient boosting machine 
(GBM) to detect English hate speech against women. They 
trained their model on a data set of binary classes and a data set 
of multiple classes to achieve the best accuracy of 65.10% for 
binary classification and an F1-score of 40.60% for multiclass 
classification. The said works have employed ensemble 
learning methods for hate speech detection, but it should be 
noted that none of them has combined logistic regression, 
decision trees, and support vector machines in an ensemble 
architecture despite the efficacy shown by the algorithms when 
used solitarily [4, 15, 19]. The contribution of this paper is the 
development of a new robust voting ensemble method that 
harnesses the capabilities of LR, DT, and SVM [14, 15] to 
address overfitting, accommodate new data, and allow for 
interpretability of a hate speech detection system. 

The review of the related literature has generally indicated 
that relatively few studies have focused on using ensemble 
learning for hate speech detection in online spaces. Most of 
these few studies have reported performance results that 
require further improvement. The current method based on 
voting ensemble learning gave the state-of-the-art results of 
94.20% accuracy and an F1-score of 94.21% surpassing the 
results of earlier studies that used the same data set. The results 
have reflected an improvement over the F1-score of 90.00% 
reported in [15] and the highest benchmarked accuracy result 
of 92.00% reported in [20]. 

III. MATERIALS AND METHODS 

The materials and methods used in this study are lucidly 
presented in this section based on experimental data sets with 
baseline methods, and essential steps of the proposed voting 
ensemble method. 

A. Experimental Materials 

The publicly available data sets of hate speech offensive 
(HSO) language and Kaggle were used for experimentation in 
this study. The HSO data set comprised of 11310 tweets that 
were labelled as ‘Hate’ or ‘Neutral’ as made available on the 
GitHub repository [15]. The Kaggle data set is made up of 
8778 neutral tweets and 1155 hate tweets. The data set was 
grossly imbalanced, and it was important to measure the 
performance of machine learning methods on a smaller data 
set. Consequently, the data set was reduced programmatically 
to 2300 tweets to test the performance of the experimental 
methods on a smaller data set. The balanced version of the data 
set consisted of 1150 hate tweets and 1150 neutral tweets that 
were used for experimentation in this study. 

The baseline experimental methods and the proposed 
voting ensemble method were all implemented using the 
Python programming language. The Keras library was used to 
implement the deep learning methods, while the scikit-learn 
Python library was used to implement the baseline classical 
and ensemble learning methods. Specifically, sklearn.tree, 
sklearn.linear_model, and SVM submodules were used to 
implement DT, LR, and SVM respectively. All the baseline 
ensemble learning methods were implemented using the 
sklearn.ensemble submodule. The Keras library was used to 
implement the CNN and LSTM deep learning methods. 
Several experiments were faithfully conducted on a computer 
machine running Windows 10 operating system with 
configuration of Intel (R) Core (TM) i5-8250U CPU @ 
1.60GHz (8 CPUs), 1.8GHz, 8 GB RAM, and 500 Gigabytes 
of a hard disk drive. 

B. Proposed Method 

The proposed voting ensemble method comprises the 
phases of pre-processing, feature representation, and feature 
classification. The essential steps of the pre-processing include 
the removal of special characters and punctuations, 
normalisation of hashtags, lowercasing of the characters of the 
input text, removal of short words, and text tokenisation. The 
feature representations were based on the widely used bag of 
words and word embedding. They were applied after pre-
processing to convert the raw tweets data into a useful form 
amenable to machine learning processing. The bag of words 
representation converts a text document into a fixed-length 
vector of occurrence of words in the input text and it was used 
to implement the classical learning methods. The regularity 
presented by specific keywords has provided a solid foundation 
for a bag of words representation to focus on specific words in 
a data set [28]. Since hate speech is generally expressed 
through largely homogenous words, it is envisaged that a bag 
of words representation can effectively capture and represent 
the vocabulary of known hate words such as black, white, 
Indian, Jews, foreigners, strangers, enemies, and so on. 
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Word embedding is a more promising text vocabulary 
representation that is used by deep learning methods to encode 
meanings of words into a real value vector such that highly 
similar words are closer in the vector space. It is a foundation 
for sentence embedding that presents a huge advantage over 
the bag of words vector model. It can capture word context, 
syntactic and semantic relationships with words in a text 
document. Moreover, it eliminates the sparse representation 
hiccup often associated with the bag of words representation. 
The word embedding approach follows the distributional 
hypothesis, where semantically similar words are found in the 
same context [2]. The word embedding layer for text 
classification is usually the first data processing layer of a deep 
learning model and word embedding methods have been 
demonstrated to perform well in different NLP tasks [29-31]. 
In this study, word embedding was implemented using the 
Keras embedding layer of deep learning because of its ability 
to capture contextual words and syntactic similarities to 
enhance the interpretation of tweet meanings. 

The basic idea behind the proposed method of this study 
lies in the selection of an optimal bias-variance trade-off. The 
presence of high variance can lead to the problem of 
overfitting, while high bias may result in underfitting. Due to 
the nature of tweets, variance is likely to occur, particularly in 
fora that focus on a specific type of hate speech. The 
Islamophobic for instance may express hate speech in largely 
similar terms that are difficult to detect using a learning 
method. The proposed voting ensemble method aggregates the 
decisions from three classical inducers, which are LR, DT, and 
SVM to obtain accurate classification decisions. Fig. 1 shows 
the architecture to illustrate the steps of the proposed voting 
ensemble learning method. 

 

Fig. 1. The Architecture of the Proposed Voting Ensemble Learning 

Method. 

The base inducer of DT is used when the dependent 
variable is qualitative as in the episode of a text classification 
task. DT is highly interpretable, fast to train, and works well 
with decision boundaries [14]. The inclusion of the DT method 
in the proposed ensemble is based on its appropriateness when 
dealing with categorical data such as distinguishing hate tweets 
from innocuous tweets. Earlier studies have investigated the 
use of DT methods in hate speech detection tasks and recorded 
satisfactory performance [32]. The important parameters in DT 
to perform the grid search cross-validation technique are 
max_depth and random_state. The max_depth parameter 
determines the depth of a tree. The deeper the tree, the more 
splits it has, and it captures more information about the data. In 
our experiments, the max_depth value for optimal searching 
was 10 trees. The depth parameter is also used as a 
regularisation scheme to prevent overfitting. This step is 
crucial in our study because tweets are generally regarded as 
noisy and highly dimensional. The random_state parameter 
that controls the random choices for the training sample was 
set at 42. 

The LR inducer attempts to find a probability-based 
relationship between the independent variable and class label 
in each data set. It aims to create a probability function that 
uses features as inputs and returns the probability of that 
instance belonging to a given class [33, 34]. The LR does not 
require scaling of input features and it requires comparatively 
fewer computation resources [14]. The regularisation 
parameter (L2), and ’squared magnitude’ of coefficient as a 
penalty to the loss function were used for optimisation. The 
‘fit_intercept’ parameter was set to ‘True’ to incorporate the 
intercept value to the LR method. The ‘Solver’ parameter that 
defines the method to be used in the optimisation problem was 
set to ‘sag’ which is compatible with the L2 penalty. 

The optimisation of the SVM inducer employed the grid 
search cross-validation scheme to come up with the best 
parameters for model fitting. The optimal value for parameter 
C that defines the tolerance threshold for misclassification was 
set at 0.1. Moreover, the linear kernel that works on the 
assumption that input data is linear was applied. Thereafter, the 
auto deprecated gamma setting, which is the recommended 
default value was used in conjunction with the linear kernel. 
The optimal value of the degree parameter was set at 3. The 
learning rate for the proposed ensemble learner was specified 
in the Python program before training. The low learning rate 
specified in Table I was used for preventing the ensemble 
model from converging to an undesirable optimum [35]. The 
tolerance setting is a stopping technique that stops the iteration 
process once the specified value is reached and it affects the 
training time of a model [36]. The parameters for the inducers 
and voting ensemble (VE) method are succinctly summarised 
in Table I. 

The results computed by the voting ensemble learning 
method can be based on either hard or soft voting. The class 
probability score for each classification method that the current 
sample belongs to, is considered soft voting [34]. At that point, 
soft voting criteria determine the class with the highest 
probability by averaging the individual values of the inducers 
[37]. Hard voting involves summing the votes for crisp class 
labels from the other inducers and predicting the class with the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

335 | P a g e  

www.ijacsa.thesai.org 

most votes. The class label Y can be decided by the majority 
voting of each classifier C as in the following example. 

           )     )       ))            (1) 

If the predictions from c1, c2, and c3 are ‘hate’, ‘neutral’, 
and ‘hate’, respectively, the final prediction will be ’hate’ 
according to the principle of majority voting. Consequently, 

                                          (2) 

The hard voting scheme is suited for predicting distinct 
class labels, while soft voting is appropriate for predicting 
continuous values. This study was based on tweets labelled 
under distinct categories. Hence, it implies that hard voting is 
more desirable for this study as compared to soft voting. 

TABLE I. CONFIGURATION SETTINGS FOR THE PROPOSED VOTING 

ENSEMBLE METHOD 

Parameter DT LR SVM VE 

max_ depth 10   10 

learning_ rate    0.4 

n_ estimators    3 

random_ state 42  None  

C  0.1 0.1 1.0 

cache_ size   200 200 

degree   3 3 

gamma   auto_ deprecated  

kernel   linear linear 

max_ iterations  100 −1 −1 

shrinking   True True 

tolerance (tol)  0.0001 0.001 0.001 

penalty  L2   

fit_ intercept  True   

solver  sag   

IV. RESULTS AND DISCUSSION 

This section presents a discussion of the comparative 
results of the proposed voting ensemble learning method 
against ten widely used machine learning methods. The 
baseline methods are AdaBoost, AdaBoost-DT, Bagging, 
Bagging-SVM, CNN, DT, LR, LSTM, RF, and SVM. The 
experimental data sets of Kaggle and HSO were each split into 
training and testing data in the ratios of 80:20 and 70:30. 
Although the proposed voting ensemble learning method is 
comprised of LR, SVM, and DT inducers, each inducer was 
implemented separately to establish a comparison with the 
proposed voting ensemble learning method. In addition, other 
widely used machine learning methods were evaluated against 
the proposed method. The performances of the learning 
methods were analysed and discussed in terms of four 
functional metrics of accuracy, precision, recall, and F1-score. 
In addition, the performances of the learning methods were 
evaluated and discussed in terms of non-functional metrics of 
kappa, hamming loss, Jaccard similarity, and execution time. 

A. Accuracy Results 

This section presents the analysis of the accuracy of the 
experimental results of the proposed voting ensemble method 
along with several baseline methods. The accuracy scores 
calculated for the two experimental data sets are listed in 
Table II. It can be observed that accuracy scores computed by 
the proposed voting ensemble learning method are consistently 
higher than the scores computed by other learning methods 
across the two experimental data sets. The proposed ensemble 
learning method recorded the highest average accuracy score 
of 94.212% across both data sets, irrespective of the test split. 
It is worth mentioning that the voting ensemble learning 
method had the highest accuracy scores across the two data 
sets under the different train and test splits. Expectedly, all 
methods performed better with the larger HSO data set as 
compared to the smaller Kaggle data set, with the proposed 
voting ensemble learning method giving the highest accuracy 
score of 96.739% under the bigger data set using the 80:20 
train test split. This trend is attributable to the fact that bigger 
data sets allow methods to learn data patterns more 
comprehensively during training, thereby impacting overall 
performance, particularly in the case of deep learning methods, 
which generally require large data sets to perform well. 

TABLE II. ACCURACY SCORES OF LEARNING METHODS USING 

DIFFERENT TRAIN-TEST SPLITS 

Data set Kaggle HSO  

Train: test split 80:20 70:30 80:20 70:30 Average 

AdaBoost 87.887 87.883 91.304 90.870 89.486 

AdaBoost-DT 90.539 90.448 93.043 89.855 90.972 

Bagging  90.318 90.566 92.174 89.275 90.583 

Bagging-SVM 91.468 90.654 95.217 94.493 92.958 

CNN 88.240 88.031 95.000 94.493 91.441 

Decision Tree 90.097 90.301 91.739 89.275 90.353 

Logistic Regression 91.689 91.509 95.435 94.493 93.281 

LSTM 91.202 90.890 95.435 94.638 93.041 

Random Forest 89.434 90.065 93.478 93.478 91.614 

Support Vector Machine 89.788 88.709 92.391 92.464 90.838 

Voting Ensemble 92.042 91.834 96.739 96.232 94.212 

Fig. 2 shows the plot of average accuracy scores computed 
by the learning methods across the experimental data sets to 
visually illustrate the extent to which one learning method 
gives better accuracy than another. This result implies that the 
voting ensemble method can detect all the correct cases better 
than any other method, while AdaBoost performed worst in 
this case. The voting ensemble method is therefore the most 
useful when all classes are equally important while AdaBoost 
is not useful in this scenario. 

B. Precision Results 

This section presents the precision scores computed by the 
proposed voting ensemble learning method against the baseline 
learning methods explored in this study. It can be observed in 
Table III that the voting ensemble learning method 
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outperformed other learning methods across the two 
experimental data sets. The proposed voting ensemble learning 
method recorded the highest average precision score of 
93.779%. The LSTM performed relatively well, scoring the 
second-highest precision score of 93.457%. The exceptional 
performance of the LSTM may be linked to its ability to 
capture long-term dependencies. This property makes it 
suitable for text classification tasks such as hate speech 
detection, where the semantics of a tweet can be derived from 
the arrangement of words in the tweeted document. 

 

Fig. 2. The Average Accuracy of Learning Methods. 

TABLE III. PRECISION SCORES OF LEARNING METHODS USING DIFFERENT 

TRAIN-TEST SPLITS 

Data set Kaggle 
 

HSO 
 

Train: Test 

Split 
80:20 70:30:00 80:20 70:30 

Averag

e 

AdaBoost 88.093 88.011 91.686 91.182 89.743 

AdaBoost-DT 90.523 90.436 93.096 89.970 91.006 

Bagging  90.306 90.562 92.495 89.550 90.728 

Bagging-SVM 91.519 90.723 95.248 94.489 92.995 

CNN 88.495 88.315 95.042 94.674 91.631 

Decision Tree 90.083 90.288 91.790 89.342 90.376 

Logistic 

Regression 
91.680 91.508 95.539 94.538 93.316 

LSTM 91.207 90.919 95.477 96.224 93.457 

Random Forest 89.418 90.053 93.508 93.478 91.614 

Support Vector 
Machine 

89.804 88.702 92.488 92.475 90.868 

Voting 

Ensemble 
92.030 91.830 96.747 94.507 93.779 

The least average precision score of 89.743% was recorded 
by the AdaBoost method with the default parameter setting. 
The combination of AdaBoost with another classifier in 
ensemble learning improves the system performance. The 
AdaBoost method with DT as base learner outperformed the 
default AdaBoost because it gave an average precision of 
91.006%, which is higher than 89.743% recorded by the 
default AdaBoost method. Most methods performed better with 
the 80:20 train test split as compared to the 70:30 split. 
However, only RF and DT performed better with a 70:30 split. 
The precision computed by DT and RF fell when the training 
data set was increased by 10% on the larger HSO data set. The 
drop-in performance may be the result of overfitting because 
both DT and RF are susceptible to overfitting [17]. Table III 
shows the precision scores of all the learning methods 
experimentally compared in this study. 

Fig. 3 shows the plot of the average precision scores 
computed by the learning methods across the experimental data 
sets to visually illustrate the extent to which one method gives 
better precision than another. This result implies that the voting 
ensemble method can correctly detect hate speeches from the 
predicted class of hate speeches better than any other method, 
while AdaBoost performed worst in this case. The voting 
ensemble method is therefore the most useful when the cost of 
false positives is high while AdaBoost is not useful in this 
scenario. 

 

Fig. 3. The Precision of Learning Methods. 
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C. Recall Results 

This section presents an evaluation of the learning methods 
investigated in this study based on the recall metric. Results 
from Table IV show that the proposed voting ensemble 
learning method gave an average recall value of 94.210%, 
which is superior to that of baseline learning methods used in 
this study. In addition, it can be noted that default meta 
classifiers of Bagging and AdaBoost were outperformed by 
their ensemble variants, which used different learning methods 
as base learners. The recall score for the default AdaBoost is 
89.408%, while the recall score for the AdaBoost-DT is 
90.959%. In addition, the recall score for the bagging method 
is 90.552%, while bagging-SVM had a recall score of 
92.937%. It is obvious from these results that combining meta 
classifiers with different learning methods can lead to 
improved performance as shown in Table IV. 

TABLE IV. RECALL SCORES OF LEARNING METHODS USING DIFFERENT 

TRAIN-TEST SPLITS 

Data set Kaggle HSO 
 

Train: Test split 80:20 70:30 80:20 70:30 Average 

AdaBoost 87.767 87.801 91.304 90.761 89.408 

AdaBoost-DT 90.549 90.457 93.043 89.788 90.959 

Bagging 90.312 90.553 92.174 89.170 90.552 

Bagging-SVM 91.414 90.599 95.217 94.519 92.937 

CNN 88.384 88.160 95.000 94.534 91.520 

Decision Tree 90.119 90.310 91.739 89.223 90.348 

Logistic Regression 91.680 91.496 95.435 94.550 93.290 

LSTM 91.177 90.854 95.435 94.691 93.039 

Random Forest 89.447 90.068 93.478 93.508 91.625 

Support Vector Machine 89.749 88.695 92.391 92.444 90.820 

Voting Ensemble 92.040 91.823 96.739 96.237 94.210 

Fig. 4 shows the plot of average recall scores computed by 
the learning methods across the experimental data sets to 
visually illustrate the extent to which one learning method 
gives a better recall than another. This result implies that the 
voting ensemble method can correctly detect cases of hate 
speeches from all the actual classes of hate speeches better than 
any other learning method, while AdaBoost performed worst in 
this case. The voting ensemble method is therefore the most 
useful when the cost of false negatives is high while AdaBoost 
is not useful in this scenario. 

D. F1-score Results 

This section presents the results of the overall F1-score for 
the learning methods explored in this study. Table V shows 
that the proposed voting ensemble method consistently 
outperformed the baseline learning methods investigated by 
recording the highest average F1-score of 94.208%. The 
solitary bagging ensemble learning method recorded an 
average F1-score of 90.564%, while the bagging-SVM 
ensemble method recorded an average F1-score of 92.948%. 
Furthermore, the mean score of 89.897% of the average F1-
scores for both AdaBoost and Decision tree learning methods 
is inferior to the average F1-score of 90.692% for AdaBoost–

DT ensemble learning method. The analysis of the F1-score for 
LSTM and CNN deep learning methods has shown that LSTM 
consistently outperforms CNN. It can be perceived in Table V 
that LSTM recorded an average F1-score of 93.035%, while 
CNN recorded an average F1-score of 91.439%. This 
difference in performance may come from the capability of 
LSTM to capture long-term dependencies that are necessary 
when extracting word meanings in a text. The superior 
performance of the ensemble learning methods as compared to 
any solitary methods, including deep learning has illustrated 
that agglutinating multiple learning methods through ensemble 
learning is highly promising for reducing the error rate of the 
final learner in a hate speech detection system. 

 

Fig. 4. The Average Recall of Learning Methods. 

TABLE V. F-MEASURE SCORES OF LEARNING METHODS USING 

DIFFERENT TRAIN-TEST SPLITS 

Data Set Kaggle HSO 
 

Train: Test Split 80:20 70:30 80:20 70:30 Average  

AdaBoost 87.835 87.848 91.284 90.831 89.449 

AdaBoost-DT 90.533 90.443 93.041 89.830 90.962 

Bagging 90.309 90.557 92.159 89.232 90.564 

Bagging-SVM 91.449 90.635 95.217 94.492 92.948 

CNN 88.238 88.026 94.999 94.492 91.439 

Decision Tree 90.092 90.296 91.737 89.255 90.345 

Logistic Regression 91.680 91.501 95.432 94.493 93.277 

LSTM 91.190 90.877 95.434 94.638 93.035 

Random Forest 89.427 90.059 93.477 93.477 91.610 

Support Vector Machine 89.771 88.699 92.387 92.456 90.828 

Voting Ensemble 92.035 91.826 96.739 96.230 94.208 
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Fig. 5. The Average F-Measure Score of Learning Methods. 

Fig. 5 shows the plot of average F1-scores computed by the 
learning methods across the experimental data sets to visually 
illustrate the extent to which one method gives a better F1-
score than another. This result implies that the proposed voting 
ensemble method can better detect incorrectly classified cases 
better than any other learning method, while AdaBoost 
performed worst in this case. The voting ensemble is therefore 
the most useful when the classes are imbalanced while 
AdaBoost is not useful in this scenario. 

Results from the functional metrics used in this study 
indicate that the voting ensemble outperformed the benchmark 
algorithms used in the study. It is worth noting that the 
individual performance of the meta classifiers was inferior to 
that of the proposed voting ensemble model. This superior 
performance of the proposed model may be attributed to the 
minimal overfitting, model extensibility, and interpretability 
features from each of the base learners [14, 15]. These results 
confirm the literature position that ensemble learning 
outperformed individual classifier algorithms in hate speech 
detection [38, 39]. 

E. Non-functional Results 

This section presents the evaluation of all the learning 
methods investigated using the non-functional metrics of 
Hamming loss, Jaccard, Kappa, and execution time. The 
proposed voting ensemble method recorded the best Hamming 
loss, Jaccard, and Kappa scores as shown in Table VI. This 
result shows that the proposed ensemble learning method can 
maximise predictive capability while concomitantly 
minimising misclassification errors better than any of the 
baseline learning methods investigated. However, the proposed 
voting ensemble learning method recorded the second-highest 

training time of 0.095 hours, which is a tradeoff decision to 
consider between efficiency versus accuracy. The long 
execution time taken by the proposed ensemble method was 
because each inducer was trained separately, and the final 
aggregated decision was achieved through the principle of 
majority voting. 

It can be observed from Table VI that SVM recorded the 
lowest Kappa score indicating a low level of inter-annotator 
agreement. This may be the result of minimal parameter tuning 
applied to the SVM method. The learning method recorded the 
worst Hamming loss of 10% to suggest a poor selection of 
parameters for the method. It is interesting to observe that 
ensemble learning methods such as bagging-SVM and voting 
ensemble took more time to train than the deep learning 
methods. This implies that although they perform better, 
ensemble learning methods are computationally expensive. 
However, the benefits of an improved performance can 
outweigh the need for increased resources in critical 
applications like hate speech detection. 

TABLE VI. NON-FUNCTIONAL PERFORMANCE OF LEARNING METHODS 

Method 
Hamming 

loss 
Jaccard Kappa 

Execution 

Time 

AdaBoost 8.696 91.304 82.609 0.013 

AdaBoost-DT  7.174 92.826 85.652 0.010 

Bagging  6.739 93.261 86.522 0.064 

Bagging-SVM 4.565 95.435 90.870 0.353 

CNN 5.000 95.000 90.000 0.001 

Decision Tree 6.087 93.913 87.826 0.009 

Logistic 

Regression 
4.565 95.435 90.870 0.003 

LSTM 4.565 95.435 90.870 0.082 

Random Forest 6.522 93.478 86.957 0.076 

Support Vector 

Machine 
10.000 90.000 80.000 0.011 

Voting 

Ensemble 
3.261 96.739 93.478 0.095 

V. CONCLUSION 

The primary contribution of this study is the construction 
and validation of a voting ensemble learning method to 
improve the automatic detection of hate speech in tweets. This 
is challenging open research because of the anaphoric, 
synonymy, and polysemy nature of the slang of tweets that 
make the interpretation of hate speech ambiguous, difficult, 
and controversial. The voting ensemble learning method has 
been demonstrated in this study to yield the best performance 
when compared to other learning methods. 

However, one apparent curb of this study is the bag of 
words representation of features that suffers from the 
anaphoric, synonymy, and polysemy nature of words. In 
addition, a bag of words representation presents the inability to 
capture important information about interdependencies that 
exist among words. Moreover, word embedding representation 
can fall short in making machines draw adequate inferences 
from certain classes of sentences. 
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In the future, a knowledge-based method with sentence 
embedding will be introduced for tweet hate speech detection 
and compared the results against those of the existing word 
embedding learning methods. This envisioned novel method 
will circumvent the intrinsic curbs of the bag of words and 
word embedding representations. It will significantly increase 
the confidence level of social media prosecutors to genuinely 
regulate whether a given tweet is of hate speech or not. 
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Abstract—Monitoring a work of infrastructure allows one to 

know the state of this and the efficiency of the workers. The 

follow-up is a work carried out by the auditor, which sails to 

correspond with the design in planes. It takes fulfillment in the 

budgeted one and complies with the established times. This work 

uses classical topography elements, which demand time and 

money and the implications on the safety issue of non-

construction personnel. To avoid this, this project implements a 

methodology capable of carrying out the task of monitoring civil 

work. An unmanned aerial vehicle or drone is used, which are 

small remotely controlled flying devices that in recent years have 

become an extremely useful tool in activities that human beings 

cannot perform or that threaten their integrity. For the 

realization of this work, a drone Quadcopter Phantom 3 

Standard is used, responsible for taking photographs; these are 

loaded in the software Agisoft Metashape Professional that by 

photogrammetry techniques allows digital processing of images, 

generating a 3D vision, cloud of dots, digital surface model and 

distance measurement. By obtaining this information, it is 

possible to make a match with the work schedule and detect 

delays or advances in a precise way. 

Keywords—Topography; unmanned aerial vehicle; 

infrastructure work monitoring; digital image processing 

component; construction site 

I. INTRODUCTION 

The construction industry is relevant to the development of 
countries. This industry is related to the development levels of 
each government and is an important source of jobs. Despite its 
relevance, the sector is characterized by low productivity 
levels. Construction projects often exceed planned costs and 
times [1]. This situation is associated with a series of factors 
specific to the working conditions, such as the worksite, the 
multiple teams, the fragmentation of the sector, and the low 
industrialization and digitalization of its processes [2]. Thus, 
project management and incorporating new technologies are 
key to improving these indicators. Construction 4.0 is a new 
paradigm that promotes the sector's digitalization, automation, 
and industrialization. Thus, working with digital models of 
projects, tools for capturing the territory, and sensorization are 
key aspects [3]. 

Monitoring the progress of a project is key to its effective 
control. The constant review of the project's progress according 
to the planning and the supervision of the quality and scope are 
aspects of interest for project managers [4]. This activity is 
regularly performed based on the observation of the project 

managers, supported by traditional surveying tools. In the 
surveys of infrastructure works with classic topographic 
elements and visual inspections, the personnel must be inside 
the worksite to collect data. This displacement takes time and 
presents discontinuity since there are areas of impossible or 
difficult access, exposing possible accidents [5]. 

Site surveys have benefited from technological advances, 
currently using instruments for measuring different terrain 
variables, 3D scanners, and technology that uses GNSS 
systems are some examples. Unmanned aerial vehicles (UAVs) 
are presented as an efficient alternative for job site surveillance 
and inspection within these new technologies [6]. They have 
been used for military, agricultural, and urban management 
purposes. The use of drones for construction site surveys offers 
a series of benefits that reduce the risks and problems of 
traditional methods. It is possible to obtain continuous, 
accurate, real, and fast data of the entire surface under 
construction without accidents [7], [8].  

While there are existing works that use drones for job site 
monitoring, it is necessary to advance in the establishment of 
methods and workflows to systematize these applications and 
increase the number of success stories to demonstrate the 
benefits [9]. To meet these objectives, the methodology 
presented in this research is a tool aimed at efficiently and 
accurately streamlining the work of construction site 
monitoring. It reduces the presence of experts within the 
construction, reducing the time in data collection and the risks 
of a possible accident. In addition, it provides digital elevation 
models for a complete analysis, using as base instruments a 
Phantom 3 standard drone and Agisoft Metashape Professional 
software. The information must be collected to recognize the 
differences between surveys with classic elements and surveys 
using drones for its creation. Based on this, a detailed 
methodology is designed, which has the final objective to 
compare the data collected and the data provided by the 
intervenor in an estimated time of 7 months. 

This article is organized as follows: Section I is the 
introduction, describing the research problem, Section II 
presents the background and a contextual framework for a 
better understanding of the topic addressed. Section III 
contains the research methodology developed in this work. 
Section IV describes the proposed solution. Section V presents 
the results and analysis, and finally our conclusions in 
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Section VI are shown. Translated with 
www.DeepL.com/Translator (free version). 

II. BACKGROUND 

Topographic surveys can contribute greatly to identifying 
previously unseen surface features and can be used to produce 
three-dimensional computer models of the surveyed area, 
which can be manipulated in a variety of ways. Surveying is 
the science that studies the set of procedures for determining 
the positions of points on the earth's surface using 
measurements according to the three elements of space. These 
elements can be two distances and an elevation, or a distance, a 
direction, and an elevation [10]. This plan is essential for the 
correct location of any work to be carried out and for the 
elaboration of any technical project. To know the position of 
points in the area of interest is necessary to determine their 
location using three coordinates: latitude, longitude, and 
elevation [11]. We will analyze two site surveys for this 
methodology: surveys with classic elements and surveys using 
a drone. 

A. Inspection of the Construction Site with Classical Methods 

To carry out the site inspection, it is very necessary and 
indispensable to have a topographic map of the site of the work 
project, to make a respective marking of points on the ground, 
in order to make measurements for the calculation of soil 
movements, to have a record of measurements to check the 
situation of sections of work already done and to determine the 
volumes of soil moved (excavated and transported) and of 
course to have at hand the chronogram of the work. 

Topographic maps or charts are the results of a cartographic 
projection, which are mathematical transformations that allow 
representing (project) the sphere on the plane, and converting 
the geographic coordinates (latitude and longitude) into 
Cartesian coordinates (X and Y). This process entails 
distortions of the original three-dimensional surface, which is 
converted to a flat two-dimensional surface [12]. 

B. Drone Inspection 

To perform surveys with drones, a technique (or collection 
of techniques) called photogrammetry is used to determine 
objects' geometric and spatial properties in a given area from 
aerial images. The main objective is to convert two-
dimensional data into cartographic information. To obtain a 
faithful reconstruction of the data, the objects in the 
reconstruction area must appear in a sufficient number of 
images [13]. This information is the one that allows extracting 
its structure. To obtain this extra information, an overlap is 
made between consecutive images. The UAV pilot must plan 
the route or mission so that in each image, there is an element 
that also appears in the previous, following images [14]. 

The flight of a remotely piloted aircraft (Drone) is 
performed at an altitude that must be calculated taking into 
account the desired scale and the focal distance of the camera, 
but also must take into account the parameter of "correlation," 
which indicates that a certain territory must be covered with 
images. Each photo must have an area in common with the 
photograph taken previously. To comply with this, the RPAS 
must have an absolute flight altitude and a constant speed to 

perform shots with regular intervals that correspond to equal 
paths and thus ensure a percentage of correlation between the 
succession of images. To obtain excellent results, it is 
necessary to ensure that the longitudinal overlap is greater than 
80% and the transverse overlap is greater than 60% [8]. 

Some elements are relevant to understand for the correct 
use of drones. Focal length is the basic description of a 
photographic lens. It is not a measure of the actual distance of a 
lens but "is a calculation of the optical distance from the point 
where the rays converge to form a sharp image of an object for 
the digital sensor of the camera's focal plane". On the other 
hand, the pixel is the smallest unit of the pictorial elements that 
constitute a digital image, projecting the color spectrum. Color 
pixels are generally believed to have red, green, and blue 
components. A digital image is obtained from a matrix of 
pixels distributed in rows and columns. As a result, the sum of 
all the pixels distributed in the rows and columns is its size in 
pixels. The greater the number of pixels in an image, the higher 
its resolution. In addition, the ground sampling distance (GSD) 
is the distance between two consecutive pixel centers measured 
on the ground. The higher the value of the image GSD, the 
lower the spatial resolution of the image and the less visible 
details [15]. 

The GSD is related to the flight altitude: the higher the 
flight altitude, the higher the GSD value. Even when flying at a 
constant altitude, images from one project may not have the 
same GSD. This is due to differences in terrain elevation and 
changes in camera angle while shooting. Since the orthomosaic 
is created using the 3D point cloud and camera positions, an 
average GSD will be calculated and used. Finally, in 
photogrammetry and Drone flights, the scale is a parameter of 
great importance, this is data that in many of the cases is 
known before the flight is performed, but it can also be known 
after the flight has been performed. It is required to find the 
appropriate height at which the Drone should take the 
photographs when the scale at which the work is required is 
known, in case if the height is known. However, not the scale 
[16]. We must find it using a calculation between the focal 
distance and the flight height (later on, we will detail how to 
calculate the flight heights) [17], [18]. 

C. Digital Image Processing 

Digital image processing can extract useful information 
from images and build digital models. The decreasing costs of 
computer equipment, the increasing amount of image digitizing 
equipment available on the market, and new technologies that 
tend to promise great advances in image processing are factors 
that combine to indicate the future trend of digital image 
processing. Image processing aims to improve the appearance 
of images and make certain details more evident in them that 
are desired to be noticed [19]. The image may have been 
generated in many ways, such as photographically, 
electronically, or through television monitors. The processing 
of the images can, in general, be done by optical methods or by 
digital methods on a computer [20]. 

Photogrammetry is the process of generating a 3D model 
from 2D images; the resulting model can be scaled and used to 
measure distances between objects. Since archaeologists have 
used the early 1980s terrestrial photogrammetry, the high cost 
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of hardware and processing equipment meant that it was not a 
viable technique for most projects. In the 2000s, with the 
advent of low-cost digital cameras and improved computer 
processing, photogrammetry became a more viable option for 
small-scale site analysis and assessment. With the rapid 
development of drones in recent years, architects and 
archaeologists have benefited greatly, as photogrammetry has 
become easier [21], [22]. 

III. RESEARCH METHODOLOGY 

To develop this research, Design Science Research Method 
(DSRM) is used as a basis. Thus, the research methodology 
contains five stages: 1) identification of problems and 
motivations; 2) definition of objectives and potential solution; 
3) design and development; 4) demonstration; and 
5) evaluation. Fig. 1 shows the activities and tools for each 
stage. 

In the first stage, a literature review was conducted to 
identify construction site inspection issues, along with the 
advantages of using drones and technical specifications for 
their use. Web of Science and Scopus databases were used. 
With this, in the second stage, the research team defined the 
objective of a potential solution: the use of drones and 
photogrammetry can improve construction site inspection 
processes. Thus, in the third stage, a workflow was proposed. It 
contains the stages, characteristics, technical elements, and 
processes to perform the inspections. A series of 
recommendations are given so that the method can be 
replicated. With this, the fourth stage demonstrates the 
method's usefulness in a case study. Finally, in the fifth stage, 
the results are analyzed, and the effectiveness of the proposed 
method compared to the traditional method is discussed first. 

STAGE ACTIVITY TOOL

(1)

Identification 

of observed 

problems and 

motivations

(2)

Define 

objectives of 

a potential 

solution

Literature 
ReviewIdentify advantages of using drones 

and technical specifications for their 
use

Identify construction site inspection 
problems

The use of drones and 
photogrammetry can improve 

construction site inspection processes

(3)

Design and 

Development

(4)

Demonstration 

(5)

Evaluation

UAV flight 
system

Photogrammetric 
software

Research team

Flight Planning

Flight height determination

Flight route

Pre-flight verification

Post-flight verification

Image processing

Data analysis

 

Fig. 1. Research Methodology. 

TABLE I. APPLICATIONS OF UAV IN CONSTRUCTION 

Applications 
Methodology 

processing 

Methodology 

Aircraft  
References 

monitoring 

construction 

progress 

Change 

detection using 

point clouds 

No defined 
Huang et 

al,2022 [23] 

Comparison 

modeling 

software 

3D 

reconstruction 

modeling 

techniques 

No defined 
Keyvanfar et al, 

2022 [24] 

Monitoring 

road base 

3D 

reconstruction 

modeling 

techniques 

No defined 
Lo et al, 2022 

[25] 

construction 

progress 

monitoring and 

inspection 

3D 

reconstruction 

modeling 

techniques 

No defined 
Amir et al, 

2022 [26] 

Dynamic site 

layout 

planning 

3D 

reconstruction 

modeling 

techniques 

No defined 
Ahmed et al 

2021 [27] 

Impact on 

workers' health 

and safety 

No defined 

Define safety 

operation, and 

describe potential 

risks 

Jeelani & 

Gheisari [28] 

safety 

inspections in 

construction 

Image capture 

For manual flight 

using check list pre 

and post flight 

Oliveira et al., 

2021 [29] 

Monitoring the 

work cycles of 

earthmoving 

excavators 

Video No defined 
Yiguang et al, 

2021 [30] 

monitoring 

work in a 

construction 

project 

3D 

reconstruction 

modeling 

techniques 

No defined 
Kaamin  et al, 

[31] 

Table I indicates some applications of UAV technology 
utilized by civil engineering in the construction process. As 
shown in the table, since only two studies define the 
methodology for aircraft and the other studies realize 3d 
reconstruction modeling techniques for several applications. 

IV. PROPOSED METHODOLOGY 

In order to achieve the research goals, a methodology is 
proposed. Fig. 2 shows the proposed workflow. It considers 
seven stages: A) Flight Planning, B) Flight height 
determination, C) Flight route, D) Pre-flight verification, 
E) Post-flight verification, F) Image processing, and G) Data 
analysis. 

A. Flight Planning 

It is important to know the place where the flight will take 
place. The orography, branch of the study of the physical 
geography that is in charge of studying and describing the 
relief of a region in particular, forces to value the opportunities 
and risks. Depending on this, the way of carrying out the work 
will be defined. To do so, we will start working with a small-
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scale cartographic map and a real survey of the terrain. It is 
necessary to determine whether it is legal to fly in the chosen 
area (whether or not it is controlled airspace, restricted 
airspace, photographic flight prohibition, etc.). 

Then, a take-off and landing point is defined, this must be a 
relatively flat place, far from the frequent passage of people 
and without obstacles around it, since, in case of any failure, an 
RTH manoeuvre (Return to the point of origin) must be 

executed, and it is likely that the landing of the aircraft will not 
be in the precise point. 

B. Flight Height Determination 

The main natural and artificial obstacles found on the route 
to and from the site are explored in this stage. It is important to 
know the heights of these obstacles since the drone may not 
have sensors to avoid collisions. 

FLOW

[A]
Flight planning

[B]
Flight height 
determination

[C]
Flight route

[D]
Pre-flight 
verification

[E]
Post-flight 
verification

[F]
Image processing

[G]
Data analysis

STAGE

Work area identification
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Packing list Hover checklist Take-off verification

ITEMS TO VERIFY

Drone flight 
performance
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Photographs set
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Fig. 2. Proposed Workflow. 
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The structure with the highest height is the construction site 
crane, 35 meters high for the case study. Therefore, a safe 
flight height of H=75 meters is defined. It is possible to 
determine the flight height to respond to a given scale. 
Equation (1) allows us to choose the average flight height, 
where Zm is the mean flight height, f is the focal length, and 
Em is the Image scale. 

                       (1) 

In addition, the scale of a photograph is determined by 
equation (2), where f is the focal length, H is the height of 
flight over the ground, ab is the distance over the frame, and 
AB is the distance over the ground. 

  
  

  
 

 

 
              (2) 

On the other hand, the ground sample distance (GSD) is 
calculated by equation (3). 

     
              ( )               

             ( )              
           (3) 

Table II shows the parameters used according to the DJI 
Phantom 3 Standard drone. 

TABLE II. FLIGHT HEIGHT PARAMETERS 

E 
Image 
width 

Sensor 
width 

Focal 
length 

Flying 
height 

GSD 

- [px] [mm] [mm] [m] [cm/px] 

1/3750.93 4,000 6.17 20 75 0.578 

C. Flight Route 

The flight route to be flown must be planned. The 
Waypoint flight mode is proposed. This consists of recording a 
series of geo-located points that the aircraft will fly 
autonomously, freeing the pilot from its control and allowing 
him to focus his capabilities on other aspects such as battery 
level, remote connection status, and altitude number photos 
taken. This step is carried out for the case study using the 
DroneDeploy mobile application. The following flight 
parameters used are shown in Table III. 

TABLE III. FLIGHT PARAMETERS 

Height 

of flight 

Correlation zone 

(Front overlap) 

Correlation zone  

(Side overlap) 

Flight 

direction 

Flight speed 

(mapping) 

[m] [%] [%] [°] [m/s] 

75 75 65 6 15 

Providing this data in the DroneDeploy application 
automatically displays a calculation of flight time, area to be 
covered, number of photos to be taken, and how many batteries 
will be needed. Similarly, if the pilot prefers, a manual flight 
can be performed to maintain the flight parameters. Before 
making the flight, several aspects must be taken into account, 
such as: 

 The time range (10:00 am - 3:00 pm). It is 
recommended to perform the flight at noon because the 
sun's position avoids excessive shadows. 

 To be within the operating temperature range of the 
drone (0° to 40° C). 

 Not to exceed the maximum service ceiling above sea 
level (6000m). 

 Have optimal battery charge level (Drone, remote 
control, and cell phone). 

 To establish a connection with enough satellites. 

 Ensure that there is no interference between the Drone-
Control connection. 

 It is not recommended to fly the drone if the wind speed 
is 8-10 m/s or more. 

Also, avoid proceeding if weather conditions are not 
suitable (Rain, thunderstorm, fog). It is recommended to 
monitor weather measurement data, temperature, wind speed 
and direction, precipitation probability, cloud cover percentage, 
visibility distance, available satellites, and KP level. The latter 
measures the geomagnetic disruption caused by solar activity, 
with 0 being the minimum level, nine being the maximum, and 
3 or 4 being safe to fly. If this index is high, it generates 
inaccuracy in the global positioning system and a decrease or 
fluctuation in the number of blocked satellites. 

D. Pre-flight Verification 

Before starting the flight, a checklist should be considered 
to certify that the initial variables guarantee a safe flight. This 
process is facilitated by using the DJI mobile application for 
the case study. The following aspects should be verified: 

 Packing list: this starts by checking the application 
update, downloaded maps, cell phone, and radio control 
battery charged, SD card with enough space, propeller 
condition, lens cloths, and UAV pilot license. 

 Hover checklist: The drone is inspected for defects, 
battery correctly positioned and sufficiently charged, 
propellers adjusted, camera protector removed, SD card 
in position, monitor brightness at maximum, and 
antennas in position. 

 Take-off verification: Check for the presence of other 
drones in the area, warn the spectators that the drone is 
going to take off, look for/listen for defects in the drone, 
monitor battery power, and signal strength. 

E. Post-flight Verification 

After landing, the drone should be turned off. Place the 
camera protector, put the batteries away, recharge them, and 
remove the cell phone or tablet. In addition, the radio control 
should be turned off and put away. The propellers should be 
removed, cleaned, and put away. Cables should be 
disconnected, the photographs taken should be downloaded to 
the computer, and, finally, the drone should be cleaned and put 
away. 

F. Image Processing 

Photogrammetry techniques are used to reconstruct the 3D 
model from photographs. In the case study, Agisoft Metashape 
Professional software was used to process the images taken. In 
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the first instance, these are aligned, a process consisting of 
joining each photograph's geo referenced points. The result is 
dependent on the correlation percentages used in the flight. The 
"Dense Point Cloud" is created, a set of vertices in a three-
dimensional coordinate system. These vertices are identified as 
X, Y, and Z coordinates and represent the external surface of 
an object. It is possible to make the "Mesh", which is the basis 
for generating a texture completely created in the next process 
called "Texture", now the three-dimensional model is obtained. 
If a detailed texture is required, the process called "Tiled 
model" is applied, created from the dense point cloud. This 3D 
model is useful to observe structures that are not accurately 
detailed in a simple photograph. Finally, the "Digital Elevation 
Model" and the "Orthophoto" are generated. The first one 
provides information about the different heights presented in 
the terrain, being an important tool to assess the vertical 
evolution of the work. At the same time, the second tool is the 
pairing of all the photographs represented in a new composite 
image. Because these maps accurately illustrate the land, it is 
possible to measure real distances. 

G. Data Analysis 

In the case under study, at the beginning of the monitoring 
of the work indicated, it was provided by those in charge, the 
schedule called "Construction of mixed superstructure" of the 
Postgraduate Building, which began on August 15, 2018, and 
ended on July 8, 2019, with a duration of 266 days. Based on 
this, the analysis and comparison with the software-generated 
models were started. This process consists of taking each item, 
specifying whether it is built within the defined dates, and then 
writing a report. 

Finally, a comparison was made between the aerial 
monitoring reports and those provided by the construction 
supervisor to determine whether the proposed methodology is 
more efficient than the one used traditionally. 

V. RESULTS AND ANALYSIS 

This section presents the results obtained with the applied 
methodology. Fig. 3 shows a comparison between the initial 
day of aerial monitoring to the site (August 2, 2018) and the 
last day (May 24, 2019). A total of 8 months were considered 
in the investigation, excluding December 2018 and January 
2019. 

Table IV shows the activities corresponding to the work 
development processes. 

The analysis of the processed models and their comparison 
with the work schedules are presented in Table V. In addition, 
observations of the status of each activity are shown with their 
respective dates. 

The success cases presented in [9] show applications in the 
construction industry of RPAS in passive mode, i.e. only the 
images are acquired and the reconstruction of the site is 
performed. In our work, in addition to delivering the 
orthophotomosaic, an on-site measurement of the quantities of 
executed work is performed. 

In [11] was described basic method for photogrammetry 
orientation. This paper is result of case study to automate the 
whole process of construction project. In our job was 
considered characteristics of vehicle and flight conditions, 
safety and chronograph actualization used measurements from 
flight data, this information beyond automate monitoring 
construction process. 

As shown in Table IV, the construction site presents some 
delays observed in the photographic records obtained in the 
proposed methodology. In addition, a contrast can be made 
between what was built (an aerial photogrammetric record) and 
what was established in the schedule. 

Due to these delays in phase 1 of the work (Underground), 
the contractor reprogrammed times and presented a new 
schedule of the same stages initially exposed (Construction of 
composite superstructure). The stakeout began on March 18, 
2019, and ended on July 15, 2019. This generated that part of 
the data obtained in the aerial monitoring did not present the 
construction of the items. In addition, the new dates exceeded 
the estimated monitoring time range (8 months). The weather 
is against the methodology presented, but it is also against the 
construction progress, so the monitoring process is not 
affected. 

Some of the reasons for the delays were: Restricted hours 
of use of the crane tower due to its noise and proximity to a 
residential area. The rains, the water table, and shallow water 
that drained over the excavation caused flooding. Based on the 
results obtained and the comparisons made with the 
supervision reports of the work, it can be deduced that the 
methodology created is efficient, safe, fast, and accurate, 
facilitating the preparation of reports and other supervision 
activities. 

 

Fig. 3. Research Methodology. 
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TABLE IV. WORK DEVELOPMENT PROCESSES ACTIVITIES 

Activity Description 

1 Columns-screens in concrete LEVEL +1.50 to LEVEL +6.00. SOUTH SIDE. 

2 Concrete columns-screens LEVEL +1.50 to LEVEL +6.00. NORTH SIDE 

3 Beams and solid mezzanine slab. LEVEL +6.00. SOUTH SIDE - Metal structure slab and classrooms LEVEL +6.00. SOUTH SIDE 

4 Concrete columns-screens LEVEL +6.00 to LEVEL +9.70. SOUTH SIDE. 

5 Beams and solid mezzanine slab LEVEL +9.70. SOUTH SIDE. - Metal structure slab and classrooms LEVEL +9.70. SOUTH SIDE. 

6 
Beams and solid mezzanine floor slab LEVEL +6.00 NORTH SIDE - Metal structure slab and classrooms LEVEL +6.00 NORTH SIDE - 

Circulations and bridges LEVEL +6.00. 

7 Concrete columns-screens LEVEL +6.00 to LEVEL +9.70 NORTH SIDE - Metal structure slab and classrooms LEVEL +9.70 NORTH SIDE 

8 South side stage 1: Beams axes 4, 5, 6 and 7. 

9 South side stage 1: IP profiles, classroom metal structure, classroom connectors axes 7-6, 6-5, and 5-4. 

10 South side stage 1: Casting of classroom slabs axes 7-6, 6-5, 5-4. 

11 South side stage 1: Screens MP-1 level + 8.30 to +11.20 

12 South side stage 1: Screens CP-1 level +9.70 to +11.20 

13 South side, stage 2: Beams axes 2, 3 and 8. 

14 South side, stage 2: IP Profiles, Classroom collaborating sheet, Classroom connectors axes 8-7, 4-3, and 3-2. 

15 South side stage 2: Casting of classroom slab axes 7-6, 6-5, 5-4 

16 South side stage 2: Screens MP-1 level + 8.30 to +11.20 

17 South side stage 2: Screens CP-1 level +9.70 to +12.60 

18 Stage 3: Bridges and circulations 

19 North side stage 1: Beams axes 7, 6, 5 and 4 

20 North side stage 1: IP Profiles, Collaborating sheeting classroom, Connectors classrooms axes 8-7, 4-3, and 3-2 

21 North side stage 1: Casting of classroom slab axes 7-6, 6-5, 5-4 

22 North side stage 1: Screens MP-1 level + 8.30 to +11.20 

23 North side stage 1: Screens CP-1 level +9.70 to +12.60 

TABLE V. ANALYSIS OF PROCESSED MODELS AND COMPARISON WITH SCHEDULED 

Activity 
Schedule 

Observations 
Start date End date 

1 15/08/18  8/09/18 
In the model produced from the photographs of the September 19, 2018 photogrammetric flight, it can be seen that 12 

of the 14 concrete screens have been constructed. 

2 25/09/18 19/10/18 
On September 28, 2018, the placement of the +1.50m level metal structure is being completed. Between October 9 
and October 18 of the same month, the established in this topic was built. 

3 10/09/18 3/10/18 
On September 19, construction had not yet started. This started on October 9, 2018 and was completed between 

March 12 and March 21, 2019. 

4 4/10/18 29/10/18 
On October 9, construction had not yet started. According to the photogrammetric record of February 22, 2019, this 

item is completed.  

5 30/10/18 24/11/18 
On March 21, 2019, the start of the beam work was observed. On April 25, the assembly of the metallic structure is 
being done and on May 3, the casting of the mezzanine slab will start. 

6 20/10/18 15/11/18 

On October 23, 2018, the construction of the columns-screens from +1.50m to +6.00m started. On November 16, 

2018, i.e. one day after the completion of items 1, 2 and 3, the column-screens were completed. Between February 22 

and March 28, 2019, items 1 and 2 were completed, item 3 is completed on April 25, 2019, in these items the work 
had an approximate delay of 3 months. 

7 16/11/18 11/12/18 

On November 16, 2018, despite being the same day that this topic should be started, the work presents a delay, due to 

the fact that on that day they were just finishing the +1.50m level screens. This item was completed between March 
28 and April 3, 2019. 

8 26/03/19 10/04/19 
This issue in general includes the whole process of construction of the beams in shafts 4, 5, 6 and 7, it is concluded 

that the construction of these was completed on time. 

9 10/04/19 23/04/19 
On April 25, 2019, the work presents a delay due to the fact that only the metallic structure of axes 4-5 and 5-6 is 
finished, and that of axes 7-6 were implemented between April 25 and 28. 
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10 17/04/19 25/04/19 
On April 25 (the same day that this item should have been completed), the metallic structure is being placed, 
generating a backlog in this item. The casting of the classroom slabs begins between April 28 and May 3, 2019. 

11 10/04/19 25/04/19 Item completed within the time established in the schedule. 

12 15/04/19 29/04/19 Topic completed within the time stated in the schedule. 

13 29/03/19 15/04/19 
This topic in general includes the whole process of construction of the beams in axes 2, 3 and 8, from the 

photogrammetric analysis, it is concluded that the construction of these was performed in the established time. 

14 15/04/19 27/04/19 On May 3, 2019, the work presents a delay due to the fact that only the metallic structure of axes 3-4 is finished. 

15 24/04/19 29/04/19 On May 3, the slab of the classroom that composes axes 8-7 is being cast, this should have been cast 4 days ago. 

16 15/04/19 27/04/19 Item completed within the time established in the schedule. 

17 27/04/19 07/05/19 Item done in the time established in the schedule. 

18 27/04/19 09/05/19 
On May 3, 2019, it can be observed that the circulation of the south side, which compose axes 8, 7, 6, 6, 5 and 4, are 

being finished, which generates that the work has a delay. 

19 03/04/19 09/04/19 
This issue includes the whole process of construction of the beams in axes 7, 6, 5 and 4, the elaboration of the beams 

started on May 3, 2019. 

20 09/04/19 23/04/19 On May 3, 2019, only the profiles of axes 5-6 have been located. 

21 16/04/19 23/04/19 Performing the photogrammetric analysis, it is observed that the work presents delay in this subject. 

22 09/04/19 24/04/19 Item completed within the time established in the schedule. 

23 13/04/19 29/04/19 Item completed within the time established in the schedule. 

VI. CONCLUSION 

This paper deals with the monitoring of infrastructure 
works using aerial photogrammetry. The use of the drone 
becomes an active tool in the task of monitoring the evolution 
of the work, since, with an overflight combined with image 
processing software, it is possible to evaluate the entire 
structural construction area, which reduces the displacement of 
personnel within it and the taking of specific photographs for 
each work activity. The methodology presented in this research 
is efficient and suitable for construction site monitoring. The 
management of the aircraft requirements, the identification of 
the flight zone, the safety conditions and the photogrammetry 
requirements allowed obtaining the final objective of 
comparing the data collected and the data provided by the 
supervisor in a civil construction. The data obtained showed 
the delay in the construction and there was a need to make 
modifications in the construction schedule of the work. 
Validation of the methodology is not achieved with a single 
case of application, so the conclusions presented here are 
limited to this study. To have an external validation, it is 
suggested the application of the proposed development and 
tested in different conditions. 
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Abstract—Pipeline transportation is particularly significant 

nowadays because it can transfer liquids or gases over a long 

distance, usually to a market area for use, using a system of 

pipes. The pipeline's numerous fittings, such as elbows and tees, 

as well as the various sizes and types of materials utilized, make 

routine inspection and maintenance challenging for the 

technician. Therefore, the compact and portable pipe inspection 

robots with pneumatic actuators are required for use in industry 

especially in hazardous areas. Flexible pneumatic actuators with 

clean and safe pneumatic energy have high mobility to move in 

complex pipelines. High safety features such as no oil or electrical 

leakage, which would be dangerous if used in an explosive 

environment are a major factor it is widely used nowadays. As a 

result, the goal of this study is to propose and present the 

development of pipe inspection robot that employ soft actuators 

and are monitored by LabVIEW for usage in a variety of pipe 

sizes and types. This research focuses on the movement of robots 

in the pipeline by proposing some important mechanisms such as 

sliding mechanism, holding mechanism, and bending unit to 

move easily and effectively in the pipeline. Experiments show 

that with an appropriate pneumatic pressure source of 4 bar, a 

flexible robot using the soft pneumatic actuator can bend and 

move in a 2-inch diameter pipe smoothly and efficiently. It has 

been discovered that the proposed mechanism may readily travel 

pipe corners while bending in any required direction. 

Keywords—Soft pneumatic actuator; pipe inspection robot; 

flexible actuator; microcontroller; sliding and holding mechanism 

I. INTRODUCTION 

Robotic development is currently one of the most important 
concerns of the twenty-first century, as robotics is widely used 
in a range of fields, including engineering, medical, agriculture, 
education, art, and more [1-4]. Robots have been built in a 
variety of ways in the industrial world to eliminate or limit 
human involvement in forced labor and hazardous working 
conditions [5-9]. Water and gas pipelines are extremely 
complicated due to the sizing and type of piping utilized, as 

well as the presence of massive numerical corners and joints. 
Furthermore, pipelines are the most frequent technique of 
transporting oil and gas from one location to another in the oil 
and gas business since they are more cost effective than other 
modes of transportation. Corrosion, fluid leakage, inefficiency, 
and other factors necessitate frequent maintenance of these 
pipelines. Furthermore, most pipelines are located underground 
or undersea, making direct inspections of the pipes difficult for 
technicians. As a result, robotic inspection has been created 
using a variety of pipe inspection technologies to accommodate 
varied pipeline configurations [10]. There have been various 
varieties of inspection robots produced, including the wheel 
type, walking type, inchworm type, pig type, and caterpillar 
type [11]. In pipe inspection, the robot must have good 
mobility to carry out the inspection operation, and it is even 
better if the robot has a flexible body that can alter naturally 
without causing any disruption or getting caught in the middle 
of the inspection. 

Pneumatic actuators, sometimes called air actuators, are 
low-cost and safe motion control devices that convert energy 
from pressurized gas or air into linear or rotational motion [12, 
13, 14]. The scientific community has recently become more 
interested in appropriate and adaptable systems to investigate 
pneumatic actuation capabilities for increasingly complex 
occupations [15, 16, 17]. It is deemed feasible and safe for use 
in pipe inspection because it does not rely on electricity as its 
primary source of energy. Pneumatic actuators have been 
shown to be suitable for pipe inspection in different research 
situations [18, 19, 20] due to their ability to prevent explosions 
and short circuits. Furthermore, today's researchers have 
developed a variety of pneumatic actuators, one of which is the 
soft pneumatic actuator, which is widely employed in the 
rehabilitation sector [16]. This study used a soft pneumatic 
actuator on the front of the robot known as a bending unit to 
navigate the robot in the desired direction through the pipe. 
The inspection robot must include a specific mechanism, such 
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as a holding and sliding mechanism, to stimulate robot 
movement during the inspection process [20]. In order to 
accomplish smooth and effective movement when operating 
inside the pipe, the pipeline inspection robot with a holding and 
sliding mechanism that utilizes flexible soft pneumatic 
actuators was designed and tested in this study. 

II. METHODOLOGY 

The pipe inspection robot's prototype design is shown in 
Fig. 1. The gripping mechanism, bending unit, and sliding unit 
make up the pipe inspection robot. The robot prototype is about 
500 mm in length. 

 
(a) Isometric view. 

 
(b) Left view. 

 
(c) Front view. 

Fig. 1. Prototype Design of Pipe Inspection Robot. 

The robot's prototype is shown in Fig. 2. As a navigator, 
this robot has a pneumatic soft actuator bending unit mounted 
on the front of the robot. The soft actuator can bend in any 
direction and adjust depending on the angle of the pipe's tees 
and elbows. The inspection robot's body is also equipped with 
soft actuator sliding and holding mechanisms. Because of its 
modest size, this flexible actuator is suited for use, allowing the 
flexible body to move organically in accordance with the soft 
actuator. The robot requires 6 ports for air pressure to be 
delivered to three primary parts: the bending unit, sliding 

mechanism, and holding mechanism. Because the bending unit 
needs to bend and regulate the direction of the robot on the X, 
Y, and Z axes, it has three air supplies. The holding mechanism 
requires two airports for the upper and lower bodies to keep the 
robot inside the pipe, whereas the operating and sliding 
mechanism only requires one port to push and pull the robot. 
However, as compared to the holding unit, the sliding and 
bending units employ different amounts of pressure. This is 
since the sliding and bending units are made of different 
materials and have different structures than the holding 
mechanism. The air pressure provided to the holding 
mechanism is lower than that to the sliding and bending unit. 
Only the holding mechanism component employed a 6 mm 
pneumatic fitting, whereas the rest of the pneumatic fittings 
were 4 mm. 

 

Fig. 2. Prototype of Robot. 

III. CONTROL SYSTEM 

Fig. 3 depicts the robot control system in block diagram. A 
sliding mechanism, six on/off control valves, an Arduino 
microcontroller (MEGA 2560 REV3), and a personal computer 
are used to build control system programming and send 
commands to the Arduino in the moving process. 

The working principle of the proposed robot is shown in 
Fig. 4. First, the pipe holding mechanism at the end of the 
robot expands so that it can hold the pipe (1). Next, actuators in 
the sliding mechanism are pressurized, then, the sliding 
mechanism extends (2). When the actuators reach at maximum 
length, the top of pipe holding mechanism expands to hold the 
robot inside the pipe (3). Next, pipe holding mechanism at the 
end of robot contracts (4). Then, the compressed air in 
chambers of three actuators is exhausted. At the same time, the 
sliding mechanism contracts and end holding mechanism 
moves forward (5). By repeating these processes from (1) to 
(5), the robot will move forward as an inchworm. On the other 
hand, the backward motion can be realized by using the 
opposite operation mentioned above. In the case to steer the 
robot toward desired direction in pipe joint, first, bending 
actuator of the sliding mechanism is generated by pressurizing 
one or two extension type flexible actuators. Next, from this 
condition of bending motion, three actuators in the sliding 
mechanism are pressurized. Then, the robot can move forward 
while changing moving direction. The robot can move to six 
directions by pressurized one or two extension type flexible 
pneumatic actuators on the sliding mechanism. 
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Fig. 3. Block Diagram of the Control System. 

 

Fig. 4. Operating Principle of the Inspection Robot. 

 

Fig. 5. Prototype Flow Chart. 

The control system's flow chart is shown in Fig. 5. The 
operator can manually control and monitor the inspection robot 
in this investigation via a graphical interface. The Arduino will 
receive and process all input data from the interface before 
sending the output to the pneumatic valve. The pneumatic 
valve regulates the flow of pneumatic pressure into and out of 
the soft actuators and silicone rubber tube. The inspection robot 
can travel forward or backward, as well as bend left or right, 
while functioning in the pipe, due to the pneumatic valve's 
control system. 

IV. RESULT AND DISCUSSION 

The controller's interface is shown in Fig. 6. Each 
component that must be controlled by the operator is shown on 
the LabVIEW interface. The gear in the Fig. 6 determines 
whether to move the robot forward or backward when 
operating inside the pipeline. Toggle up for forward movement 
and down for backward movement. The program's block 
diagram alters as a result of the operator's instructions. When a 
component is turned on, the light turns green, as seen in the 
Fig. 7. 

All robotic systems are started using the start pushbutton as 
a switch mechanism. The system will not function unless this 
button is pressed. Head (H), Body (B), and Tail (T) indicators 
are key components for the holding and sliding mechanism. 
Holding mechanisms that utilise silicone rubber tubes as 
holdings between pipes and robots are designated by the letters 
H and T. For push and pull approaches, B is for the sliding 
mechanism that uses a soft actuator to extend forward or 
backward. The 3-axis controls X, Y, and Z in Fig. 6 are used to 
control the robot's direction. This controller can move in six 
directions: X, Y, Z, XY, XZ, and YZ. When the robot reaches 
the pipeline intersection, this navigation system is required. 

 

Fig. 6. LabVIEW Controller Interface. 

 

Fig. 7. Light Green Colour on Interface. 
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Fig. 8. View of the Curving Movement using a Bending Unit. 

 

Fig. 9. Graph Bending Angle against Pressure. 

For the bending unit, it consists of three pneumatic soft 
actuators that are joined together and can bend when pressure 
is applied to it. A silicone rubber tube with a diameter of 2 mm 
on the inside and 4 mm on the outside makes up these soft 
actuators. The soft actuators are placed parallel every 120 
degrees from the center of the disc. By placing three soft 
actuators in the X, Y, and Z axis positions, the bending unit can 
generate 6 directions to bend in the X, Y, Z, XY, XZ, and YZ 
axes. The bending motion was caused by a combination of 
artificial muscle contraction and expansion concepts. When air 
pressure is applied to the soft actuator, the resulting force 
increases as the air pressure is increased. Fig. 8 depicts the use 
of a bending unit to create a curved movement. Fig. 9 depicts a 
bending angle graph when pressure is applied to a bending 
unit. Based on Fig. 9, with a pressure of 4 bar, the maximum 
bending angle can be achieved up to 120 degrees. However, if 
the air pressure is less than 1 bar, the bending unit will not have 
enough pressure to move and bend in the appropriate direction. 

The diagram of the holding mechanism when expanding 
and contracting outside and within the pipe is shown in Fig. 10. 
The mechanism is made from a single silicon rubber tube that 
may expand and shrink. The device has a 50 mm exterior 
diameter and a 100 mm length. The following is the working 
theory for pipe holding. As supply pressure is applied to the 
tube, it can expand until it reaches the inside diameter of the 
pipeline. A maximum outer diameter of 80 mm can be attained 
with a supply pressure of 2 bar. When the input pressure is 
withdrawn, the mechanism returns to its previous shape by 
restoring the force of the rubber. This device can prevent the 
robot from slipping in the pipe by using silicone rubber as the 
main material and repeating the processes specified. Because 
of the robotic mechanism's ability to expand to meet piping 

sizes, the robot can be employed in a variety of piping systems. 
Robots with the ability to work in several dimensions of the 
piping system will cut inspection costs and make the operation 
easier to complete. 

An experiment was carried out to assess the consistency of 
the tested flexible sliding mechanism. The sliding mechanism 
is made up of a single soft actuator that connects the robot's 
head and tail. To archive a maximum movement, this actuator 
will extend to its maximum length. After the upper body robot 
grips the pipe, the pressure is released, and the robot's lower 
body is pulled, and the process is repeated. The experiment of 
extending a soft actuator in pushing and pulling action is 
shown in Fig. 11. The movement of the robot can be viewed 
using a ruler as a reference, and if the pressure is maintained, 
the soft actuator will continue to stretch. Because the actuator 
may burst, the maximum pressure supplied must not exceed 5 
bars. The greatest extension, as indicated in Fig. 11(4), can be 
seen. 

 

Fig. 10. Diagram of the Holding Mechanism when Expanding and 

Contracting Outside and Inside the Pipe. 

 

Fig. 11. Extension Testing of Soft Actuator. 
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Fig. 12. Extension (Inch) against Pressure (Bar). 

The extension of the sliding mechanism against pressure is 
shown in Fig. 12. During extension testing, we discovered that 
when the air pressure is below 2 bar, only minor movement is 
visible. As a result, the air pressure provided to the actuator 
must be greater than 2 bar in order to see some physical change 
on the soft actuator. Data was logged from the soft actuator's 
initial length (150 mm) to its maximum extension (180 mm). 
We can determine the amount of pressure required to move the 
robot at the ideal speed and length using this graph. 

Fig. 13 shows the prototype moving effectively through the 
2-inch pipe. According to the statistics, depending on the air 
pressure, the time necessary for the prototype to flow through 
the pipeline will grow or decrease. The prototype moves more 
quickly at high pressure than at low pressure because high 
pressure air allows the sliding mechanism to expand further 
and reach its full length. From the experimental results, with a 
supply pressure of 4 bar, the proposed robot can move through 
a 2 -inch diameter pipe as far as 3 meters for 37.8 s. As a result, 
the suggested inspection robot is particularly efficient in terms 
of speed relative to size, thanks to its compact and lightweight 
body size and ability to move fast inside the pipe. 

 

Fig. 13. The Graph of Distance Compared to Time (Min). 

Fig. 14 shows a picture of the holding mechanism being 
tested when the applied pressure is 0 kPa and 200 kPa. When 
the applied pressure is 200 kPa, the holding system can hold 3 
inch-diameter PVC pipe, as can be seen on the right side of 
Fig. 14. The radial orientation of the rubber tube expands when 
the input pressure is applied to it. When a supply pressure of 

200 kPa is applied, a peak exterior diameter of 80 mm can be 
attained. The device returns to its previous condition when the 
input pressure is released. 

 

Fig. 14. Holding Mechanism Testing. 

The holding mechanism has no effect on the robot's speed 
because it just serves to grab the pipeline. The holding 
mechanism can assist the robot in moving inside the pipe more 
efficiently with proper movement operation and steps. 
Furthermore, when fed with a pressure of 200 kPa, the holding 
mechanism may adjust the size of the rubber tube up to a 
maximum of 80 mm in diameter, preventing the robot from 
slipping inside the pipe. This will enable the inspection robot 
travel more smoothly in the pipe with many tees, elbows, and 
sockets, in addition to the robot configuration that includes a 
bending unit and sliding mechanism. 

V. CONCLUSION 

The purpose of the project is to develop the soft actuator 
inspection robot that can move smoothly and efficiently in 
different pipe sizes. The proposed inspection robot is equipped 
with a bending unit, sliding mechanism, and holding 
mechanism to help it move inside the pipe more quickly and 
smoothly. To control its navigation, the project has also built 
an interface using LabVIEW to operate the robot more easily 
and securely. This interface can also instruct the robot to bend 
in 6 predetermined directions in addition to moving forward or 
backward. From the experimental results, with a supply 
pressure of 4 bar, the proposed robot can move through a 2 -
inch diameter pipe as far as 3 meters for 37.8 s. Moreover, by 
supplying a pressure of 4 bar, the bending unit can produce a 
maximum bending angle of 120 degrees. Then, when supplied 
with a pressure of 200 kPa, the holding mechanism can change 
the size of the rubber tube to a maximum of 80 mm in diameter 
and can prevent the robot from slipping inside the pipe. In 
conclusion, the aims of this project have been accomplished 
with a soft actuator robot that can travel smoothly in the pipe 
and the proposed control system can control the path of the 
robot using the constructed interface. 
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Abstract—In this intelligent transportation systems era, 

traffic congestion analysis in terms of vehicle detection followed 

by tracking their speed is gaining tremendous attention due to its 

complicated intrinsic ingredients. Specifically, in the existing 

literature, vehicle detection on highway roads are studied 

extensively while, to the best of our knowledge the identification 

and tracking of heavy-construction vehicles such as rollers are 

not yet fully explored. More specifically, heavy- construction 

vehicles such as road rollers, trenchers and bulldozers 

significantly aggravate the congestion in urban roads during 

peak hours because of their deadly slow movement rates 

accompanied by their occupation of majority of road portions. 

Due to these reasons, promising frameworks are very much 

important, which can identify the heavy-construction vehicles 

moving in urban traffic-prone roads so that appropriate 

congestion evaluation strategies can be adopted to monitor traffic 

situations. To solve these issues, this article proposes a new deep-

learning based detection framework, which employs Single Shot 

Detector (SSD)-based object detection system consisting of CNNs. 

The experimental evaluations extensively carried out on three 

different datasets including the benchmark ones MIO-TCD 

localization dataset, clearly demonstrate the enhanced 

performance of the proposed detection framework in terms of 

confidence scores and time efficiency when compared to the 

existing techniques. 

Keywords—Intelligent transportation systems; heavy-

construction vehicles detection; traffic monitoring and SSD-based 

CNN component; deep learning 

I. INTRODUCTION 

Now-a-days, Machine-learning based transportation 
systems are gaining more popularity due to the incorporation of 
deep-learning technology for various traffic domains such as 
traffic monitoring, speed measurement, density estimation and 
so on [1]. Further, due to the presence of upgraded visual 
surveillance systems along with GPS, makes it possible to 
generate enormous volume of traffic information, which can be 
used for future processing. As a result, traffic monitoring by 
means of analyzing traffic congestion using movement of 
vehicles is acquiring enormous attention in the recent years due 
to its complicated intrinsic factors. Specifically, the state-of-the 
art highly sophisticated traffic surveillance cameras are 
capturing traffic flow along with rich-set of traffic parameters, 
which in turn can be effectively employed for detection 
followed by tracking of targeted vehicles in the given traffic 

environment. 

Generally speaking, the performance of any traffic 
monitoring system is primarily dependent on two critical 
factors -speed of moving vehicle and density of road-traffic, 
which may vary from minimum to a greater extent. 
Specifically, in the present literature, urban traffic monitoring 
is implemented by means of analyzing traffic congestion of 
roads based on vehicle speed and road category aspects [1].It is 
possible to detect the slow moving vehicles in urban traffic 
using Robust Visual Features. Authors have proposed a new 
visual feature to detect the vehicles suing SURF based Features 
[2]. However, in the real-world road scenarios, the speed of the 
given vehicle mainly depends upon the type of vehicle such as 
slow-moving Excavator vs fast moving sports car. Due to these 
reasons, the classification followed by the exact identification 
of target moving vehicles in given traffic scenarios is very 
much important, so that the reliability of given traffic 
monitoring system can be guaranteed to a greater extent [3]. In 
addition to that accurate identification of target moving 
vehicles is very much essential in order to reduce the false 
alarms in target vehicle classification systems. 

From another perspective, in the existing road traffic 
situations, one of the critical factors for heavy-traffic 
congestion is the presence of construction vehicles such as 
Front-end loaders and Rollers, which generally move at dead-
slow speed. Precisely, the construction vehicles while moving 
dominate a huge portion of road due to their bigger size when 
compared with other vehicles such as cars. Further, the 
construction vehicles generally move at a low-paced manner 
and fail to follow with the average speed of other moving 
vehicles, due to which they affect the flow of moving traffic to 
a greater extent. In other words, on road construction vehicles 
are becoming a main hindrance in the present urban traffic 
situations, due to their severe impact in terms of reducing the 
average traffic flow on the specified urban roads. In this way, 
the existence of heavy construction vehicles on the urban 
traffic scenes significantly affects the traffic flow 
characteristics to a larger extent. In order to solve these issues, 
the accurate detection followed by tracking of heavy- 
construction vehicles in urban traffic roads are very much 
compulsory so that the traffic in congested urban roads can be 
controlled as well as monitored up to certain extent on-road 
traffic situations. The organization of the article is described as 
follows. Section I gives the introduction of the topic. Section II 
explains the existing literature survey. Section III gives the 
methodology frame work of the proposed Single Shot Detector 
(SSD)-based object detection framework, which can detect the 
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construction vehicles in traffic. Section IV shows the results 
and discussion. Section V concludes the paper with future 
work. 

II. RELATED WORK 

From the past few decades, a huge number of attempts is 
made in the literature towards identification and tracking of 
moving vehicles in urban traffic scenarios. For instance, Wang 
et al. [1] presented spatio-temporal features-based system for 
vehicle detection followed by the type classification of 
vehicles. In this approach, first moving objects are detected 
using spatio-temporal features-based algorithm, which then 
classifies type of detected objects by utilizing features fusion 
methods. Though this method performs better in general 
scenes; yet, it fails for identifying complex vehicle models as 
well as poorly illuminated traffic scenes. Further, Song et al. 
[3] introduced a visual feature- based vehicle detection and 
counting system, which can be employed in highway traffic 
scenarios. Precisely, in this framework, the defining of the road 
surface area consists of a remote area and also a proximal area. 
In each frame, the two road areas are sequentially detected in 
order to get reasonable detection results in the monitoring field. 
The authors employed ORB feature extraction algorithm, to 
predict the position of the object in the image, which is further 
analysed, so that the vehicle trajectory of different objects can 
be calculated. 

Iwasaki et al. [4] proposed a robust vehicle detection 
framework, which uses IR thermal camera based thermal 
images for detecting vehicle positions followed by their 
respective movements. Praveen et al. [5], introduced a 
Gaussian mixture models-based approach for vehicle tracking 
followed by the speed estimation of the moving vehicles in 
various traffic surveillance kind of applications. However, this 
approach fails to attempt towards the detection of construction 
vehicles in traffic-prone urban roads. Further, very recently in 
2020, Afrin and Yodo [6] presented a summative survey of 
various road traffic congestion measures that primarily 
contribute towards resilient and also sustainable transportation 
systems. According to their study, it is suggested that the 
management of traffic in the work zone areas are very much 
important in order to control congestion especially at peak 
hours of movements. In this aspect, they suggest that, the work 
zone should be planned cautiously in terms of ramp meters, 
computerized lane usage systems, coordinated traffic control 
plans and controlling traffic signals, which in turn could be 
useful to reduce the traffic congestions during peak hours. 

Recently, Ankit Gupta et al. [3] in 2019, presented a 
detailed study, which indicated the impact of slowly moving 
vehicles on the capacity of crowed urban roads. Specifically, in 
their study, the authors utilized various road links from the 
urban arterial network of Varanasi, which though having 
widened road lanes, yet poses congestion challenges regularly 
due to the poor traffic management aspects in the Varanasi 
city. Further, they considered passenger car units as the basic 
unit of measuring highway capacity in terms of experimental 
and also direct empirical approaches and thereby performed an 
analysis on the impact of dynamic behavior of passenger car 
units. However, this study mainly concentrates on different 
modes of corrosion-induced failures in the reinforced concrete 

structures and their impacts on service life of the simple 
rectangular beams. Furthermore, Ji et al. [7] presented a video-
based construction vehicles detection framework, which can 
detect hydraulic excavators and dump trucks on state-owned 
land areas. Precisely, the authors introduce detection 
techniques using ROI of inverse valley features of mechanical 
arm as well as spatial-temporal reasoning for identifying 
hydraulic excavators. However, their system employs videos 
captured from stationary cameras and focuses mainly on traffic 
scenes on state-owned land areas. 

To summarize, the existing state-of-the art techniques are 
focusing primarily towards the detection and tracking the speed 
of moving vehicles in urban traffic roads [8], [9], yet not much 
efforts are done for the detection of heavy construction 
vehicles in traffic-prone roads. From another perspective, 
construction vehicles such as road rollers, trenchers and 
bulldozers significantly aggravate the congestion in urban 
roads during peak hours because of their deadly slow 
movement rates accompanied by their occupation of majority 
of road portions. Due to these reasons, promising frameworks 
are very much important, which can identify the heavy-
construction vehicles moving in urban traffic-prone roads so 
that appropriate congestion evaluation strategies can be 
adopted to monitor traffic situations. Further, though vehicle 
detection on highway lanes are studied extensively on the 
literature, yet to the best of our knowledge, detection 
frameworks for identifying heavy-construction vehicles on 
urban traffic scenes are not fully explored. 

A. Motivation and Contributions 

This article presents a deep-learning based detection 
framework, which identifies the heavy construction vehicles 
from the urban traffic scenes by making use of Single Shot 
Detector[10](SSD)-based object detection using convolutional 
neural networks. Specifically, the proposed construction 
vehicle detection framework is named as, “Deep-Learning 
Based Detection Framework”, abbreviated as DLDF, employs 
SSD technique in order to accurately identify the construction 
vehicles present in the moderate to heavily congested traffic 
environments. More specifically, the main contributions of the 
proposed DLDF are given by, 

 A brand-new SSD-based deep learning network with 
feature extraction and detection modules is created by 
the combination of SSD and convolutional layers. 
Precisely, a new SSD network of size 122 layers 
starting from input layer to till softmax layers is 
generated in order to detect heavy construction 
vehicles from traffic scenes. 

 The proposed SSD-based DLDF is trained and tested 
by employing a rich set of databases (app. 137743 
images+) of moving vehicles, which consists of traffic 
scenes collected from three different datasets including 
benchmark MIO-TCD localization dataset [11], VISAL 
Dataset [12] and so on. 

 The performance evaluations of the proposed DLDF 
with state-of-the art technique to demonstrate the better 
predictions along with time efficiency comparisons. 
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III. METHODOLOGY OF PROPOSED FRAMEWORK 

Fig. 1 shows the block diagram of proposed Single Shot 
Detector (SSD)-based object detection framework, which can 
detect the construction vehicles in traffic scenes by making use 
of deep learning based automatically learned image features. 
Specifically, the proposed construction vehicle detection 
framework is named as, “Deep-Learning Based Detection 
Framework”, abbreviated as DLDF, employs SSD technique in 
order to accurately identify the construction vehicles present in 
the heavily congested traffic environments. More specifically, 
the proposed DLD framework consists of two stages namely, 
training as well as testing stages as shown in Fig. 1. 

 

Fig. 1. Block Diagram of Proposed DLDF Framework. 

Initially the input image is fed in to the training stage of the 
framework, which starts with creation of SSD framework 
module. Precisely, the SSD object detection network is created 
which consists of two sub-networks namely, a feature 
extraction network and a detection network. More precisely, 
the feature extraction network is generated by employing a 
pretrained CNN such as Mobile Net whereas detection sub-
network is developed by composing SSD-specific layers and 
few convolutional layers. The SSD layers are used in order to 
specify the several significant input parameters to the proposed 
SSD network including input size, number of classes, size of 
training images and so on. After the SSD network is created, 
data augmentation and preprocessing is carried out in order to 
enhance the network accuracy by randomly transforming the 
original training data. Precisely, the transformations such as 
random flipping, random scaling and jittering image color are 
carried out during data augmentation and preprocessing 
module, in order to increase the variety of training samples. 
After the preprocessing module is completed, the SSD detector 
is trained as per the training parameters such as max epochs 
and initial learning rate as specified during the network 
creation stage. 

In the testing stage, initially the preprocessing 
transformations are applied followed by the execution of 
detector on the test images. Then the resultant detection results 
are evaluated by means of precision and recall metrics. Then 
the object detection results are indicated in the form of outputs 
containing the bounding boxes, scores, and the labels for 
vehicles detected in the image. 

IV. EXPERIMENTAL SETUP AND DATABASE CREATION 

The performance of the proposed DLD framework is 
evaluated on three different datasets as given by. 

 The 2017 MIO-TCD localization dataset [11]. 

 VISAL Dataset [12]. 

 Web-source Traffic videos, which are illustrated as 
follows. 

1) 2017 MIO-TCD localization dataset [11]:” Miovision 

traffic camera dataset” (MIO-TCD) is one of the bench-mark 

dataset widely used in traffic analysis incorporating motor 

vehicles. It includes 11 traffic object classes such as buses, 

trucks, pickup trucks, work vans and pedestrians. It contains 

7,86,702 annotated images captured at different timings of the 

day by hundreds of traffic surveillance cameras that are 

deployed in Canada and the United States. The 2017 MIO-

TCD localization dataset contains 137,743 high resolution 

images each consisting of one or more foreground objects 

among the predefined object classes. Specifically, the 110,000 

training images and 27,743 testing images from this dataset are 

utilized in order to evaluate the performance of the proposed 

framework. 

2) VISAL dataset [12]: This Video, Image, and Sound 

Analysis Lab (VISAL) dataset is created for highway traffic 

video classification purpose, which consists of set of highway 

traffic videos ranging from low, medium, or high traffic 

scenes. 

3) Openly available traffic videos: Different images of 

construction vehicles are extracted from web-based traffic 

videos are considered for the experimentation purpose in the 

proposed framework. Specifically, 10+ categories of 

construction vehicles dumping truck, bulldozers, Excavators, 

grader and front-end loader images from low-density as well as 

high-density traffic roads are considered for evaluation 

purposes. 

Fig. 2 shows the snapshot of sample database images that 
are considered for training and testing stages of the proposed 
DLD framework as given below. The proposed DLD 
framework is evaluated in HP -Pro laptop of Intel Core i5-2.71 
GHz processor, 8 GB RAM, 64-bit OS with MATLAB 
environment. Initially, the performance of proposed SSD 
framework for detecting construction vehicles from traffic 
scenes is evaluating by means of creation of SSD-based deep 
learning network with feature extraction and detection 
modules. Specifically, in the proposed DLD framework, SSD 
network of size 122 layers starting with input to focalloss and 
softmax layers is generated in order to detect construction 
vehicles from traffic scenes. More specifically, Fig. 3(a) shows 
the snapshot of Layer-Graph (Lgraph) generated by the 
proposed DLD framework, which clearly indicates the first few 
layer‟s pictorial version, name of each layer along with type, 

activation function, weight and bias values. Similarly, Fig. 3(b) 

illustrates the snapshot of last few layers along with all other 
specifications of each layer. 
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Fig. 2. Snapshot of Sample Database Images. 

V. RESULT AND DISCUSSION 

For evaluation purpose, the proposed deep-learning based 
Detection framework DLDF is compared with state-of-the art 
approach introduced by Ji et al. [4] by considering similar kind 
of experimentation scenarios. Specifically, the efficiency and 
effectiveness of the proposed DLDF framework is compared 
with that of the reference method, which are mentioned in 
subsequent discussions as follows: 

1) Method 1: proposed DLDF method -indicated as DLDF 

Method. 

2) Method 2: ROI-based method by Ji et al. [4] - indicated 

as Ref.Method illustrated as follows. 

Fig. 3 and 4 shows the snapshot of the last few layers used 
in Lgraph with specifications for the analysis used for training. 
Fig. 5 shows the detection results of proposed DLDF method 
by means of bounding box and label. Specifically, the heavy 
construction vehicle named ‟Excavator‟ moving in a field-side 
road is exactly detected by proposed DLDF technique in terms 
of bounding box with suitable dimensions as well as 
confidence level scores. More specifically, the proposed DLDF 
framework accurately identifies the Excavator vehicle by 
means of bounding box of dimensions (101, 53,147,114) and 
confidence level score of value 75.56%. Further the total time 
taken by the DLDF framework for detection of this vehicle is 
7.872 seconds including feature extraction and mapping stages. 

Fig. 6 presents the detection results of proposed DLDF 
method in terms of yellow-colour two bounding boxes and 
labels. Specifically, the heavy construction vehicle named 
‟Roller‟ moving in a field-side road is exactly detected by 
proposed DLDF technique in terms of two bounding boxes of 
dimensions (91,28,141,139) and (23,26,177,150) respectively 

whereas confidence level scores of corresponding boxes are 
83.05% and 67.01% respectively. However, the size of Roller 
vehicle seen in the input image is more than the threshold 
boundary of detection boxes; therefore, the complete vehicle is 
mapped into two bounding boxes, with the primary box 
indicating higher confidence results when compared with that 
of secondary bounding box. 

 

Fig. 3. Snapshot of Layer-Graph (Lgraph). 

 

Fig. 4. Snapshot of Last Few Layers of Lgraph with Specification. 
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Fig. 5. Detection Results for Excavator Vehicles. 

Fig. 7 indicates the construction vehicle detection results of 
proposed DLDF framework in terms of ‟Vehicle‟ label 
followed by a bounding box. Precisely, the heavy construction 
vehicle named UNAC ‟Trencher‟ moving on road-side is 
exactly detected by proposed DLDF technique in terms of 
bounding box with suitable dimensions as well as confidence 
level scores. More precisely, the proposed DLDF framework 
accurately identifies the Trencher vehicle by means of 
Bounding box of dimensions (32, 43,156,128) and confidence 
score of value 64.02%. There is a slight decrease in confidence 
scores are due to the presence of external objectives within 
scope of observation and also the movement of vehicle at 
considerably farther distance. 

 

Fig. 6. Detection Results for Roller Vehicles. 

 

Fig. 7. Detection Results of UNAC‟ Trencher „Vehicles. 

 

Fig. 8. (a) Ground Truth Traffic Scene (b) Detection Results of Ref.Method 

(c) Detection Results of DLDF Method. 

Fig. 8 illustrates detection performance of the proposed 
Deep-learning based detection framework (DLDF) by 
comparing with the corresponding results of ROI-based 
method reference method [4]. Specifically, Fig. 8(a) shows the 
ground truth traffic scene taken from the experimental dataset, 
which depicts slightly busy traffic road with various kinds of 
moving vehicles including cars and a construction truck 
vehicle. Fig. 8(b) indicates the detection results of reference 
method in terms of White-colored regions on the resultant 
image. Fig. 8(c) shows the detection results of the proposed 
DLDF method, in which the construction vehicle is exactly 
detected, even though it is moving at a quite reasonably at a 
farther distance. In this way, the better detection results of 
proposed DLDF method can be clearly observed when 
compared with the reference method by means of labeling and 
bounding boxes. 

Further, the efficiency of the proposed DLDF framework is 
evaluated by considering the total time consumption of all 
activities followed by the subsequent comparisons with the 
reference method, which is detailed Table I. Table I results are 
indicated as follows, the time taken by the proposed DLDF 
method for feature extraction is 2.480 seconds followed by 
total prediction time is 4.875 seconds whereas the time taken 
by Ref. method for feature extraction is 2.466 seconds 
followed by total detection time is 4.553 seconds respectively. 
Though, the time taken by the proposed DLDF method is 
slightly high when compared with that of Ref. method, yet it 
shows considerably better performance in terms of detection 
results as shown in Fig. 8(c). Furthermore, the confidence level 
of proposed framework scores 50.93% for the given traffic 
scene, even capturing at a faraway distance, while the ref. 
method achieves only 35.60% for the same scene. In this way, 
it is observed from the detection results that the proposed 
framework performs reasonably better compared to the 
reference technique in terms of good confidence scores. 
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TABLE I. TIME EFFICIENCY COMPARISON RESULTS (IN SECONDS) 

Task Proposed DLDF Ref. Method 

Features extraction 2.480 4.875 

Total Time 2.466 4.553 

 

Fig. 9. Detection Results of Front-End Loader Vehicle. 

Fig. 9 shows the vehicle detection results of proposed 
DLDF framework in terms of 3 ‟Vehicle‟ labels followed by a 
respective bounding box. Specifically, the heavy construction 
vehicle named ‟Front End Loader‟ moving on road-side is 
exactly detected by proposed DLDF technique in terms of 3 
bounding boxes with suitable dimensions and confidence level 
scores as shown in Table II. More specifically, it is observed in 
Table II results that the bounding box with dimensions 
[11,29,167,99] identifies larger portion of the vehicle, which 
results in confidence score of 66.98%, whereas remaining two 
boxes cover slightly lesser portions of vehicle, hence result in 
lesser confidence scores respectively. Since in the middle 
bounding box, the vehicle coverage is more due to which the 
detection confidence scores are also increased as shown in 
Table II. 

Fig. 10 indicates the vehicle detection results of proposed 
DLDF framework by means of a label followed by the 
respective bounding box. Precisely, clustered scene with two 
different construction vehicles named - ‟Bulldozer‟ and ‟TLB‟, 
which are moving on a hilly-road side is considered for 
evaluation purpose. Though the test image includes two 
different construction vehicles, yet the proposed DLDF method 
is able to identify the vehicles at a reasonably good confidence 
level of 63.97%. However, it can be observed that, since the 
input image is slightly cluttered in terms of including body 
parts of two different Vehicles, which may complicate the 
detection process. Due to these reasons, the proposed DLDF 
detects it as single vehicle, since it combines the front portion 
of one vehicle with side portion of another type vehicle. 

Fig. 11 shows the vehicle detection results of proposed 
DLDF framework for the test image, in which blurred version 
of vehicle can be observed. Precisely, it can be noticed that, in 
the test image, the image quality is very low followed by a lot 

of occurrence of overlapping on the construction vehicle, due 
to which the proposed DLDF fails to detect the construction 
vehicle present in the image. If noise and overlapping are 
eliminated from the test image, then the proposed DLDF can 
be employed to detect the presence of vehicle. 

TABLE II. DETECTION RESULTS 

Bounding boxes- dimensions Confidence scores (in %) 

[1 19 121 61] 54.40 

[11 29 167 99] 66.98 

[94 23 171 107 99] 54.55 

 

Fig. 10. Detection Results of Bulldozer, TLB Vehicles. 

 

Fig. 11. Detection Results of Blurred Version of Vehicles. 

VI. CONCLUSION AND FUTURE WORK 

In this article, a new deep-learning based detection 
framework, which employs Single Shot Detector (SSD)-based 
object detection system consisting of CNNs is proposed for 
detecting heavy-construction vehicles on urban traffic scenes. 
The experimental results carried out on three different datasets 
including the benchmark ones, clearly demonstrate the 
enhanced performance of the proposed detection framework in 
terms of confidence scores and time efficiency when compared 
to the existing techniques. In future, the proposed framework 
can be successfully employed on intelligent transportation 
systems for monitoring congested conditions of urban traffic 
situations. 
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Abstract—Autism is a neurobehavioral problem that hinders 

to interact with others. Autistic Spectrum Disorder (ASD) is a 

psychological disorder that hampers procurement of 

etymological, communication, cognitive, social skills and 

Stereotypical motor behaviors and capabilities. Recent research 

revealing that Autism Spectrum Disorder can be diagnosed using 

gaze structures which has opened up a new field where visual 

focus modelling could be highly used. Diagnosis of ASD becomes 

a difficult task due to wide range of symptoms and severity of 

ASD. Deep neural networks have been widely employed and have 

shown to perform well in a variety of visual data processing 

applications. In this paper, typical developed (TD) or ASD is 

classified using Convolution neural Networks (CNN) for the 

fixation maps of the corresponding observer's gaze at a given 

image. The objective of this paper is to observe whether eye-

tracking data of fixation map could classify children with ASD 

and typical development (TD). We further investigated whether 

features on visual fixation would attain better classification 

performance. The proposed CNN model achieves 75.23% 

accuracy for validation. 

Keywords—Autism spectrum disorder; classification; fixation 

maps; eye expression; visual focus; gaze pattern; CNN 

I. INTRODUCTION 

Currently, the world is facing lot of difficulties in medical 
field to diagnose the diseases in early stage. Doctors and 
specialists did not have the benefit of technology to identify a 
disease in prior in order to take precautionary measures to 
predict the diseases in early stage [26]. Once the condition is 
in risky level and becomes too late for treatments, it couldn’t 
help to diagnose the disease. Therefore, by using data science 
algorithms, the data can be analysed efficiently to gain 
meaningful knowledge about the status of a person’s health. 
This increase in figuring technologies for the presentation of 
deep learning techniques in numerous grounds of learning. 
Here in this research I have taken ASD Eye gaze patterns 
image dataset for classifying autistic and typically developed 
children. 

Humans have an amazing tendency to focus on certain 
aspects of an image rather than viewing the whole scene in its 
entirety. Simulating the Visual Focus Modelling (VFM) 
selective focus function, also known as visual focus prediction 
or visual saliency detection. In the fields of computer vision 
and neuroscience, this is a well-known research subject. 
Visual attention helps observers to recognise the essential 

regions of a scenario, which is a critical aspect in many 
applications. Various This research is useful in the 
development of visual attention models such as bottom-up and 
top-bottom saliency models, saccadic models, and models for 
identifying items of interest. 

Recently, several studies have shown that gaze 
characteristics can be used to recognize emotional conditions, 
perceptive processes, and neuropathology particularly in 
persons with Autism Spectrum Disorder (ASD). This has 
opened up a new field in which visual focus modelling can be 
beneficial in a variety of ways, including assisting in the early 
identification of ASD and building Computer-Human 
Interfaces (CHIs) that are suited for people with ASD. 

It has been found that youngsters with ASD can have 
uncommon examples in gaze perception, which is affected by 
the kid’s essential visual handling being unfocussed. 

In this paper, the fixation maps which represents the 
locations of the gaze pattern responding to the given stimuli 
which is useful to decide whether the observer has ASD or not 
[3]. Therefore, a Grand Challenge named "Saliency4ASD: 
Visual centre demonstrating for Autism Spectrum Disorder" 
will be held at IEEE ICME'19 Grand challenge. It is one of the 
Dataset Repository and the key goal of this initiative is to 
coordinate and guide the visual focus modelling community's 
activities toward a social challenge in healthcare. The dataset 
containing fixation maps of children with ASD and TD for 
300 images were shared as part of the Saliency4ASD grand 
challenge in 2019. 

This paper builds a classification model using deep 
learning technique called convolutional neural networks 
(CNNs) model for determining if an observer is typical 
developed (TD) or has ASD based on the fixation maps of the 
associated observer's gaze at the captured image. The 
objective of this paper is to observe whether eye-tracking data 
of fixation map could classify children with ASD and typical 
development (TD). We further investigated whether features 
on visual fixation would attain better classification 
performance. The rest of the paper is organized as follows: 
Section 1 deals with introduction, Second Section gives a 
detailed literature review on classification of ASD, in 
particularly, the works connected to the visual attention study 
from a cognitive perception. Section 3 briefing about Autism 
Spectrum Disorder. Autism is a neurobehavioral problem that 
hinders to interact with others. Autistic Spectrum Disorder 
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(ASD) is a psychological disorder that hampers procurement 
of etymological, communication, cognitive, social skills and 
Stereotypical motor behaviours and capabilities. Section 4 
describes the thorough overview of the Grand Challenge 
"Saliency4ASD operation. Sections 5 and 6 discuss the 
datasets, its types, methods & metrics used in the proposed 
work. Section 7 and 8 represent the proposed model for 
classifying ASD/TD and Results respectively. 

II. RELATED WORK 

Almost all the people with ASD are experiencing more 
challenges with social communication and association, and 
finding difficulty in showing confined examples of behaviour, 
interests, or exercises in any given task [9]. The drawn out 
related issues, may incorporate troubles in performing every 
day works, making and keeping connections, and looking after 
a basic work. ASD isn't just perhaps the most confounded 
mental issues, yet additionally it is quite possibly the most 
effortlessly acquired. A more experienced parent, an ASD 
family history, and some inherited disorders are all risk factors 
for ASD. Because of the mind boggling quality to-quality and 
quality to-climate cooperation systems, some basic 
investigations demonstrated that the genetic and atomic 
premise of the people with ASD include in excess of 100 
qualities [23]. There is a reasonable differential between those 
with ASD and those with Typical Development (TD), 
particularly as far as neighbourhood wisdom instead of 
worldwide perception. 

People with ASD pay more attention to neighbourhood 
details with a more grounded tactile capacity, according to 
certain related works as well as improved perceptual 
discrimination along with an extraordinary tactile reactivity, 
such as eruption or under reaction to the climate [1]. 

At the moment, the most common methods for detecting 
ASD are conducting interviews with guardians or family 
members of ASD affected children, as well as observation and 
examination of their behaviour. Nonetheless, these finding 
methods are not just powerless against the inclination of the 
abstract clarification, yet in addition are time-devouring and 
costly. Furthermore, due to numerous limits and blockages, 
more than a third of ASD testing does not follow the precise 
and accurate diagnosis pathway [24]. A few recent research 
have recommended for the use of the aggregate technique to 
overcome the difficulties of genotyping investigations on 
complex mental diseases such as schizophrenia. The Broad 
Autism Phenotype (BAP) was proposed by few other studies 
few surveys have discovered that the parents of children with 
ASD are gifted individuals. At the same time, these parents 
were experiencing ASD symptoms unknowingly. 

Dataset serves as a substantial aggregate to aid in the 
diagnosis of ASD development. Eye tracking data comprises 
vast data of visual consideration, neurological control, and 
individual psychology, Furthermore, eye development data 
has been successfully employed to assist with several other 
mental turmoil conclusion tasks, such as mental state 
acknowledgment and neuropathology determination [24]. In 
contrast to old-style quantization table-based determination 
procedures, eye development information-based strategies are 

unbiased, dependable, efficient, and logical due to the 
programmed assortment and quantitative processing. As a 
result, image statistics on eye development can greatly aid in 
ASD diagnosis. Few studies have discovered that people with 
ASD have different personality’s eye movement behaviours 
than people with normal. In terms of preference 
predispositions, the study and evaluation of eye development 
records may afford a technique to identify between people 
with ASD and those with TD [25]. ASD kid’s, for example, 
give a smaller amount of attention towards the frontal area 
entertainers and pay more attention to the ground districts 
when viewing a movie. Young people by ASD give a smaller 
amount of attention towards the eyes of human faces than 
those with TD. While watching recordings, Jones et al. [13] 
used technology of eye tracking to investigate the dispersal of 
optical obsessive information in people with TD and those 
with ASD. According to examinations, people with ASD give 
a smaller amount of attention to the entertainer’s eyes and give 
extra responsiveness to their mouths [18]. Additionally, there 
have been current research improving this problem that use AI 
propels and a deep learning method has been taken to 
anticipate where children with ASD will glance in various 
settings [5], with a focus on human looks. Fang et al. [8] also 
recommended using gaze following associated visual 
enhancements for autism analysis. 

Advances in eye-development information studies show 
that people with ASD have different eye-development 
behaviour than those with TD. 

III. AUTISM SPECTRUM DISORDER 

Mental imbalance range issue is an assortment of multipart 
issues of the mind advancements remember trouble for social 
connections, dreary practices and interchanges. These issues 
root at youthful age of 2-3 years and thusly, indications of 
ASD might be acknowledged at a youthful age [6] Autism 
Spectrum Disorders are multiple times regular in young men 
than in young ladies [5]. 

A. The Causes of Autism 

The causes of autism are as follows: 

1) It can be happened in children of any race, civilization, 

or communal family. 

2) Chemical imbalance may cause because of specific 

blends of qualities which may build a youngster's danger in 

chemical imbalance. 

3) Chemical imbalance is more likely in a child with a 

more experienced parent. 

4) On the off chance that a pregnant lady is presented to 

specific drugs or engineered synthetic substances, like liquor 

or hostile to seizure prescriptions, her kid is probably going to 

be therapeutically contemplative. 

5) Other danger factors incorporate maternal metabolic 

issues like as diabetes and obesity. Untreated phenylketonuria 

(otherwise called PKU, a metabolic contamination affected by 

the shortfall of a synthetic and rubella) has additionally been 

connected to psychological instability (German measles). 
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B. Autism Screening and Diagnosis 

It is hard to get a definite conclusion of chemical 
imbalance. The specialist will accentuation on exercises and 
development of youngsters. Diagnosis of Autism can takes 
place in two methods: 

 A progressive screening will verbalize the specialist 
whether the youngster is on target with rudimentary 
capacities, for example, schooling, talking, exercises, 
and moving. Pros suggest that kids be screened for 
these formative deferrals all through their precise 
registration at 9 months, year and a half, and 24 or 30 
months old enough. Kids are constantly checked 
decisively for mental imbalance at their 18-month and 
two year registration. 

 In the event that the youth exhibits signs of an issue on 
these screenings, they will require an additional an 
unmistakable appraisal. This might incorporate hearing 
and vision appraisals or inherited tests. The expert 
might need to bring somebody who has useful 
involvement with mental awkwardness issues, like a 
developmental pediatrician or an adolescent clinician. 
Picked investigators can other than give a test called the 
Autism Diagnostic Observation Schedule (ADOS) [21]. 

C. Autism Treatment 

Here is certainly not remedy aimed at chemical imbalance. 
However, initial determination be able to gain an 
extraordinary change in the ground for a kid with mental 
imbalance. There are two main treatments of autism. They are: 

 Behavioural and open treatment are two sorts of 
treatment. One of these medications is Applied 
Behaviour Analysis (ABA), which advances positive 
conduct while restraining negative conduct. 

 Behavioural and open treatment are two sorts of 
treatment. One of these medications is Applied 
Behaviour Analysis (ABA), which advances positive 
conduct while restraining negative conduct. 

 Sensory joining treatment can assist the individuals who 
with having issues with being reached or with seeing or 
hearing things. 

 Speech treatment creates social limits. 

IV. SUMMARY OF THE DATASET 

During ICME'19, Dell, Invensun, and "Quest Industries 
Creative" co-supported the Grand Challenge "Saliency4ASD 
[1]: Visual thought introducing for Autism Spectrum 
Disorder," which was directed by Shanghai Jao Tong 
University and the University of Nantes (a Research, 
Education and Innovation gathering of the Region Pays de la 
Loire, France). 

Major points of these events existed as follows: 

 Change visual consideration nearby district to a clinical 
consideration social issue, just as to help field experts in 
building a first benchmark of models that might be used 
in the analysis of ASD and the progression of gainful 

apparatuses for people with ASD. This Grand 
Challenge's underlying technique focused exclusively 
on cutting edge youngsters with ASD and kids with TD, 
disregarding the chance of comorbidities (i.e., when no 
less than two issues co-happen in a comparative subject, 
like Attention Deficit Hyperactivity Disorder) and the 
different degrees of ASD inside the synthetic 
awkwardness range [9]. By taking a dataset of pictures, 
cover a wide-ranging scope of substance and together 
with total eye-following data got through visual thought 
tests with kids with ASD and with TD [1]. This dataset 
will take into account the preparation and tuning of 
visual thought calculations, just as a reasonable 
correlation of their shows. 

 Standard models used for saliency and grouping, given 
that devices, and determining appropriate measurements 
are all available in this grand challenge [1]. 

 Identify probable concerns from the datasets that can 
aid in the identification of individual look examples 
using autism, for instance the impact of the content (like 
photographs with humans, without humans, some 
human faces, and so on. 

 Given that a pattern of exhibiting methodologies on 
behalf of ASD [1], which give intuitions of the essential 
highlights powerful optical consideration of persons 
with ASD [8], along with thoughts for probable 
demonstrating systems (like machine learning, training 
techniques, network models [8], and so forth). 

 Considering this, the proposed experiments meant for 
the observers mounted as: 

o Track 1: Assumed an image, calculate the 
saliency maps that [1] correspond to people with 
ASD's gaze behaviour. 

o Track 2: Given an image and one observer's 
fixation sequence, classify whether he or she 
has ASD or TD. 

V. DESCRIPTION OF THE DATASET AND THE PROCESSED 

EYE GAZE DATA 

The dataset made for the Saliency4ASD Grand Challenge, 
which contains pictures and eye tracking information of 
youngsters with ASD and TD, is displayed in this section. 

A. Experiment with Subjectivity 

To create a dataset for analysing observation forms in kids 
with ASD, a one-on-one experiment was conducted with kids 
with ASD and TD [20], in which they were educated to openly 
observe pictures however their eye movements were captured 
using an eye-tracker [1]. 

We procured 300 pictures from, which is an enormous 
public data base that contains pictures with different scenes 
[4], to concentrate on the characteristics and changes in eye 
movements among kids with ASD and ordinary children under 
various visual improvements. The test boosts incorporate 40 
pictures of different animals, 88 pictures of structures or 
articles, 20 pictures of typical scenes, 36 pictures of numerous 
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people in a solitary picture, 41 pictures of different individuals 
and items in a solitary picture, 32 pictures of a solitary person 
in one picture, and 43 pictures of a single individual and 
things in a single picture [4]. 

Images were displayed and eye movements were recorded 
using a Tobii T120 Eye Tracker [17]. This eye tracker has a 
17-inch display with a 1280*1024 (width*height) resolution 
[4]. The eye tracker's sampling rate is defined as 120 Hz, and 
the tracking range is 50 to 80 cm [4]. Subjects are positioned 
at a viewing distance of 65 cm from the eye tracker [4] in our 
studies. 

B. Subjects 

Twenty exceptionally effective kids with ASD who 
satisfied DSM-V [4] analytical principles for autism [10] were 
included in the dataset of eye movements for kids with Autism 
Spectrum Disorder (ASD) [19][13][14]. Amongst 20 members 
with ASD, just 14 subjects might finish the adjustment stage 
then get active eye development information [15]. The 
average age for the participants were 8 years. Along with this 
ASD, 14 healthy kids were recruited as controls, whose 
average age is 8 years [4]. In the dataset, gender, race and 
education were matched with two groups to guarantee the 
speculation of the data set. In the given dataset, parents gave 
written consent. 

 

Fig. 1. Training Dataset Structure. 

The Grand Challenge participants were given a training 
dataset in response to their request [1]. It indicates that this 
dataset is freely accessible for research scholars [1]. 

This dataset was provided to members after they requested 
it in order to construct and tune models. It contains 300 
images as well as eye tracking data from 14 children with 
ASD and 14 children with Typical Development (TD) [16]. 
As may be seen in [2] this dataset is open to the research 
community. Fig. 1 represents the structure of Training dataset 
which is described as follows: 

 Images: Images are in the form of “png” format. 

 ASD: Text documents containing children with ASD's 
fixation sequences. Each document is a single image 
with fixations from all individuals [1]. It shows the 
index of fixation, as well as the A and B coordinates [1] 
and fixation time [1]. The fixation index [1] (Idx) goes 
from 0 to 1 [1]. 

 ASD Fixmaps: This record contains the saliency maps 
(in "png" documents) of each picture got from fixations 
of youngsters with ASD [1], following separating with 
a 1-degree Gaussian channel [1]. 

 TD: Manuscript documents that contain the fixation 
structures of children with TD. 

 TD Fixmaps: This record has the saliency maps [1] (in 
"png" documents) of every picture obtained from TD 
fixations [1]. 

VI. METHODS AND METRICS 

The methodologies and metrics used to assess the models 
performance are discussed in this section. The following 
metrics could be used for comparing saliency maps to predict 
gaze pattern of ASD children. 

Accuracy: Accuracy is defined as the number of correct 
predictions divided by the total number of input samples [11]. 

Accuracy = (Correct number of guesses) / (Number of total 

predictions made) 

F1 score: It is used to assess the test's precision. The 
Harmonic Mean of recall and precision is the F1 Score. F1 
Score has a range of [0, 1] [5]. It lets you know how explicit 
and robust your classifier is (the number of occurrences it 
accurately arranges) (it doesn't miss a critical number of 
examples). 

Mathematically, it is written as: 

F1=2* 1/((1/precision)+(1/recall))[17] 

The F1 score determines the stability of precision and 
recall [5]. 

Precision: The number of correct positive results divided 
by the number of positive results predicted by the classifier is 
the precision [5]. 

Mathematically, it is written as: 

Precision=True positive/(True positive+False 

positive)[16][11][22] 

Recall: It is calculated by dividing the number of correct 
positive results by the total number of relevant samples [5] (all 
samples that should have been classified as positive) [5]. 

Recall=True positive /(True positive+FalseNegative) [8] 

VII. PROPOSED MODEL FOR CLASSIFYING ASD AND TD 

A. Methodology 

Fig. 2 depicts the flow chart of research methodology and 
it tells about the data collection, data pre-processing & 
augmentation and classification. The approach describes the 
method that will be used to carry out the experiment. It entails 
data preparation and enhancement, classification, prediction 
using CNN model and performance evaluation. 
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Fig. 2. Flow Chart of Research Methodology. 

Fig. 3(a) and (b) denotes sample image of ASD and TD 
fixation map respectively. This research involved the 
automatic detection and classification of ASD and TD for 
ASD and TD fixation maps [2]. First the input pictures are 
pre-processed and features are extracted automatically using 
Convolution Neural Networks (CNN). The CNN architecture 
is used to classify the ASD and TD. Sample example of ASD 
and TD fixation maps are as follows: 

  
(a)    (b) 

Fig. 3. Sample Image of (a) ASD Fixation Map (b) TD Fixation Map. 

ASD Fixmaps: This record contains the saliency maps (in 
"png" documents) of each picture got from fixations of 
youngsters with ASD [1], following separating with a 1-
degree Gaussian channel [1]. 

TD Fixmaps: This record has the saliency maps [1] (in 
"png" documents) of every picture obtained from TD fixations 
[1]. 

For classification challenges, deep learning technology is 
applied. When compared to traditional architecture, it 
processes a huge number of hidden layers. It learns features by 
consuming a huge quantity of labelled data without using any 
feature extraction methods [2]. CNN is a core deep learning 
algorithm that gives the best results on a variety of databases, 
including Cifar-10, MS-coco Mnist, and others. CNN is 
utilised in this study to classify ASD and TD using fixation 
maps. 

B. Convolutional Neural Network (CNN) 

CNN is a feed forward neural network [17][6] that is 
mostly used to analyse computer vision problems. 

 

Fig. 4. Flowchart for CNN Implementation. 

Fig. 4 depicts the CNN implementation flowchart. It 
consists of Convolution layer followed by Maxpool layer, 
dropout layer, flatten layer which is followed by dense layers. 
The architecture is represented by a multi-layered perceptron 
with shift invariant properties. Multiple layers are 
interconnected and constructed based on the human visual 
brain. The input layer, hidden layer, and output layer are the 
three main layers that make up the CNN architecture [3]. The 
input layer [3] represents about the image that will be entered, 
it pre-processes the image to make it uniform in height, width, 
and channel count. Convolution is depicted in the second 
major layer. With stride and padding, an array of uniform 
filters is convoluted to the input images in this layer. The 
equation defines the convolution layer for this work. 

       ∑ ∑ ∑           
             

   
   

   
   

   
             (1) 

Where Di,i,j is the convolution's output, and Fpqkm 
represents weight applied to the convolution, and bijm 
represents bias applied to the convolution [3]. 
I=1...mandj=1...n represents row and column indexes of input 
image [3], Fpqkm represents weight applied to the 
convolution [3], and bijm represents bias applied to the 
convolution [3]. Equation (1) is used to calculate striding and 
padding. 

([W-F+2P]/S) +1      (2) [11] 

Where: 

W is the number of input volume size [11], 

F is the size of filters to be [11] convoluted with input, 

P is the padding and. 

S is the stride. 

In deep learning approaches, the Rectified linear unit 
(ReLU) [7] is a widely used activation function [15] [7]. It is 
complex to enhance weight through the gradient descent if the 
input has narrow derivative, ReLU allows to reduce the 
vanishing gradient problem. ReLU activation function is 
derived by the following equation (3). 

(𝑑𝑖,𝑘) =max(0, 𝑖,𝑘)              (3) 

(𝑥) = 𝛼𝑥 𝑓𝑜𝑟 𝑥<0 

𝑥 𝑓𝑜𝑟 𝑥≥0 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

367 | P a g e  

www.ijacsa.thesai.org 

Where (𝑥) denotes ReLU parametric function and (𝑖,) 
denotes convolutional output from the filter and diseased 
image. Pooling layer serves to reduce the spatial resolution of 
convolutional outcome on each dimension. Pooling has 
designed using maximum, minimum or mean values of the 
kernel in an image. Max pooling is widely used for 
convolutional neural network. 

Let K x K block is taken from the NXN image. Maximum 
value is selected from KXK block and placed it in a pool. 
Commonly 2X2 window is preferred for pooling layer. 

  
(a)     (b) 

Fig. 5. Pooling Layer (a) 4*4 Convoluted Output (b) 2*2 Max Pooled 

Output. 

The values from the convolution layer are shown in 
Fig. 5(a), and the max polled values from the specified 
convolution layer are shown in Fig. 5(b). 

After collecting features from the convolutional layer, the 
outputs are processed through a pooling layer before being 
flattened into a single-dimensional vector. A 2X2X64 
convoluted 2D vector is converted to a 256 flat vector using 
the flatten filter. The flattened layer's output is connected to 
the activation function by the dense layer. Each input node is 
connected to its corresponding output node. The data in the 
dense layer is normalised using the ReLU activation function, 
where wk is the weight function present in the kth node of [3] 
the flattened layer. In this study, CNN is used to do binary 
classification of ASD and TD. The trained model for ASD 
classification was created using the Keras model's prediction 
class, which accepts trained data as Numpy Arrays as input. 
Binary classes are employed in this study, hence binary inputs 
have been converted to arrays as dictionaries. Class weights 
are assigned to [3] each sample's keys in the training [3] 
phase. For each label, the sigmoid activation function is 
utilised to categorise the probability distribution and which is 
shown in Fig. 6. 

Sigmoid function is given by: 

 

Fig. 6. Sigmoid Activation Function. 

At the point when the activation function for a neuron is a 
sigmoid function, it is an assurance that the yield of this unit 
will consistently be somewhere in the range of 0 and 1. 
Likewise, as the sigmoid is a non-linear function, the yield of 
this unit would be a non-direct function of the weighted 
amount of data sources. Such a neuron that utilizes a sigmoid 
function as an activation work is named as a sigmoid unit. 

C. Proposed Model for Classifying ASD and TD 

Fig. 7 represents the CNN implementation for the 
proposed model. By using ASD/TD fixation maps as an input 
image, the proposed methodology explains how to classify 
ASD and TD. Deep neural networks are used to extract hidden 
information from fixation maps and make decisions in this 
case [3]. Our proposed classification model, which is based on 
the CNN architecture [2] and uses the fixation maps, is shown 
in Fig. 6. Fig. 6 shows our proposed categorization model 
based on eye tracking fixation maps. Fixation maps are 
incorporated into a proposed model to classify whether the 
person is having autism or not [2] [3]. The eye movement 
dataset [2] for ASD children [2] provided by the 
Saliency4ASD grand challenge organiser is used to train the 
ASD classification networks [2] [3]. 

 

Fig. 7. Proposed Model for CNN Implementation. 

VIII. EXPERIMENT 

A. Dataset Usage 

The training dataset comprises 300 images, where every 
image is observed by 14 TD youngsters and 14 ASD kids [3]. 
Meanwhile a few of the youngsters probably won't take a 
gander at the areas inside the pictures, a portion of the pictures 
have under 14 fixation maps from the ASD or TD gatherings. 

The first 70% of images (images 1-210) and their 
associated fixation maps are used for training the proposed 
model [2] in the Saliency4ASD grand challenge, while images 
211-300 and their associated fixation maps are utilised as the 
validation dataset to [2] choose the model for testing [2]. 

B. Experimental Setup 

The proposed ASD classification model's training process 
is carried out in Google colab. The Adam optimizer [2] is 
utilized to train any deep learning model [2], with a learning 
rate [2] of 0.001 and a batch size of 20. The model is prepared 
for [2] 60 epochs, then the model that performs best on the 
validation dataset [2] is picked for testing. In the time of the 
evaluation, the model's weights are stable [2], and dropout is 
[2] utilized. 
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IX. RESULTS 

The major goal of this research is to use Fixation maps to 
automatically detect and classify ASD. 300 ASD fixation 
maps and 300 TD fixation maps are used for classification. 
Each image is converted to grayscale and resized with 224 X 
224 dimension for processing. 

A. Classification of ASD using CNN Training and Testing 

Phase 

The detected section of ultrasound is scaled to 224 x 224 
height and breadth for training purposes. The initial 
convolution for the input image is made up of 32 3X3 filters, 
yielding 2432 parameters. The activation function for this 
convolution is ReLU [3]. The convolution layer's 2-
dimensional vector is max pooled with a 2X2 matrix [3]. The 
2

nd
 convolution of the generated data employs 64 filters with a 

kernel size of [3] 3X3 array [3], ReLU activation, and yields 
51264 parameters [2]. For this convolution, the max pooling 
filter size is 2X2 [2]. The second convolution produces 51264 
parameters. These 51264 data are converted to a single 
dimension vector using a flattened layer. The first dense layer 
uses 51380480 parameters to execute nonlinear operations on 
the flattened input vector. The output of the second dense 
layer is 257 params. Due to binary level disease classification, 
sigmoid activation is used in this study; it processes single 
dimension data as input from a flattened layer [2]. From the 
input images, this architecture generates 257 features using 
metrics, loss, and learning rate algorithms. Fit complied data 
from architecture is utilized to train the model [12]. The 
training and validation accuracy is 74.33% and 75.23% 
respectively which is shown in Table I. 

TABLE I. CNN TRAINING IMPLEMENTATION WITH OUTPUT 

PARAMETERS USING PYTHON 

Training Accuracy Validation Accuracy 

74.33% 75.23% 

Two categories of images with sizes of 224X224 have 
been added to the batch for testing. The corresponding classes 
are recognised by the prediction matrix which is given by: 

Prediction Matrix = 
148 25 

20 168 

Performance Analysis: The confusion matrix [2] is used to 
calculate the performance analysis for the estimated matrix [3] 
which is shown on Table II. True positive, true negative, false 
positive, and false negative [14] scores for the confusion 
matrix [14] are obtained from the prediction matrix on the 
ASD validation [2]. Table III represents the performance 
analysis for classification of ASD on training and validation 
data. Table IV depicts the performance analysis for 
classification Accuracy on testing data. The performance 
methods are designed by using below mentioned formulae: 

Accuracy = TP+TN / (TP+TN+FP+FN) [9][10] 

Precision = TP/(TP+FP) [9][10] 

Recall = TP/(TP+FN) [9][10][21] 

F score =2*Precision*Recall/(Precision + Recall)[9][10][21] 

TABLE II. CONFUSION MATRIX 

Testing samples 

Training samples 

148 25 

20 168 

TABLE III. PERFORMANCE ANALYSIS FOR CLASSIFICATION OF AUTISM 

SPECTRUM DISORDER (ASD) ON TRAINING AND VALIDATION DATA 

Layer (type) Output Shape Param # 

Conv2d (Conv2D) (None, 224, 224, 32) 2432 

max_pooling2d 

(MaxPooling2D) 
(None, 112, 112, 32) 0 

dropout (Dropout) (None, 112, 112, 32) 0 

Conv2d_1 (Conv2D) (None, 112, 112, 64) 51264 

max_pooling2d_1 

(MaxPooling2D) 
(None, 56, 56, 64) 0 

dropout_1 (Dropout) (None, 56, 56, 64) 0 

flatten (Flatten) (None, 200704) 0 

dense(Dense) (None, 256) 51380480 

dropout_2(Dropout) (None, 256) 0 

dense_1(Dense) (None, 1) 257 

Total params: 51,434,433 
Trainable params: 51,434,433 

Non-Trainable params: 0 

TABLE IV. PERFORMANCE ANALYSIS FOR CLASSIFICATION ACCURACY 

ON TEST DATA 

FN FP TP Precision Accuracy Recall F1 

0.00 0.00 93.00 0.73 0.75 0.75 0.74 

1.00 0.00 92.00 0.73 0.75 0.75 0.74 

1.00 1.00 91.00 0.73 0.75 0.75 0.74 

2.00 0.00 91.00 0.73 0.75 0.75 0.74 

2.00 1.00 90.00 0.73 0.75 0.75 0.74 

2.00 2.00 89.00 0.73 0.75 0.75 0.74 

3.00 0.00 90.00 0.73 0.75 0.75 0.74 

3.00 1.00 89.00 0.73 0.75 0.75 0.74 

3.00 2.00 88.00 0.73 0.75 0.75 0.74 

3.00 3.00 87.00 0.73 0.75 0.75 0.74 

4.00 0.00 89.00 0.73 0.75 0.75 0.74 

4.00 1.00 88.00 0.73 0.75 0.75 0.74 

4.00 2.00 87.00 0.73 0.75 0.75 0.74 

4.00 3.00 86.00 0.73 0.75 0.75 0.74 

4.00 4.00 85.00 0.73 0.75 0.75 0.74 

FN: False Negative 

FP: False Positive 

TP: True Positive 

The above Tables II, III and IV depicts confusion matrix, 
performance metrics for classification of ASD using CNN and 
Performance Analysis for Classification Accuracy on test data, 
respectively. 
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Loss function: It is used to calculate model error. The 
training and validation loss is depicted in Fig. 8. While 
training neural networks and machine learning models in 
general [9], thorough going Possibility delivers a structure for 
selecting a loss function [9]. While training neural network 
models, the two primary types of loss functions to use are 
cross-entropy [9] and mean squared error [7][9]. 

 

Fig. 8. Training and Validation Loss. 

Trainig and validation accuracy: It is the metric for 
evaluating classification models. Fig. 9 represents the training 
and validation accuracy. 

 

Fig. 9. Training and Validation Accuracy. 

X. CONCLUSION 

The major goal of this paper is to classify ASD based on 
observer’s Fixation maps is proposed. The CNN architecture 
is used to extract the features from fixation maps. 300 ASD 
fixation maps and 300 TD fixation maps are used for 
classification. Each image is converted to grayscale and 
resized with 224 X 224 dimension for processing. The 
proposed model achieves 75.23% accuracy on the validation 
dataset. 

The objective of this paper is to observe whether eye-
tracking data of fixation map could classify children with 
ASD and typical development (TD). We further investigated 
whether features on visual fixation would attain better 
classification performance. In future work, the perceptive 

technique would be examined and incorporated with the 
model to enhance the accuracy and other metrics. And also we 
will try to examine different features of images and can be 
integrated in our future model. A comprehensive analysis on 
the dissimilarities in the fixation maps among TD and ASD 
children will also be accompanied. 
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Abstract—With the widespread of COVID-19 in Saudi 

Arabia, the educational authorities issued firm directions to 

convert to virtual classes exploiting the available Learning 

Management System (LMS). However, during the academic year 

2020-2021, the researchers observed that writing EFL instructors 

at Prince Sattam bin Abdulaziz University (PSAU), Saudi 

Arabia, faced diverse challenges due to having online mixed-

ability classes, i.e. those classes where students have varying 

levels of readiness, motivation, and academic caliper. Though 

many previous studies explored the influence of the COVID-19 

pandemic on teaching and learning practices, very few studies 

addressed the way technological affordances pose challenges for 

instructors teaching mixed-ability classes. Therefore, the present 

study, using mixed quantitative and qualitative research 

methods, sought to explore challenges that evolved due to the 

technological affordances of LMS to spot the persistent problems 

and to offer relevant solutions for upgrading, writing teaching 

and learning practices. The basic research design relied on an 

online questionnaire followed by semi-structured interviews. 

Findings showed that differentiated instruction proved to be the 

most successful strategy for teaching writing in mixed-ability 

online classes as it allowed the adaptation of materials, teaching 

and learning practices, and assessment tools to motivate low-

achievers. In addition, the collaborative tools offered by the 

Blackboard such as the White Board, Discussion Board, Blogs, 

and Breakout Groups helped to meet the preferences of visual, 

auditory, and kinesthetic learners. Finally, further studies are 

recommended to explore the affordances of educational 

technologies regularly to identify potential benefits and 

limitations for offering the best teaching and learning practices. 

Keywords—Technological affordances; blackboard; writing 

teaching; EFL mixed-ability classes; differentiation instruction; 

COVID-19 

I. INTRODUCTION 

Recent years have witnessed great advances in the use of 
technology in the area of distance teaching and learning. 
These technological advancements acquired more significance 

during the time of worldwide crises such as COVID-19. 
Indeed, the outbreak of COVID-19 at the end of 2019 caused 
all aspects of life to go dramatically as it forced the largest 
lockdown and precautionary measures ever known. As the 
whole world became under the COVID-19 siege, there was a 
great demand for educational technologies such as Virtual 
Laboratories, Augmented Reality, Wearable Technology, 
Cloud Computing, LMS where virtual classrooms have turned 
out to be the only available avenue of communication through 
which teaching is channeled. That is, online teaching/learning 
became the representative of the new pandemic pedagogy [9]. 
It turned out to be the only legitimate heir to the throne of the 
long-lasting traditional teacher-centered pedagogy. Though its 
advent has been unplanned, it seems that the new pedagogy is 
here to stay and higher education institutions should be ready 
to deal with the new scenario for a longer time [10]. In the 
Saudi context, the Saudi government saved no efforts to make 
all the necessary technical support available to the students 
and teachers alike for the new change to take effect. LMS, 
represented mainly by the Blackboard, which was already in 
use before the coronavirus outbreak, was assigned as the 
official portal for education. In a short time, teachers had to 
adjust themselves to the new situation and shape their 
professional practice in a way that fits the new paradigm [12]. 

Though educational technologies were principally devised 
to simulate physical teaching/learning environments, many 
issues and challenges still render their usage questionable. 
Indeed, before the breakout of the pandemic, online learning 
was at its best a trendy practice, but it has never been 
inclusively adopted as the main system of education [11]. Yet 
recently, online teaching/learning became the norm. Taking 
into consideration that the online teaching is learner-centered 
[7], one major challenge is having students with different 
abilities and diverse competencies due to their diverse 
backgrounds, learning styles, personal traits, goals, and 
motivations, all grouped in one class [1, 2]. Such kind of 
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classes is referred to as ‘mixed-ability class’. Having students 
with different learning styles and speed means that they are 
expected to respond differently to the teaching methods across 
diverse classroom situations [3]. Accordingly, teachers are 
requested to adapt their materials as well as their teaching 
styles and strategies to cope with such varied levels, especially 
in electronic platforms where many privileges of face-to-face 
communication are markedly missing. This issue becomes 
more complicated while teaching productive skills, writing 
and speaking. 

The present study is mainly concerned with highlighting 
the challenges that face instructors in teaching writing courses 
at Prince Sattam bin Abdulaziz University (PSAU) with 
special reference to the strategies they individually develop to 
overcome the challenges caused by students‘ mixed abilities in 
online classes. Indeed, writing is a very crucial skill that all 
students need in their academic study to fulfill most of the 
academic duties, especially doing assignments and exams. The 
English Department at PSAU offers four writing courses 
targeting the instruction of writing short paragraphs to writing 
researched essays. In all writing courses, instructors are 
conventionally required to help students to improve their skills 
and to become good writers [5], and they usually depend on 
student‘s writing proficiency in order to test their knowledge 
and abilities [6] as it provides tangible evidence for learners' 
progress in language learning [8]. Still, teaching writing for 
students in mixed-ability classes forms a great challenge for 
many instructors since they are required to meet students' 
needs, design multi-level tasks, implement different teaching 
strategies, and build on students' previous experiences. 

Taking into consideration the four writing courses taught 
at PSAU, the present study seeks to answer one major 
research question: What is the impact of technological 
affordances on teaching writing in mixed-ability online EFL 
classes during the COVID-19 pandemic? Under this 
overarching question, three sub-questions are subsumed: (a) 
What are the major challenges that face instructors during 
online teaching of writing for mixed-ability classes? (b) What 
are the strategies that can be employed online to help 
instructors to teach writing effectively in online mixed-ability 
classes? and (c) To what extent are the online mediated 
strategies effective in teaching writing in mixed-ability 
classes? By answering these questions, the present study aims 
at (a) exploring how COVID-19 imposed a new pedagogy 
making full use of educational technology, (b) identifying the 
major challenges that face writing instructors in online mixed-
ability classes, (c) outlining the online mediated strategies that 
would help instructors in teaching writing in online mixed-
ability classes, and (d) helping instructors of writing courses at 
PSAU to evaluate the advantages of virtual mixed-ability 
classes that they could build on to promote their students' 
writing skill. Towards fulfilling these objectives, we use 
qualitative and quantitative research methods in the form of an 
online questionnaire combining closed and open. It moves 
from a description or an assessment of the current situation of 
teaching writing at PSAU to the analysis of the demanding 
challenges. Complementarily, all instructors representing the 
research community are engaged in semi-structured online 

interviews via zoom to discuss such challenges as well as 
instructors‘ views and assessments of the teaching strategies 
used in physical and virtual mixed-ability classes. 

The remainder of the article is organized as follows. 
Section 2 is a brief survey of the previous studies that mapped 
the terrains of teaching writing to mixed-ability classes via 
technologically-led platforms. Section 3 outlines the 
theoretical underpinnings underlying the present study as it 
identifies mixed-ability classes, discusses the major 
differences between physical and virtual classes, delineates the 
rationale behind using educational technologies to facilitate 
teaching/learning at the time of emergency, and highlights 
how the tools offered by LMS could be efficiently used for 
teaching writing for mixed-ability classes. Section 4 offers the 
study methodology in terms of data collection instruments and 
the procedure of analysis. Section 5 reports on the findings of 
the study. Section 6 summarizes the main findings, discusses 
relevant pedagogical implications for teaching writing in 
mixed-ability virtual classes, and offers recommendations for 
future research. 

II. LITERATURE REVIEW 

Teaching language skills in mixed-ability classes have 
received notable scholarly attention due to the diversity of 
challenges that affects instructors‘ and learners‘ performance. 
However, to the authors‘ best knowledge, the current study is 
the first to explore the best EFL teaching and learning 
practices despite the challenges offered by technological 
affordances, especially those marking LMS. Iloanya [38] 
explained teacher‘s role in mixed-ability classes as they 
integrate students with learning disabilities and outstanding 
students in the same class to achieve the desired learning 
results. Ten people were interviewed, namely four primary 
school teachers, four secondary school teachers, and two 
members of the Education Department. The objective of the 
interview was to learn how teachers manage their teaching in 
mixed-capacity classes. Findings showed that some teachers 
faced many challenges while teaching students in mixed-
ability classes, whereas some other teachers were much 
concerned with innovating new strategies to ensure that 
students help each other. That is, they were quite persuaded 
that teachers have to provide new techniques to ensure that 
students have an access to quality education. 

Other studies focused on the teaching strategies for 
meeting students‘ diverse needs in mixed-ability classes. 
Aftab [19] highlighted the importance of teachers‘ beliefs 
about differentiated instruction in teaching mixed-ability 
classrooms. An online open-ended questionnaire was 
distributed to 120 teachers at private middle schools in order 
to understand their perspectives and beliefs around the use of 
differentiated instruction in teaching mixed-ability classes. 
Findings showed that 95 % of the teachers wished to use 
differentiated instruction, while 40.8% of the teachers already 
used differentiated instruction in their classes. Teachers 
recognized that using differentiated instruction would develop 
and improve students‘ academic progress, increase their 
participation in the class, and cover their different needs; 
however, there is still dereliction in implementation. 
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Based on a semi-structured interview, Reyes and 
Rodríguez [39] explored EFL teachers‘ views regarding how 
to fulfill students‘ needs in mixed-ability classes. Findings 
showed that fulfilling students‘ needs in mixed-level classes 
requires having diverse instruction methods that adopt more 
materials that suit both low and high-level students. In 
addition, teachers have to pay more attention to individualized 
and continuous assessment because they have played an 
important role in fulfilling students‘ needs in mixed-ability 
classes. The study affirmed that there was not ―a magic 
strategy" that fulfills every student's needs in mixed-ability 
classes. Similarly, Svärd [2] aimed at exploring the 
perceptions of the EFL teachers in Botswana about teaching 
mixed-level classes focusing on the way teachers intervene to 
satisfy learners‘ needs in light of persistent difficulties. 
Findings revealed that teachers have mixed feelings as some 
envisaged having mixed-ability classes as natural and 
therefore they tried to work out solutions for common 
challenges. Other teachers thought it is the government‘s 
responsibility to classify learners based on their abilities to 
create homogenous learning groups. 

Al-Shammakhi and Al-Humaidi [40] compared the 
perceptions of 180 male and female EFL teachers in Oman 
teaching mixed-ability classes with a special focus on the 
challenges involved. Findings showed that both male and 
female teachers faced the same challenges and they worked 
out the same solutions to overcome these challenges. Yet, 
female teachers have been proved as more efficient in 
motivating their students. Similarly, Alsubaiei [4] explored the 
challenges encountered and the strategies adopted in mixed-
ability classes and by thirty female EFL teachers in English 
Language Institute (ELI). The basic research instrument was 
an online questionnaire. Findings revealed that the major 
challenges encountered by most teachers were mainly related 
to three basic areas: students‘ motivation, teaching and 
learning practices, and the courses materials. Furthermore, the 
level of teachers‘ training proved to have no relationship with 
the effectiveness of their teaching strategies. 

Due to the strict precautionary measures imposed on the 
educational settings worldwide because of the outbreak of 
COVID-19, online classes became a much safer channel. Such 
emerging practices drew the attention of researchers for 
exploring teaching and learning practices as well as readiness 
for converting to online learning. Coman, et al. [41] analyzed 
data collected from 762 students representing two major 
Romanian universities. Data reflected students‘ perceptions 
concerning online learning during the COVID-19 pandemic. 
Results showed that the Romanian universities were not yet 
completely ready for the exclusive application of the online 
learning. A similar study was conducted by Farrah and al-
Bakry [26] who investigated the potential challenges and 
benefits of online learning practices applied during the 
COVID-19 pandemic in the Palestinian universities as 
perceived by six university students. Findings affirmed that 
the experience is not up to the expectations and needed further 
improvements in terms of the technological infrastructure and 
training of teachers. 

Given the focus of the present study, another array of 
research examined how to cope with the mixed-ability classes‘ 

challenges while teaching writing. Aljahdali and Alshakhi [42] 
explored the benefits and challenges resulting from teaching 
writing to Saudi university students using the integrated skills 
approach. Results indicated that students‘ performance in 
writing improved albeit considerations of the multi-level 
students and the highly crowded classrooms. Similarly, Bantis 
[43] used task-based learning (TBL) as a communicative 
portal to teach writing to mixed-level students. Results 
showed that TBL has been proved to be an effective tool in 
differentiated learning for meeting students‘ different 
individual needs. 

Likewise, a pool of research investigated the potential 
horizons and applications of online learning. In her study, 
Hakim [44] aimed to probe the different perspectives of the 
currently imposed state of teaching caused by the COVID-19 
pandemic that imposed a completely technology-mediated 
mode of learning. Results accrued from 50 instructors working 
for the King Abdulaziz University, Saudi Arabia, pointed out 
that some technical issues related to the quality of the internet, 
demotivated students, and attention deficit rendered the 
process of online learning quite immature. Conversely, 
findings also highlighted many advantages for integrating 
technology in the classroom. In the same vein, Alpala and 
Peña [45] examined the effectiveness of using virtual 
resources in secondary school for upgrading students‘ 
performance in writing. Results showed that virtual resources 
positively affected the learning process and enhanced 
communication among students. 

Teaching writing in virtual classrooms for mixed-ability 
students received equal scholarly attention. For example, 
Yusof, et al. [46] examined the effect of using Facebook Note 
to afford students to provide feedback on their peers‘ writing 
within the framework of the process-oriented approach to 
writing. The aim was to cope with the diversity of levels 
through providing timely feedback. Results highlighted the 
effectiveness of the peer review in dealing with mixed-ability 
class challenges. Equally important, Pennington [48] 
suggested a four-step approach based on the use of assistive 
technology to teach writing at the sentence level to students 
with moderate to severe disabilities. The selection of the 
digital tool among the many available ones was based on the 
individual needs of the students. Similarly, Fonseca [49] 
investigated the effect of using Google Classroom as an 
assistive tool to teach writing to university students at 
Universidad Nacional. Findings illuminated many benefits of 
the application of the virtual classroom as it facilitates the 
acquisition of the skill in an enjoyable and attractive 
atmosphere. 

More specifically, online collaborative platforms proved to 
be highly effective in mediating writing instruction. Jeong and 
Hmelo-Silver [25] affirmed the positive impact of using online 
collaboratively-employed Google Docs on university students‘ 
performance in academic writing. Likewise, Yunus, et al. [50] 
investigated the advantages and disadvantages of using social 
networking tools in teaching writing to TESL Malaysian 
university students. Results showed that such integration 
enriched students‘ knowledge, enhanced their motivation, and 
promoted confidence in learning writing. Furthermore, Wu, et 
al. [51] examined the effect of using online flipped writing 
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instruction on the EFL writing performance of English majors 
in Taiwan. Findings indicated that the suggested method was 
effective in improving the writing skill and mitigating 
demotivating factors. 

Based on this literature review, it could be stated that 
despite the diversity of the educational technologies and tools 
manipulated for teaching in general and for teaching writing in 
particular, they were used sided with physical classes. The 
quick turn to online teaching/learning because of the COVID-
19 pandemic in the Saudi context imposed new teaching and 
learning pedagogy. However, scarce studies have been 
conducted to investigate the issue of writing teaching in 
mixed-ability classes exclusively via electronic platforms. 
Therefore, we feel a need to explore the challenges that face 
EFL writing instructors in mixed-ability classes, and the 
strategies worked out to overcome them. 

III. THEORETICAL FRAMEWORK 

Writing, especially for EFL students, is an instrumental 
skill that they require for both academic and personal purposes 
such as expressing ideas and identities, convincing their 
audience, offering inputs and knowledge [13] in addition to 
other daily activities such as emailing and networking. To be 
fully accomplished, the process of writing is commonly 
planned to go through a set of stages: being excited and 
motivated to write, prewriting, making an outline, writing 
notes, drafting, and finally revising and editing [14]. Among 
the several problems that might occur during the process of 
writing are spelling mistakes, wrong use of punctuation marks, 
run-on and fragmentary sentences, and dangling modifiers. 
Since these mistakes are common, writing teachers are usually 
required to devote enough time and to offer a healthy 
environment in classrooms for developing better writing skills 
[15]. This could be done through adopting the teaching 
strategies that best suit learners‘ interests and needs. Also, 
students ought to be granted enough chances to practice their 
writing skills since the ultimate goal of learners is to learn to 
produce well-written documents. 

Relevant literature asserts that writing difficulties are 
related to some psychological, linguistic and cognitive 
problems on the part of learners. Psychologically speaking, 
writing requires students to write independently without 
getting immediate feedback and without interacting with 
peers; therefore, it is largely claimed to be the most complex 
language skill [8]. Equally important, beginners often face 
many problems regarding the application of grammatical rules 
to writing well-formed sentences. Such problems are related to 
spelling, grammatical patterns, well-formedness, word choice, 
coherence, etc. [16]. Relatedly, Alfaki [17] argues that some 
of the cognitive problems that students face during writing 
process include problems of punctuation, organization, 
capitalization, content and spelling. All of these problems get 
much complicated in mixed-ability classes as students learn at 
different rates and require different types of feedback. 

By definition, a mixed-ability class is the one where 
learners clear great difference in achievement, understanding, 
linguistic repertoire, and learning. It covers a broad set of 
variations among students in different language learning 
competencies in addition to classroom practices [18]. Indeed, 

teaching students with different personalities, desires, 
intelligences, backgrounds, and learning styles is a very big 
challenge for many EFL teachers because they have to design 
their lesson plans and even materials to meet students‘ needs 
[19, 20]. Another term that is quite similar to mixed-ability 
classes is ‗heterogeneous classes‘ in which students have 
different abilities, learning styles, language knowledge, and 
cultural background [21]. They also include differences in 
gender and age. 

Indeed, teaching mixed-ability classes is challenging and 
demanding for both learners and teachers who always plan to 
ensure efficient learning for students. Yet, teachers sometimes 
fail to realize the benefits of mixed-ability classes [23]. One 
benefit is that the interaction between the high achievers and 
the low achievers, under the teacher‘s guidance, is likely to get 
students to feel responsible for their learning [2]. Furthermore, 
such interaction often brings about a sense of belonging and 
achievement [3], and supports mutual scaffolding, feedback, 
and sharing of experiences thereby enhancing understanding 
[24]. Despite these advantages, teaching mixed-ability classes 
remains a hard job that needs a resourceful teacher. With the 
existence of varying levels of skills, interests and linguistic 
repertoire in the same class, teachers stand uncertain as to how 
to teach the whole class without doing injustice to gifted, 
struggling, and average students [4]. 

The gamut of the in-class practices and the efforts that 
teachers exert to meet the learning needs of each learner came 
to be known as ‗differentiated instruction‘ or ‗responsive 
teaching‘. Principally, differentiated instruction aims at 
achieving equity in educational opportunities between high 
and low achievers by pushing low achievers to move from 
their comfort zones [31]. For Orr [34], differentiation is ―all 
about making the learning engaging, empowering, 
investigative, explorative and open ended‖ (vii). To do so, 
teachers are required to design their teaching in response to 
what their students competence by altering the content, the 
instructional method, learning activities and assessment tools 
[47]. In this regard, Tomlinson [52] and Valiande [31] argue 
that differentiation covers three important features of the 
instructional situation: (a) input/content, the content is what 
student is meant to learn, (b) process, how students critically 
make sense of the presented knowledge, and (c) 
output/product, the manifestation of what students already 
learned. 

Teachers worldwide have been trained to use similar 
instruction approaches in physical classrooms. Yet, virtual 
classes represent another story. As mentioned earlier, the high 
mortality rates and the widespread of COVID-19 forced 
academic officials to convert to the online teaching/learning 
mode [27]. It started at a slow rate and gradually blended 
learning paved the way to the complete shift to the online 
learning [28, 29]. However, countries responded varyingly to 
the COVID-19 pandemic with regard to its aftermaths for 
education due to differences in the technical infrastructure that 
accommodate online teaching and learning practices [30]. 
Indeed, the accelerating advances in the Information and 
Communication Technology (ICT) have smoothed the way for 
the successful application of Technology-Enhanced Learning 
and Teaching (TELL) [25]. In this regard, the UNESCO [22] 
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reported that online education is expected to catch up with 
face-to-face education and soon technology will characterize 
the universities and become the mainstream medium of 
delivering education. Still, the whole experience of using 
educational technologies should be evaluated in light of the 
affordances of ICT. Affordances refer to the actual properties 
of a thing, primarily those functional properties that determine 
just how the thing could be used [36]. The major affordances 
of ICT included the accessibility of rapid-changing 
information, the diversity of experiences, the communication 
and collaborative abilities of technology, reflection and 
critiquing potentials, immediacy, multimodality. 

Now with the newly imposed pandemic pedagogy in 
which online learning has become the mainstream system of 
education, the instructional practices that deal with mixed-
ability writing classes should adjust to the new situation. 
Although writing is commonly perceived of as an individual 
work, students can gain substantial benefits out of their 
collaboration with their peers through the different tools 
offered by diverse educational technologies. Many of these 
technologies are integrated in the Blackboard system that is 
used widely in Saudi universities (see Fig. 1). For instance, 
online collaborative technologies like wiki, blogs, Google Doc 
and online word processors provide common space enabling 
students to work simultaneously on the same writing project 
and trade mutual feedback on their work [25]. Facebook might 
be also used as a collaborative tool in teaching the writing 
skill [38]. 

 

Fig. 1. The basic Tools for Sharing Content via the Blackboard. 

Such collaboration can be actualized by different means 
including sharing written texts for peer review in addition to 
sharing the writing experience itself [32]. Hyland [32] argues 
that online learning affords a communicative atmosphere that 
makes for the unattainable interaction achieved in the physical 
classroom. The main disadvantages that were always ascribed 
to the computer-assisted language learning were the isolation 
the learners experience while they interact only with the 

technological device. However, this drawback is mitigated 
through the collaborative activities that the online learning has 
considerably facilitated. In the context of teaching and 
learning writing online, collaborative learning has been proved 
as a positive approach in which students learn through small 
groups supporting each other to develop and improve their 
education [33]. Zurita, et al. [35] claim that collaborative 
learning in mixed-ability classes helps low achievers to 
accomplish writing tasks better and faster. Simultaneously, 
high achievers in mixed-ability classes perform writing tasks 
more strongly, whether in a homogeneous or a heterogeneous 
group. Despite the many studies that applauded the horizons 
of collaboration, Bower et al. argue that collaborative 
activities flow more seamlessly in the traditional classroom 
than is the case in the virtual classroom [37]. 

IV. METHODOLOGY 

The research design adopted in the present study integrates 
both quantitative and qualitative methods with the aim of (a) 
identifying their attitudes towards writing online teaching with 
a particular reference to the technological affordances that 
mark LMS represented by the Blackboard system at PSAU, 
(b) exploring the challenges that face EFL instructors teaching 
writing courses online for mixed-ability classes compared to 
physical classes, and (3) discussing the best teaching strategies 
that have been proved as efficient in overcoming these 
challenges. For more effective use of the questionnaire, two 
types of validity have been fulfilled: content validity and face 
validity. Regarding content validity, a jury of English 
language teaching professors as well as professors of 
educational technology has verified the questionnaire for 
clarity, readability and comprehensibility. Furthermore, 
regarding face validity, since we targeted a stratified sample to 
ensure that all strata of EFL writing instructors at PSAU are 
represented, an online questionnaire is administered to 15 
instructors teaching the four writing courses in Department of 
English (male and female sections), College of Science and 
Humanities, PSAU. Those instructors have been teaching 
writing both offline and online over three years. This rubric 
has been made in order to ensure that they experienced both 
the benefits and challenges of online and offline writing 
teaching for mixed-ability students. The researchers made sure 
that each class included students with different levels in 
writing. Their grades in the different writing courses formed 
the major standard for such classification. 

The questionnaire includes four areas of investigation: (a) 
manageability of diversity in online writing mixed-ability 
classes (4 statements), (b) the major challenges encountered in 
such classes (7 statements), (c) online writing teaching and 
learning practices (6 statements), and (d) perceptions 
regarding the integration or exclusion of online teaching 
technologies (4 statements). Participants‘ responses would be 
distributed over Likert‘s five-point scale: (5) Strongly Agree 
[SA], (4) Agree [A], (3) Neutral [N], (2) Disagree [D], and (1) 
Strongly Disagree [SD]. The questionnaire has been initially 
administered to a group of five instructors to make sure that 
all statements are readable and understandable. Some 
modifications are made accordingly. Complementary to the 
questionnaire, semi-structured interviews with all writing 
instructors are carried out via the Blackboard. Such interviews 
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are intended for participants to provide more detailed and in-
depth information about the specific challenges they faced and 
the particular strategies and activities they employed to 
respond to these challenges taking into consideration the quick 
transition to the use of the Blackboard system. 

V. DATA ANALYSIS 

A. The Questionnaire 

The questionnaire administered to the target research 
community at PSAU was intended to record writing 
instructors‘ responses and perceptions regarding four major 
areas: (1) manageability of diversity in online writing mixed-
ability classes, (2) the major challenges encountered in such 
classes, (3) online writing teaching and learning practices, and 
(4) perceptions regarding the integration or exclusion of online 
teaching technologies. Regarding the first issue of the 
manageability of diversity in online writing mixed-ability 
classes, Table I offers raw statistics. 

Statistics in Table I show that most instructors (82%) 
agreed that teaching writing in mixed-ability online classes is 
manageable due to the facilities provided via the Blackboard 
system. Students‘ roles are identified by the instructor either 
simply as attendees or moderators. Also, instructors can 
control students‘ participations during the virtual class by 
nominating who can participate. Still, a considerable number 
of instructors (74%) affirmed that they feel pressured during 
the writing virtual class due to the fact that available resources 
(such as the White Board) do not allow writing clearly and 
neatly to offer proper illustrations and writing models to 
students. Based on a real experience of two of the authors, 
many students are not properly motivated to participate in 
answering the target activities and drills. One reason is that 
high achievers usually outshine low achievers who finally get 
frustrated. Still, instructors argued that it is not necessary to 
divide the class into homogenous groups. That is, 
heterogeneity could be exploited for enhancing teamwork in 
writing assignments during the virtual class. In addition, most 
instructors (87%) agreed that having students with diverse 
writing levels is natural in physical and virtual classrooms. 
The Blackboard system offers user-friendly assessment tool 
though it requires considerable customization. 

The second issue addresses the challenges that emerge 
owing to students‘ diverse levels in writing online classes (see 
Table II). 

Indeed, diversity is acknowledged by nearly half 
instructors (47%) as a persistent challenge in online writing 
classes. The major challenge that students‘ diverse levels 
provoke is that low achievers got stuck in most writing 
activities due to lack of motivation. Taking into consideration 
that writing is a productive language skill, most instructors 
(86%) affirmed that linguistic diversity is more prevailing and 
even problematic when compared to cultural diversity. Here, 
we affirm that students at PSAU share a similar cultural 
context. Minor cultural differences are believed as causing no 
individual core differences in students‘ writing performance 
with special reference to the topics offered for writing. 
Equally important, students‘ writing performance is rather 
affected by a set of psychological factors including anxiety 

during the online class, the pressure caused by poor internet 
connection, and inability to handle the tools offered by the 
Blackboard system, personality traits, and lack of motivation. 
Despite all these challenges, instructors differed with respect 
to the notion of tailoring the content, teaching style, and 
teaching strategies to meet a particular proficiency level set in 
light of students‘ writing actual performance. Rather, nearly 
all instructors (96%) affirmed that they had to vary their 
teaching methods, writing course materials, and assessment 
tools to meet students‘ diverse levels. 

The third issue concerns online teaching and learning 
practices as shown in Table III. 

TABLE I. INSTRUCTORS‘ RESPONSES REGARDING THE MANAGEABILITY 

OF DIVERSITY IN ONLINE WRITING MIXED-ABILITY CLASSES 

No.  S
A

 

A
 

N
 

D
 

S
D

 

1. Manageability of diversity 

1.1 
Teaching writing in mixed-ability 
online classes in manageable  

63 19 7 11 0 

1.2 

I feel overwhelmed upon 

teaching writing in mixed-ability 

online classes 

51 23 14 12 0 

1.3 

I think the only practical method 
to teach mixed-ability online 

classes is that students are 

grouped homogenously  

22 10 49 6 5 

1.4 

Having students with diverse 
writing levels is a natural 
occurrence inside online EFL 
classroom 

87 0 13 0 0 

TABLE II. INSTRUCTORS‘ RESPONSES REGARDING THE CHALLENGES OF 

DIVERSITY 

No.  S
A

 

A
 

N
 

D
 

S
D

 

2. Challenges of diversity 

2.1 

Diversity in online writing 
classes is not a serious problem 

and usual classroom dynamics 

can manage it 

19 12 22 14 33 

2.2 
Students‘ diverse levels cause 
low achievers to be demotivated 

to write 

66 19 15 0 0 

2.3 

Linguistic diversity is the most 

widely prevailing feature of 
diversity inside EFL writing class 

86 14 0 0 0 

2.4 
Cultural diversity is not a serious 
issue in my writing classes 

95 5 0 0 0 

2.5 

Psychological factors do not 
intervene with students‘ 
academic performance online 
writing classes 

0 0 22 35 43 

2.6 

Taking students‘ diverse levels 
into consideration, I always opt 
for a particular proficiency level 
and tailor my teaching style and 
strategies accordingly 

7 36 23 34 0 

2.7 

I vary my writing teaching 
methods, materials and 
assessment tools to cope with the 
varying levels in the online class 

87 0 4 0 0 
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TABLE III. INSTRUCTORS‘ RESPONSES REGARDING ONLINE TEACHING 

AND LEARNING PRACTICES 

No.  S
A

 

A
 

N
 

D
 

S
D

 

3.Online teaching and learning practices 

3.1 

Challenge emerging due to mixed-

ability classrooms can be 

addressed effectively online 

66 17 0 10 7 

3.2 

All you need to teach in mixed-

ability classrooms in online 
environments is to replicate the 

effective remedies employed in 

the physical classroom 

12 15 33 27 3 

3.3 
There are peculiarities that render 
online writing classes as relatively 

distinct from physical classes 

87 13 0 0 0 

3.4 
Students respond positively to the 
procedures taken to cope with 
diversity in online environments 

5 57 16 22 0 

3.5 

Online teaching provides easier 
route for enriching the teaching 
setting with various presentation 
modes that meet students‘ 
different learning styles 

27 52 11 10 0 

3.6 
Collaborative online tools can 
make up for the lack of physical 
co-presence  

30 45 13 12 0 

Responses showed that the majority of instructors (83%) 
agreed that many of the challenges emerging from traditional 
mixed-ability classes could be effectively addressed online. 
Still, the common writing remedial work targeting low 
achievers in physical classrooms has been proved as effective 
in online teaching platforms including the Blackboard. 
Furthermore, all instructors affirmed that online classes do not 
have some of the privileges found in physical classes where 
face-to-face communication usually helps to provide prompt 
feedback to students‘ writing performance. As affirmed by 
about 60% of the instructors, low achievers in the different 
writing courses showed positive tendency toward all the 
procedures taken to upgrade their writing level. Equally 
important, around 80% of the instructors agreed that the online 
teaching setting provided by the Blackboard is markedly rich 
as it offers various presentation modes through the tools of 
Share Blank Whiteboard, Share Application/Screen, Share 
Files, Blogs, Discussion Board, and Breakout Groups. 
Furthermore, the facility of recording sessions provides 
students with a living reference that they can check anytime. 
Finally, 75% of the instructors affirmed that such 
collaborative tools help to bridge the lacuna caused by lack of 
physical presence. 

The final issue addressed in the questionnaire concerns 
instructors‘ tendency toward blended learning which 
integrates face-to-face communication and online tutoring (see 
Table IV). 

About 60% of the instructors were not explicit about the 
impact of the technological affordances characteristic of 
different LMS platforms on their – as well as their learners‘ – 
performance. Similarly, they were not decisive regarding 
continuing only with online classes. That is why most of them 
(99%) opted for the integration of virtual and physical 
classrooms for more effective learning since electronic 

teaching platforms, represented by the Blackboard in the 
present study, offer the three basic components of the 
traditional learning process: content, communication, and 
assessment. Still, in light of such affordances, a considerable 
number of the instructors (66%) requested much training for a 
better use of electronic teaching platforms as they affirmed 
that they are not fully competent in using all of the tools 
provided by such platforms. 

TABLE IV. INSTRUCTORS‘ RESPONSES REGARDING INTEGRATING 

PHYSICAL AND ONLINE TEACHING 

 No.  S
A

 

A
 

N
 

D
 

S
D

 

4. Exclusion or integration  

4.1 
The technological affordances 
marking the use of LMS affect 

teachers‘/learners‘ performance  

2 17 57 4 20 

4.2 

I prefer to continue exclusively 

online as online teaching could 
fully replace face-to-face 

teaching 

7 13 54 20 6 

4.3 
Virtual classrooms should be 
blended with physical 

classrooms if applicable  

87 12 1 0 0 

4.4 

Much training should be 
available for a better use of 
electronic teaching and learning 
platforms for both teachers and 
learners 

42 24 34 0 0 

B. The Interview 

Complementary to the quantitative method in the form of 
the questionnaire, semi-structured interviews are conducted to 
elicit a clearer and detailed vision about the challenges that 
writing instructors‘ at PSAU encountered while teaching 
students with diverse achievement levels as well as the 
strategies they empirically found as effective in overcoming 
such challenges. Despite their affirmation that teaching 
writing in online mixed-ability classes is manageable, the 
instructors argued that as long as there is a large gap among 
students‘ writing proficiency levels, crucial customizations 
have to be made. In online mixed-ability classes, the 
input/content, processes and output/products should be 
diversified and offered through different audiovisual modes. 
They used to teach the prerequisite content allowing high 
achievers to proceed and adapting the content for low 
achievers. According to most instructors, this is perfectly 
achieved through the mechanisms of differentiated instruction. 
One successful strategy is homogenous grouping by 
classifying students in light of their readiness (i.e., attitudes, 
experiences, and knowledge), interest (preferences and 
passions), and learning profile (learning style, type of 
intelligence, group orientation, and culture-based preferences). 
With students homogenously grouped, instructors can tailor 
their teaching both quantitatively and qualitatively providing 
that intensive teaching is delivered to those who need more 
support. However, the learning outcomes should remain the 
same for all students. 

As for differentiating teaching for the online writing class, 
instructors emphasized that much of the teaching and learning 
practices marking physical classes are adapted to the new 
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web-based dynamics and tools offered by the Blackboard. In 
this regard, instructors highlighted that students‘ diverse 
learning styles represent a common challenge in EFL writing 
classes where multiple intelligences abound. In the context of 
virtual classes, the instructors considered the resources offered 
by the Blackboard as perfect for empowering students to use 
their unique learning styles to achieve better performance in 
the different writing skills. That is, the multimedia tools, 
including the White Board, Discussion Board, Blogs, Share 
Files and Share Screen/Application, made it easy for the 
instructors to satisfy the preferences of visual, auditory, and 
kinesthetic learners. Similarly, the designing of instruction so 
that a student works individually, in pairs and in groups also 
helped meet the needs of intrapersonal and interpersonal 
intelligence, exploiting the tool of Breakout Group on the 
Blackboard. However, instructors affirmed that it took them 
much time to use all such tools adequately and professionally. 
To be more familiar with all such technological affordances, 
the instructors affirmed that much training is required. 

One more challenge in online mixed-ability writing classes 
is the demotivated students who are reluctant to participate 
being so anxious about writing due to their low self-image. 
Low achievers used to feel unwilling to embark on interaction 
with their peers, thereby depriving themselves of developing 
their potential. To address this challenge, instructors put forth 
some insightful solutions. This might be addressed by 
assigning them easy, yet challenging, tasks that are one step 
beyond their proficiency level. The point is that these tasks 
keep students on track to achieve the target learning outcomes, 
usually in the form of writing projects. Some of the strategies 
that have been proved to be successful in motivating students 
in writing online classes include providing easy access to 
available resources usually offered on the content of the 
course on the Blackboard. These resources include 
PowerPoint presentations, YouTube channels with relevant 
educational material, and links to web-based exercises with 
self-correction. Furthermore, instructional methods could be 
diversified into visual, audial, and textual formats providing 
concrete and clear examples. The ultimate goal of such 
strategies is to help them gain a sense of accomplishment 
hopefully transforming them into more motivated writers. 

Additionally, instructors suggested a more humanistic 
approach to deal with the different online writing assignments 
given to students by relating them to their schemata and 
eliciting their relevant background knowledge and experience 
so that a sense of intimacy and relevance is ignited gearing 
their motivation positively. Furthermore, participants 
encourage low achievers in online writing classes through 
publishing their work in front of their mates, reinforcing their 
strengths, and choosing topics that are highly interesting to 
them. In addition, some instructors stated that they interact 
with students and come down to their level in order to 
understand their problems and simplify the process of writing 
to them. To motivate students and at the same time 
differentiate assessment tools, students were encouraged to 
practice self-correction through different websites such as 
www.grammarly.com and https://languagetool.org/. 
Instructors also highlighted that the emphasis on product (i.e. 
Students‘ output) rather than the process causes less capable 

students to have an inferior self-image about themselves when 
comparing their final products with the more capable ones. In 
response to this challenge, instructors mostly contended that 
online writing instruction encourages participation from 
reluctant students and provide equal opportunities for students. 
In addition, encouraging students to learn autonomously 
making use of available online resources render the teacher as 
simply a facilitator. 

Another related challenge highlighted by the instructors is 
the quality of students‘ participation in the various writing 
activities and drills. Many of the students‘ responses were said 
to be hasty and imprecise. They even used to copy directly 
from the internet sources, thereby offering a false reflection of 
their real progress in writing. To buffer against short, 
undeveloped responses, a specific length of response was set 
by instructors beforehand. Feedback is offered asynchronously 
to mitigate the pressure naturally experienced when students 
are required to respond in real time and to give them more 
time to reflect on the writing assignment. As for the 
plagiarism problem, students were notified that final works are 
to be scanned for plagiarism. Furthermore, taking into 
consideration students‘ tendency to provide perfect – albeit 
falsework, the instructors suggested assessing students‘ 
writings from a process-oriented, rather than a product-
oriented, prospect. In this regard, peer reviewing and editing 
could relieve many of the pressures of low achievers. 
Instructors also stressed the importance that assessment should 
span all proficiency levels and uniquely addresses students‘ 
diverse levels. In other words, a proper assessment the one 
that reflects the extent of progress achieved across all levels. 
This essentially required teachers to identify students‘ profiles 
by making a record of their linguistic proficiency through 
placement tests for homogenous grouping. 

The inability to provide instant feedback on students‘ 
contributions, due to the fact that students‘ inputs are posted at 
the same time, constituted another challenge to instructors. 
Lack of in-time feedback is likely to allow for immature 
contributions and to render students‘ primary inputs 
undeveloped. Teachers suggested sorting responses by 
students and then determining which ones are in need of 
instant feedback to develop their input and to pay them due 
attention in later discussions. 

VI. CONCLUSION AND FUTURE RESEARCH 

The present study aimed at identifying the perceptions and 
attitudes of writing instructors at Prince Sattam bin Abdulaziz 
University towards teaching mixed-ability classes via learning 
management systems after the quick transition to online 
learning after the outbreak of COVID-19. The major focus 
was the challenges that faced them during virtual classes with 
regard to the content preparation, teaching and learning 
practices, and assessment methods. It is also thought to reveal 
how the technological affordances marking the use of the 
Blackboard system have been customized for offering equal 
learning opportunities for students with diverse learning 
styles, intelligence, preferences, and linguistic caliper. 
Towards the fulfillment of these objectives, both quantitative 
and qualitative methods have been implemented, represented 
by an online questionnaire and semi-structured interviews 

http://www.grammarly.com/
https://languagetool.org/
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respectively. Both of them targeted four major areas: (a) 
manageability of diversity in online writing mixed-ability 
classes, (b) the major challenges encountered in such classes, 
(c) online writing teaching and learning practices, and (d) 
perceptions regarding the integration or exclusion of online 
teaching technologies. 

Results obtained from the questionnaire and the interviews 
pointed out that writing instructors at PSAU do not have the 
luxury to use or not use online platforms. For educational 
systems to adapt to worldwide changes, they have to be ready 
with efficient technological infrastructure and well-trained 
instructors and educators. The challenges expressed by the 
instructors are serious, but using online resources is 
simultaneously unavoidable. The very simple fact of diversity, 
demotivation, quality of feedback and participation and 
copying from the internet resources were the most common 
challenges that instructors highlighted. They suggested that 
differentiated instruction was the main approach to deal with 
such challenges making full use of the collaborative tools 
offered by available educational technologies. The rationale 
behind differentiation is to reach to teach. Importing 
traditional teaching and activities used in physical classrooms 
is not enough. Instructors stressed that the peculiarities of the 
online class should be respected and necessary adjustments to 
the traditional class-based methods should be made. The 
adaption of the face-to-face activities to the e-learning 
environment surely requires instructors to be armed with the 
virtual teaching-specific competencies that, in turn, require 
relevant training courses. 

In accordance with the findings of the present study, it is 
recommended to administer a placement test at the beginning 
of each semester in order to divide students in writing classes 
into groups based on their writing skill level. This would help 
teachers to target each group based on their abilities which in 
turn will help them to focus well on weaker groups. Also, it is 
recommended to provide workshops targeting the best 
teaching strategies for teaching writing in online mixed-ability 
classes. This would help instructors to tailor assignments and 
to offer help in different writing subskills in accordance with 
students' competence. Training should also target the best 
practices of educational technologies to maximize educational 
outcomes. Furthermore, it should be noted that the continuous 
evaluation and clear understanding of the affordances of 
educational technologies would help to inform practitioners of 
the potential benefits and limitations of different technologies 
to improve future teaching and learning practices. 

The current research design can inform further studies 
addressing other potential challenges in teaching other 
language skills in online mixed-ability classes, especially 
speaking. In addition, further studies are recommended to 
evaluate students‘ writing skills before and after the 
implementation of some of the strategies discussed in the 
present study. 
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Abstract—Solid waste management (SWM) has recently 

received more attention, especially in developing countries, for 

smart and sustainable development. SWM system encompasses 

various interconnected processes which contain numerous 

complex operations. Recently, deep learning (DL) has attained 

momentum in providing alternative computational techniques to 

determine the solution of various SWM problems. Researchers 

have focused on this domain; therefore, significant research has 

been published, especially in the last decade. The literature shows 

that no study evaluates the potential of DL to solve the various 

SWM problems. The study performs a systematic literature 

review (SLR) which has complied 40 studies published between 

2019 and 2021 in reputed journals and conferences. The selected 

research studies have implemented the various DL models and 

analyzed the application of DL in different SWM areas, namely 

waste identification and segregation and prediction of waste 

generation. The study has defined the systematic review protocol 

that comprises various criteria and a quality assessment process 

to select the research studies for review. The review demonstrates 

the comprehensive analysis of different DL models and 

techniques implemented in SWM. It also highlights the 

application domains and compares the reported performance of 

selected studies. Based on the reviewed work, it can be concluded 

that DL exhibits the plausible performance to detect and classify 

the different types of waste. The study also explains the deep 

convolutional neural network with the computational 

requirement and determine the research gaps with future 

recommendations. 

Keywords—Solid waste management; systematic literature 

review; deep learning; convolutional neural networks 

I. INTRODUCTION 

In recent years, waste generation around the globe has 
increased multi-folds due to population growth, fast urban 
settlement, economic development, and advancement in 
lifestyle [1]. The World Bank statistics indicate that the 
worldwide solid waste (SW) generation was approximately 
2.01 billion tons per annum in 2016. It is predicted that the 
world will produce 2.01 and 3.40 billion tons annually by 2030 
and 2050 [2]. The statistics indicate the significant increase in 
the SW generation around the globe [3]. More than 33 per cent 
of the total generated MSW are not handled in an 
environmentally safer manner, with the waste dumped illegally 
on roadsides or abandoned lands [2]. This poorly handled and 
openly dumped waste directly affects the environment, 
constitutes health risks of inhabitants, and engenders water and 
air pollution and land deterioration [4]. Therefore, this massive 
quantity of SW has become a significant threat to the 

ecosystem of the city and surrounding areas [5]. It has also 
given birth to illegal dumping [6]. It also substantially obstructs 
the sustainable growth of the city/region [7]. Nowadays, 
countries are more serious about a healthier and more 
sustainable environment. Several studies evidence that the 
leading causes of poor SWM are inadequate planning and 
improper operations [8], [9]. SWM bodies lack funds, 
infrastructure, and advanced technology in most developing 
countries. After the emergence of smart cities and sustainable 
urban development, researchers have put a lot of effort into 
transforming the SWM industry using current technologies and 
intelligent systems [10]. SW is a natural product from daily life 
activities and per capita waste generation significantly more in 
urban regions than rural areas due to high income and urban 
lifestyle [11]. SWM has emerged as a crucial environmental 
issue around the globe, especially in developing countries [12], 
[13]. Therefore, it is strongly demanded to create an effective 
SWM system for conserving resources protecting 
environmental and public health [14]. The environ=mental 
problems of SWM are very complex to resolve because of their 
heterogeneous nature [15]. 

The background analysis concludes that the SWM has 
focused on utilizing cutting-edge technologies to improve and 
automate the services. Advanced technologies such as the 
internet of things (IoT), information technology, machine 
learning (ML) have drastically improved the efficiency of 
various SWM processes, namely waste forecasting, collection, 
transportation, sorting and recycling [16], [17]. DL subset of 
ML methods has been significantly implemented in diverse 
areas of the environment, such as pollution control, 
wastewater, SWM services [18]. The SWM system 
encompasses various interconnected processes which contain 
numerous complex operations. This system also involves many 
non-linear parameters, including highly inconstant influencing 
factors, namely socioeconomic and demographic [19]. It is 
challenging to optimize the performance of these systems 
without affecting the health of inhabitants and the environment 
[20]. Therefore, DL techniques are supposed to involve in all 
stages of the SWM system. In earlier review studies, Ye et al. 
(2020) has thoroughly analyzed the 85 papers published in 
2004 - 2019 and demonstrated the different applications of 
artificial intelligence (AI) models in the SWM service 
framework. In [21], the author has reviewed approximately 200 
studies published during the last two decades and summarized 
the applications of ML methods in different stages of SWM 
from waste inception to final disposal. In parallel with these 
extensive studies, this SLR study primarily concentrates on the 
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applications of DL models in SWM services and interpret it in 
view of overall process of SWM. 

The main goal of this SLR study is to motivate the 
researchers more to apply DL techniques for solving various 
SWM problems involving waste detection, classification, 
prediction etc. It compares the performance of DL models and 
uncovers the best models for different tasks. It also highlights 
some gaps in applications of DL for SWM tasks and discusses 
some aspects for future priority. This information will help the 
researchers to choose the better model for their studies. The 
overall benefits of DL are encouraging for its further use 
towards developing an innovative and sustainable SWM 
system. 

The survey study is structured in the following sections. 
Section II draws the picture of applications of various DL 
models in SWM. Section III comprises the methodology of the 
SLR architecture, which involves systematic review protocol, 
review questions, searching process and selection criteria, 
screening, article quality assessment, and data extraction. 
Section IV explains the overview of survey findings which 
includes descriptive statistics of review: country of the author 
academic’s affiliation, mainstream journals and their 
publishing areas, and thematic analysis: major DL models, 
their applications, data set used, performance evaluation and 
comparison with other DL/conventional method, and depicts 
the detail description of CNN models. Section V illustrates the 
concept of DL, the design of a CNN architecture and 
computational requirements to implement the CNN models. 
Section VI identifies the Research gaps and priorities, 
demonstrating data acquisition, data preprocessing, model 
selection and architecture definition, and model comparison. 
Section VII comprises the summary of the SLR, important 
observations with shortcomings and the reason for the 
popularity of DL in SWM. Finally, the conclusion of the SLR 
study is displayed in Section VIII. 

II. SKETCH OF DL IN CONTEXT OF SWM 

The literature demonstrates that emerging DL models can 
be effectively applied in the SWM field [17]. DL is a large 
subset of ML techniques that comprises various computational 
methods and algorithms that implements artificial neural 
networks (ANN) with feature learning. DL techniques have 
significantly transformed the field of computer vision and 
image processing. Therefore, DL has emerged as the most 
attention-drawing branch of ML in recent years and has 
gradually reached the top. The convolutional neural network 
(CNN) is an epoch-making category of deep neural networks 
with huge potential and tremendous image recognition growth 
with reliable outcomes. CNN can be recognized as 
fundamental building blocks in diverse tasks such as photo 
tagging, medical imaging, and self-driving cars. A typical 
workflow of the DL models is depicted in Fig. 1. Generally, it 
comprises four main steps: (1) Data collection and preparation 
(2) Choosing or designing model and hyperparameters (3) 
Training, testing, and performance evaluation (4) Tuning 
hyperparameters if needed and deployment. Table VII lists the 

DL models applied in the SWM with research objectives/goals. 

They are also exhibiting significant growth in everything 
from security to environment and waste management. Many 
eminent researchers around the globe have made remarkable 
contributions in SWM using DL. In SWM, DL models have 
been extensively implemented to solve various problems such 
as waste identification and segregation, real-time bin level 
detection, and prediction of waste generation. DL models have 
abilities to recognize and learn features directly from the 
image. This distinct feature has substantially enhanced image 
detection and classification. The transfer learning technique is 
implemented using a combination of three pre-existing CNNs, 
namely VGG19, DenseNet169, and NASNetLarge, to classify 
the waste into six categories [22]. Many CNN architectures 
have been proposed with different layers to categorize the 
different types of waste, such as recyclable: metal, paper, 
plastic, cardboard, nonrecyclable, medical, biodegradable, 
inorganic, trash, etc. [23], [24]. 

The pre-existing CNNs, namely enhanced ResNext [25], 
YOLOv2 and YOLOv3 [26], ResNet-50 and Auto Encoder 
network with support vector machine as classifier [27], [28], 
MobileNet-V2 [29] and Hybrid of CNN and multilayer 
perceptron [30] have also been performed above type 
classification tasks. Waste classification is an important 
activity to separate different types of waste, which significantly 
improves the recycling efficiency of the process. Various types 
of CNN with different layers have also been substantially used 
in many tasks of SWM other than waste detection and 
classification. A Long Short Term Memory (LSTM) CNN has 
been implemented to predict the amount of waste generation 
[31], [32], and carbon dioxide concentration in the waste bin 
[33]. Additionally, a deep CNN has been designed that 
consider various waste generation influencing factors to 
forecast the per capita waste generation [34] and demolition 
waste for three categories reusable, recyclable, and landfill 
[35]. A waste bin equipped with a camera, microcontroller, and 
servo motor has been built to separate the different types of 
waste materials automatically. The hardware of the bin is 
controlled by custom software based on the ResNet-34 
algorithm with multi-feature fusion and a new activation 
function [17], [36]. 

Moreover, different CNN models have been implemented 
to identify and locate the illegal dumps using street-level image 
data and high-resolution satellite imagery [37], [38]. Based on 
the analysis of selected research papers for SLR, DL models 
have been extensively utilized in SWM, from waste inception 
to final disposal. They have been implemented in SWM 
processes such as waste generation prediction, bin level 
detection, material identification, illegal dump detection and 
location identification, and waste classification (refer to 
Tables VII and VIII). This can help to develop sustainable 
SWM service infrastructure through efficient resource 
utilization. DL has significantly impacted the recycling process 
as it has the power to detect different types of material and 
items to segregate. This has made the recycling process very 
effective and efficient in material recovery. Fig. 2 displays the 
application of the DL models in different stages of the SWM 
processes. 
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Fig. 1. Schematic Picture of DL Models Workflow. 

 

Fig. 2. Application of DL Model in SWM Processes. 

To explore the potential applications of various CNNs 
models to provide the effective and efficient solution of 
different tasks involved in SWM, a thorough analysis of 
recently published studies is necessary to increase more 
advanced developments in this field. The survey demonstrates 
the comprehensive SLR and elaborates the various DL models 
implemented to enhance existing SWM techniques involved in 
its distinct stages, from inception to the final disposal. Some 
hybrid DL based approaches and performance comparison of 
implemented DL models with other DL/conventional models 
are explained to present an in-depth understanding of different 
models. The review study aims to provide SWM, and allied 
researchers are keen to apply DL approaches in their respective 
areas of study using major research aspects such as DL models, 
applications, efficiency, and accuracy. The major contribution 
of the survey study is to add the SLR of applications of DL in 
SWM, which was not previously figured out in the knowledge 
pool of existing literature. 

III. METHODOLOGY 

An SLR is carried out to examine the application of DL in 
SWM research published from 2019 to 2021. The SLR is 
defined as a systematic procedure to summarize the 

experimental results of the studies related to an investigation or 
technology, determine the gaps in current research, and 
develop the background for new research. The content of SLR 
is motivated and structured according to two systematic review 
studies, namely, [39], [40]. The SLR presents a 
comprehensible view of various DL techniques implemented in 
SWM. Following typical steps are conducted to enhance the 
creditability and reliability of the review. 

A. Systematic Review Protocol 

The SLR is performed to identify, evaluate, and interpret 
potential studies applying DL models in various SWM 
domains [40]. The study extensively follows the SLR 
methodology, which provides equitable review procedures, 
ensures quality to credibility, and understands results and 
conclusions. The SLR has a standard protocol comprising three 
phases: planning, execution, and reporting [40], [41]. The 
systematic review protocol defines the methodology of 
locating, studying, analyzing, and evaluating the research 
articles. Fig. 3 demonstrates the proposed review prototype 
based on the SLR guidelines. The SLR protocol describes the 
review process and is generally explained in technical reports. 
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Fig. 3. Flowchart Displaying the SLR Procedure. 

B. Review Questions 

The primary objective of the SLR is to recognize and assess 
the published literature that implements the DL model in 
SWM. The following typical review questions are formulated 
and addressed to execute the proposed methodology. 

RQ1: What are the different applications of the DL model 
in SWM? 

RQ2: What are the DL models implemented to solve SWM 
problems? 

RQ3: How is the performance of different models with 
respect to other algorithms and techniques? 

C. Searching Process and Selection Criteria 

The methodology considers an individual research paper or 
article as a review unit, called a document. All the documents 
are retrieved from a global digital libraries database, namely 
Scopus, Elsevier, Google Scholar, Springer, IEEE, Wiley, 
Emerald, and Web of Science. These are the top libraries that 
contain peer-reviewed global research from multiple 
disciplines and are widely accessed by authors to perform SLR. 
The preliminary search retrieved numerous articles associated 
with the SWM, DL and CNN but did not exhibit the direct 
implementation of the DL model in SWM. Additionally, many 
publications were also in top search, applying the conventional 
model (such as statistical model) in SWM. This initial search 
retrieved approximately 550 documents from 2019 to 2021 
from the digital search libraries. Then, structured query 
searches with inclusion and exclusion criteria were executed to 
retrieve relevant literature and restrict the number of 
documents. These search queries included some keywords for 
accepting and rejecting the documents [42]. In SLR, the 
application of DL was the main keyword, and SWM was the 
context in the query string. Therefore, all searched queries 
were around two aspects, (a) application of DL (b) context: 
SWM. Table I depicts the matrix of retrieved documents for 
chosen keywords from afore mentioned digital libraries. 

TABLE I. THE COUNT OF RELEVANT PAPERS FOR DIFFERENT SEARCH 

STRINGS FROM VARIOUS DIGITAL LIBRARIES 

Key-

word 
Waste MSW 

Gar-

bage 
Trash Litter 

Rub-

bish 
Dump 

CNN 149 87 17 12 3 1 2 

DL 163 78 20 8 2 5 3 

Additionally, the inclusion keywords were “waste 
management”, “garbage”, “litter”, “trash”, “dump”, “rubbish”, 
“deep learning”, “convolutional neural network”, and “deep 
neural network” while exclusion keywords were “waste 
recycling”, “wastewater treatment”, “waste-to-energy”, “sewer 
systems”, “waste incineration”, and “vehicle routing”. The 
gathered literature was analyzed and evaluated in a 
methodology context covering the studies that implemented the 
DL techniques to address the SWM issues. After executing the 
search as mentioned above procedure, 105 studies were 
uncovered as pertinent to the search topic for 2019-2021. 

D. Screening 

Manual scrutiny was carried out to ensure the 
completeness, reliability, and quality of SLR. Inclusion and 
exclusion criteria were set to make the scrutiny process 
straightforward, manageable, and objective. Table II displays 
the chosen inclusion and exclusion criteria to select the papers 
under four categories for further review. These categories were 
publication type, document language, accessibility, and 
subject/title. Then, all selected documents in the searching and 
data collection process were reviewed according to the 
attributes set in Table II. The journal or conference research 
was selected in the first screening, completely accessible and 
available in English. Generally, conference papers lack quality; 
therefore, their use in SLRs is uncommon [43]. But few good 
qualities conference papers were considered in the study. 
Moreover, their title / subject was also analyzed to determine 
and choose the most competent research. 
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TABLE II. ATTRIBUTES, INCLUSION AND EXCLUSION CRITERIA USED TO 

SELECT THE RELEVANT STUDIES FOR ANALYSIS OF SLR 

Attribute Inclusion criteria Exclusion criteria 

Publication 

type 

Journal articles and 

conference papers 

Book chapters, Patents, 

Magazines articles, Conference 

posters, Thesis, Editorials, 
Industry and Market reports etc. 

Document 
Language 

English 
Other than English such as 
Chines, Spanish, Russian etc. 

Accessibility 
Full text of document 

accessible 

Abstract, partially accessible, or 

inaccessible 

Title/Subject 

The main topic was solid 

waste management. 
The research applied 

pre-trained or designed 

CNN model 

The main topic was related to 

any technology or a specific area 
such as the IoT, AI, and ML. 

The research applied any ANN 

other than deep neural networks. 

Additionally, the abstract and conclusion were also 
rigorously inspected and analyzed in the context of the search 
topic to determine the more suitable papers and eliminate the 
duplicate documents having different titles but identical 
content. It was also investigated that the selected documents 
were concentrated on applying DL models in the context of 
SWM. After accomplishing the entire screening process, 65 
studies out of 105 were promoted for further process. 

E. Quality Assessment 

After conducting the screening process, a quality check was 
performed for all selected studies. The quality assessment 
checklist was formulated to assess individual research and 
prune the insignificant and irrelevant research [40]. Ten quality 
criteria were determined to develop the checklist, and each 
study was evaluated qualitatively. A questionnaire was 
formulated to represent the criteria in the form of questions 
answered on the Likert scale of 5. The Likert scale and 
designed questions are presented in Table III and Table IV. 
The overall score of each paper was calculated by adding the 
points achieved in all questions stated in Table IV. The article 
was chosen for review if it had an overall score of more than or 
equal to 25 points. The top 40 papers out of 105 were picked 
after performing the quality assessment process. 

F. Data Extraction 

The pertinent data is extracted from all selected studies and 
summarized in Tables VI and VII to determine the 
consolidated outcomes. This extracted data includes the items, 
namely implemented DL model/technique, study 
goal/objective, key findings, application domains, dataset 
utilized in model evaluation, and performance comparison with 
other benchmark studies. 

TABLE III. LIKERT SCALE TO EVALUATE QUALITY ASSESSMENT 

QUESTIONS 

Criteria 

fulfilled 
Completely Substantially Partially Poor Not 

Assigned 

Score 
5 4 3 2 1 

TABLE IV. QUALITY ASSESSMENT CRITERIA AND CORRESPONDING 

QUESTIONS TO SELECT THE HIGH-QUALITY RESEARCH STUDIES 

Criteria Questions 

Problem 

definition 

Q1: Examine that the problem is clearly stated and has 

well-defined objectives. 

Credibility 

Q2: Justify that the problem is well formulated and the 

proposed approach is practically implemented on actual 

and sufficient data.  

Methodology 
Q3: Determine the applicability of the research methods 
and software platform in the context of the study. 

Analysis and 

conclusion 

Q4: Investigate that the accuracy is computed and 

critically discussed in conclusion. 

Argumentation 
Q5: Determine those results are compared them with other 
benchmark studies.  

Scope 
Q6: Confirm that the application area and scope of 

research are figured out. 

Significance 
Q7: Validate that the research has a remarkable 
contribution to the knowledge pool and/or enhanced the 

technology. 

Structure and 

writing 

Q8: Verify that the study comprises smooth articulation 

among sections with appropriate academic writing 
language. 

Presentation  
Q9: Assess the clarity of the content in the context of 

research goals.  

Referencing 
Q10: Verify the reliability and relevance of the cited 

references in the context of the study. 

IV. OVERVIEW OF SURVEY FINDINGS 

A. Descriptive Statistics of Review 

In the SLR study, 40 research studies were considered 
published globally in the recent three years, i.e., 2019(7), 
2020(22) and 2021(11). All the studies were reviewed 
according to the country of the academic’s affiliation to 
analyze the contribution of various regions in the subject area. 
Asia published the most significant number of studies that 
focused on the review subject area (57.5%), and most of these 
studies were performed in China (22.5%). 35 % of total studies 
were contributed from the European region, and 7.5% were 
from Australia and Africa. Researchers from developing 
countries conducted 60% of the total studies. At the same time, 
the remaining 40% belonged to the developed countries, with 
the categorization of developing/developed countries according 
to the Human Development Report [44]. The statistics 
exhibited that researchers from developing countries focused 
more on SWM than developed countries. The literature 
evidenced that SWM was a crucial problem in developing 
countries; therefore, authors gave more attention to SWM 
research and published more studies. Motivated by the SLR 
study in [45], all the selected studies were analyzed by 
publication to determine the mainstream journals and their 
publishing areas. Table V depicts the list of journals and 
conferences. The best journals of studies subject with 
documents count were IEEE Access (5) and Waste 
Management (5). These results concluded that electronics and 
computer science researchers focused on applying the current 
state of the art of their field and invested more effort to solve 
the SWM issues by developing automatic and intelligent 
systems. Additionally, Waste Management was dedicated to 
SW Management, Disposal, Policy, Education, Economic and 
Environmental assessment. According to the analysis of 
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publishing areas of each journal, it was deduced that SWM 
research was strongly related to the environmental sciences. 

B. Thematic Analysis of Review 

After the emergence of the various computational model of 
DL, no review study consolidated the applications of DL 
models in SWM and allied fields. The analysis of compiled 
studies unveiled four major applications of DL in SWM, 
namely waste detection, identification, bin level detection, and 
forecasting of waste generation. Additionally, DL was also 
applied to perform tasks such as demolish material prediction, 
custom software development for robot control, defect 
detection in potatoes, and different types of polythene material. 

Table VI displays the applications of DL models identified 
in considered studies and implemented model performance 
evaluation for the used data set. All the studies except one had 
applied the proposed model on an actual data set which showed 
the experimental performance of the models. Only one study 
had performed the experiments on simulated data to evaluate 
the model performance. A significant number of studies had 
compared the performance of the implemented model with 
other DL/conventional models. Moreover, most studies had a 
sufficiently large data set to train, validate and test the 
proposed model. Therefore, it could be concluded that the 
performance of the models was reliable and could be utilized 
for comparison in further studies. 

TABLE V. THE LIST OF PAPERS CHOSEN FOR THIS SLR ACCORDING TO JOURNALS / CONFERENCES WITH THEIR PUBLICATION AREAS 

Publisher Journal/Conference Focused Areas 

Elsevier (13) 

Automation in Construction (1) 
Computer-aided design and engineering, Product modelling and process simulation, 
Automated inspection, and robotics 

Case Studies in Chemical and Environmental 
Engineering (1) 

Environmental and chemical engineering applications- Water, Air, soil, waste, resource 
recovery, energy 

Journal of Cleaner Production (2) Cleaner Production, environmental, and sustainability  

Journal of KSU – Computer and Information 

Sciences (1) 
Computer science and applications, Information science 

Journal of the International Measurement 

Confederation (1) 

Sensors, Data processing, Fusion algorithms, Mathematical modelling, processes, and 

algorithms 

Resources, Conservation & Recycling (1) 
Sustainable production, consumption and management, Resources conservation and 

recycling 

Waste Management (5) 
SWM generation, collection, transportation, segregation, recycling, composition, policy, 

environment assessment 

Hindawi (2) 

Applied Computational Intelligence & Soft 
Computing(1) 

AI, Fuzzy and soft computing, Operations research, Mathematical modelling, and 
programming  

Computational Intelligence and Neuroscience (1) 
AI, Fuzzy system, Neural network, Neuro-biologically inspired evolutionary designs, 
Genetic algorithm 

IEEE (6) 

IEEE Access (5) Multidisciplinary from science and engineering 

IEEE Transactions on Consumer Electronics (1) 
Concept, design, development, production of electronics, systems, software, and services 

for the consumer market 

MDPI (9) 

Applied Sciences (2) Engineering, environmental, earth, material, and pure science 

Applied System Innovation (1) 
Computer and human-machine interaction, Applications of the IoT, Smart and intelligent 

system 

Electronics (1) 
AI, Computer science and engineering, Systems and control engineering, control and 
system 

Energies (1) Energy and environment, sustainable energy, AI systems design and control, Smart cities  

Future Internet (1) IoT, Smart Cities and urban development, human-computer interaction, and usability 

International Journal of Environmental Research 

and Public Health (1) 

Environmental science and engineering, Digital health, Environmental health, and 

ecology  

Remote sensing (1) 
Remote sensing applications, Image processing and pattern recognition, Data fusion and 
data assimilation 

Sustainability (1) 
Air pollution and climate change, Water pollution and sanitation, Sustainable 

development 

Springer (2) 

International Journal of Environmental Science 
and Technology (1) 

Environmental science and technology, Solid and hazardous waste management, Air, 
water, and soil pollution 

Multimedia Tools and Applications (1) 
Air traffic and online control, Real-time system, Computer-aided instruction, Remote 

home care, Smart system 

Wiley (1) 
Concurrency Computation Practice and 
Experience (1) 

AI and ML, Big data applications, algorithms, and systems, Data science 

World  

Scientific (1) 

International Journal of Software Engineering 

and Knowledge Engineering (1) 
Application software, Knowledge management and engineering, Smart system design 

Conferences (6) 
Held by Elsevier (2), Springer (2), IOP Press (1), 
and other (1) 

AI, Computer and information science, System development, environment, and material 
science  
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TABLE VI. TABULATION OF APPLICATION TYPE, DATA SET TYPE AND PERFORMANCE EVALUATION 

Reference Application type Data set type Performance evaluation 

[22] 
Identification and 
classification 

Real (5000 images) 
The combined model classification accuracy is compared with standard pre-
trained models VGG19, DenseNet169, and NASNetLarge. 

[25] 
Identification and 

classification 

Real (two datasets 2527 and 5904 

images)  

Performance is shown with respect to the ResNext model, which is applied 

to different datasets. 

[36] 
Intelligent hardware 

design 
Real (4168 images) 

ResNet-34: 98.59%, ResNet-34-A: 99.41%, ResNet-34-B: 99.95%, ResNet-

34-C: 99.28% and proposed model: 99.96%. 

[46] 
Smart bin hardware 
design  

Real (565 images) The garbage level inside the bin is monitored accurately in real-time. 

[16] 
Electrical and electronic 

item recognition 
Real (210 images) 

R-CNN accuracy (90% - 96.7%) is compared with respect to CNN 

(maximum 90%). 

[47] Intelligent robot design Real (47000 images) The robot picked garbage efficiently, and no comparison is shown. 

[35] Material prediction Real (2280 demolition) No comparison is shown. 

[26] Real-time detection Real (375 images) Manual verification is performed for test images. 

[23] 
Identification and 

classification 
Real (2527 image) 

Accuracies of CNN with various fusions are compared with AlexNet, 

GoogleNet, VGGNet, and ResNet-101. 

[17] 
Smart bin design and 

waste sorting 
GITHUB 2020 dataset 

There are shown the comparison of existing CNN models ResNet-34, 

VGG16, AlexNet, and ResNet50. 

[24] 
Identification and 

classification 
Real (400 images) Statistical analysis is performed after manual verification. 

[48] Defect detection Real (images not defined) No comparative study is performed. 

[30] Waste sorting  Real (100 images) Improved accuracy is shown with CNN. 

[31] Forecasting 
Real (weekly observation of 1000 
households, 2011-2018) 

Displayed 85% improved results with respect to the traditional ARIMA 
model. 

[49] Waste segregation Real (2527 images) Compared with various CNN models. 

[28] 
Identification and 
classification 

Real (25077 images) Compared with other current states of the art studies. 

[50] Garbage detection Real (4795 and 12346 images) No comparison, different classes accuracies are compared. 

[51] Garbage detection Real (8000 images) No comparison is shown, but the prediction is manually verified. 

[52] 
Polythene type 
identification 

Simulated (33000 images per class) Performance is compared with 23 layers networks with different image sizes. 

[32] Forecasting Real (730 data samples)  Compared with ARIMA and conventional ANN. 

[33] Prediction Real (9358 data points) No comparative analysis is shown. 

[34] Prediction Real (2827 data point) No comparison with other studies is shown. 

[53] Waste classification Real (7724 images) YOLOv3 results are compared with YOLOv3-tiny. 

[27] Waste classification Real (1989 images) No comparative analysis is presented. 

[29] Waste classification Real (2527 images) 
Performance is compared with MobileNet, InceptionV4, InceptionResnetV2, 
Xception, DenseNet121 & 169. 

[17] Waste classification Real (4163 images) 
Performance comparison is shown among four models DenseNet169, 

ResNet50, VGG16, and AlexNet. 

[54] 
Localization and 
recognition  

Real (56,964 images) Performance is compared with BNInception and ResNet-50. 

[55] 
Real-time waste 

identification 
Real (2527 images) 

Various models based on MobileNetV2, InceptionV2, & V4 are tested to 

obtain optimal accuracy. 

[56] 

Construction and 

demolition waste 

classification 

Real (Two data sets of 525 and1758 
images) 

No comparison with other studies is shown. 

[57] Waste classification Real (More than 25000 images) The performance of VGC19 is compared with ResNet50 and InceptionV3. 

[58] Glass and metal detection Real (2000 images) Performance comparison analysis of three models is shown.  

[59] Classification Real (6640 images) 
Accuracies of Resnet101, EfficientNet-B0, B1 and ensemble are compared 

to determine the optimal model. 

[60] Classification Real (500 images) No comparison with other studies is shown. 

[61] 
Detection and 

classification 
Real (369 images) No comparison with other studies is shown. 

[62] Detection and recognition Real (546 images)  No comparison with other studies is shown. 

[63] Waste dump detection Real (5000 images captured by UAV) No comparison with other studies is shown. 

[64] Plastic classification Real (109820 images) 
Proposed CNN accuracy is compared with AlexNet, MobileNet v.1 and 

MobileNet v.2 

[65] Waste classification Real (2527 images) 
Multilayer hybrid CNN accuracy is compared with AlexNet, ResNet50, and 

Vgg16. 

[38] Illegal dump detection Real (3000 images) No comparison with other studies is shown. 

[66] Classification Real (5416 images) Various state-of-arts models are compared. 
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TABLE VII. TABULATION OF DL MODELS, OBJECTIVES AND KEY RESULTS 

Reference DL Model/Technique Goal/Objective Key results 

[22] 

Transfer learning: proposed a combination of pre-

trained models VGG19, DenseNet169, and 
NASNetLarge 

Waste classification into six categories 
Classification accuracy: more than 92% for all 

distinct classes with an average of 96.5%  

[25] DNN-TC: an improved version of ResNext 
Waste classification into organic, 

inorganic, and medical waste  

Applied on two data sets and obtained 

accuracies 94% and 98%, respectively 

[36] 

ResNet-34 incorporating input images with multi 

features, reuse of the residual unit and a new 

activation function 

Developed hardware of automatic 
garbage classification system  

Identified 14 subcategories of recyclable and 
nonrecyclable with an accuracy of 99.96%  

[46] IoT and Tensor flow  
Smart bin with real-time waste object 

detection and classification features  

Obtained hardware of automated segregation 

and monitoring system 

[16] CNN and faster region CNN E-waste recognition and classification  
Acquired e-waste equipment identification 

accuracy between 90% - 96.7%  

[47] SegNet and ResNet Robot for waste picking from grass 
Attained waste recognition accuracy up to 95% 

without path planning 

[35] Deep neural network 
Prediction of demolition waste for 
reusable, recyclable, and landfill  

Prediction accuracy recyclable: 95%, reusable: 
98%, and landfill: 99% 

[26] YOLOv2 and YOLOv3 CNN 
Garbage container detection and 

classification 

Identified and classified the garbage and its type 

with an accuracy of more than 90% 

[23] DL models using the feature and score-level fusion Waste categorization into five classes 
Obtained accuracies 94.11% and 94.58% for 

double fusion PSO and GA, respectively 

[17] 
Integration of IoT and ResNet-34, VGG16, 

AlexNet, and ResNet50 

Sorting of digestible and non-digestible 

along with smart trash bin 

Exhibited maximum accuracy of 95.31% and 

successfully real-time bin monitoring 

[24] Two Deep CNN with four and five layers Waste classification into four categories 
Computed accuracies of four and five layers 

DCNN 61.67% and 70%, respectively 

[48] CNN with nine layers Real-time defect detection into potato Achieved 83.3% accuracy in real-time  

[30] Hybrid of CNN and multilayer perceptron  Waste sorting as recyclable and others Determined the accuracy more than 90% 

[31] Multi-site LSTM CNN Waste forecasting  
Reported RMSE, MAE and MAPE as 0.5, 0.41 
and 0.74 

[49] DenseNet121 optimized by genetic algorithm Recyclable waste segregation Highest accuracy demonstrated 99.6% 

[28] 
Auto Encoder network, CNN, Ridge Regression 

and Support vector machine as a classifier 
Waste Classification Achieved 99.6% accuracy 

[50] Fast region CNN Street litter detection and classification 
Achieved accuracies between 73.4% and 97.3% 
for different classes 

[51] Fast region CNN with edge computing 
Garbage detection for street cleanliness 

assessment 

Achieved accuracies between 81% and 93% for 

different classes 

[52] CNN with fifteen layers Polythene Classification 
Input image size 120x120 pixels, report 
accuracy for 15 layers network 99.2% 

[32] LSTM CNN Waste forecasting  
Reported R2 and MAPE as 0.96, 6, and 63.66 

(Training), 0.92 and 114.05 (Testing) 

[33] Simple and modified LSTM CNN 
Prediction of carbon mono oxide 

concentration inside the bin 

Prediction accuracies exhibited by simple and 

modified models were 88% and 90% 

[34] CNN with three hidden layers of eighty neurons Per capita waste generation prediction  Forecasted accuracy 94.6% 

[53] YOLOv3 and YOLOv3-tiny 
Waste segregation for disposal and 
recycling 

Mean average precision of implemented 
network is 94.99% 

[27] ResNet-50 and Support Vector Machine Waste categorization into four classes 
Obtained the classification accuracy of 

approximately 87% 

[29] MobileNet-V2 Waste categorization into six classes 
The accuracy of the implemented network is 
96.57% 

[17] DenseNet169, ResNet50, VGG16, and AlexNet  Waste categorization into six classes 
Accuracies of all four models are 94.9%, 

93.4%, 91.7%, and 89.3% respectively 

[54] Multi-task learning architecture-based CNN 
Simultaneous waste localization and 

recognition 

Shown F1 score 95.12% to 95.88%, with a 95% 

confidence interval 

[55] 
Single Shot Detector and Faster R-CNN based on 

MobileNetV2 and Inception-ResNet 
Identification of six types of waste 

Reported the accuracy for both models 97.63% 

and 95.76%, respectively 

[56] Two Deep CNN with multiple layers 
Construction and demolition waste 

classification  

Single and multi-waste classification accuracies 

are obtained 91.88% and 96.17%, respectively 

[57] VCG-19, ResNet50, and InceptionV3 Waste categorization into fifty classes Obtained the accuracy 86.19% for fifty classes 

[58] Three CNN with different number of layers 
Metal and glass detection into a waste 
bag 

Determined the maximum accuracy for metal 
and glass 100% and 96.28, respectively 

[59] 
Resnet101, EfficientNet-B0, EfficientNet-B1 and 

ensemble 
Waste categorization into seven classes 

Overall accuracies 92.43%, 91.53%, 90.02%, 

and 94.11% 

[60] Faster Region CNN 
Biodegradable and non-degradable 
waste segregation 

Computed average accuracy 84.34% 

[61] RetinaNet 
Waste pollutant detection and 

classification inside water 
Obtained average precision 0.8148 
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[62]  YOLOv2  
Classifying battery-containing devices, 
detecting batteries, and recognizing 

battery-structures 

100% is demonstrated for classifying battery-

containing from non-battery-containing devices 

[63] Deep CNN using Single Shot Detector 
Waste dump identification on the 

riverbank 

Masks generated on waste by the model are 

compared with the original image. 

[64] CNN with twenty-three layers  
Different types of plastic material 

detection 
Demonstrated the average accuracy of 74%  

[65] Multilayer hybrid CNN model Waste classification into six categories Shown classification accuracy up to 92.6% 

[38] 
Combination of ResNet50 and Feature Pyramid 
Network 

Waste dump identification and 
classification 

Achieved classification precision 94.5% 

[66] 
Seven state-of-the-art CNNs like MobileNetV3, 

AlexNet, ResNet  
Waste classification into nine categories Obtained accuracy from 91.9% to 94.6% 

Table VII demonstrates the proposed DL models, 
objectives, and key results of compiled studies. A significant 
number of studies had implemented pre-existing CNN for self-
constructed data set. In contrast, the remaining studies had 
designed their own CNN and applied it to their data set to 
demonstrate the experimental results. The deeper analysis of 
compiled studies deduced that most studies concentrated on the 
different waste identification and classification types. At the 
same time, some focused on the prediction of waste generation 
with various influencing factors. Few studies developed the 
smart bin using the IoT, and the DL model was used to build 
the custom software to control the bin hardware. One study 
constructed the waste picking robot from the grass ground, 
using DL-based custom software to manage the robot 
hardware. Moreover, objectives such as detecting different 
types of polythene materials and defects in potatoes were also 
obtained successfully. The key results of complied studies are 
discussed in detection precision and classification accuracy. 
The evaluation of results exhibits that the reported accuracies 
were more than 90%. 

The comprehensive analysis of considered studies indicates 
that a significant number of studies had implemented pre-
existing CNNs such as AlexNet, MobileNet-v2, YOLOv3, 
ResNet-50, NASNetLarge while remaining studies applied 
manually constructed CNNs which are built through a different 
number of neural layers. Pre-existing CNNs are developed by 
various researchers from academic and industry backgrounds. 
The CNNs have already demonstrated remarkable performance 
on image recognition benchmarks. These networks are trained, 
so only top layers, called fully connected layers, are retrained 
and fine-tuned according to the data set. Conceptually, these 
networks reutilize the weights and structure of a prior model 
from the convolutional layers. The construction and training of 
a CNN based new image recognition from scratch involve a lot 
of time and computational power. Therefore, the utilization of 
pre-existing networks increases computational efficiency. 

V. DEEP LEARNING 

In the last decade, AI has completely transformed and 
shifted into the era of computation, and DL is the only reason 
for this cutting-edge development. It has a very interesting and 
unique feature to ‘self-learn’ distinctive patterns directly from 
the data. It has the ability to extract features automatically 
without hand crafting them. It has emerged as the most 
promising computing method to automate the categorization of 

visual and spatial data in the context of SWM. Nowadays, 
SWM and allied field researchers are getting huge amounts of 
street or city-level data from various systems such as city 
surveillance systems, unmanned aerial vehicles, high-
resolution satellite imagery, or online platforms where many 
people participate in data collection [67]. However, 
conventional AI methods have limited capacity to analyze this 
huge amount of data which is a bottleneck for researchers [68]. 
DL computing techniques have the extensive power to 
overcome this condition through automatic analysis of a 
massive dataset. 

DL theoretical concepts are not developed recently; it has 
been published as far back as the 1980s [69]. This approach 
has become more prevalent, understandable, and practically 
possible in the last decade due to tremendous growth in 
computer hardware, the development of exceptional 
computational tools, and the accessibility of massive 
preprocessed and annotated data necessary to implement this 
methodology [70]. The literature analysis evidence that it has 
been implemented in automation of complex data computation 
tasks, object detection and location in visual data, photo 
tagging, self-driving car, speech recognition etc., across a wide 
range of industries [70]. The authors strongly believed that this 
methodology could achieve similar remarkable advantages in 
SWM. It potentially saves a lot of time for manual data 
analysis; therefore, DL enables the SWM and allied researchers 
to concentrate on more crucial tasks and could develop 
improved features for large scale and real-time monitoring 
SWM systems [16], [17]. 

A subset of ML, DL consists of utilizing the data structures 
named ‘deep ANN’, interchangeably DL. It is fundamentally 
consecutive arrangements of non-linear functions or several 
layers of digital neurons. These multiple layers of neurons 
construct the deeper the network. These networks learn hidden 
patterns automatically from the input data without explicit 
construction of distinct features to categorize the data. This 
drives the AI to be widely understandable and usable to non-
expert users. DL models are trained to perceive and learn these 
patterns by labelled inputs and corresponding outputs. After 
learning, the model predicts data that was never seen earlier 
[70]. This AI model, where labelled data is given in training of 
deep ANN, is termed supervised DL. Fig. 4 displays DL 
workflow using supervised learning through classification of e-
waste items. 
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Fig. 4. A Typical Architecture of CNN. 

A. Convolutional Neural Network 

The CNN is an essential class of deep neural networks, 
more precisely, DL, a subset of ML and inherently re-branding 
ANN. CNN has exhibited massive growth in image 
recognition, so they are specially implemented to analyze 
visual data and perform tasks beyond classification. The CNN 
allows to extract the features from the image and conducts its 
training from these features. It is different from a conventional 
neural network in processing and extracting features. Image 
features are handcrafted to implement image recognition using 
a conventional neural network while CNN receives the image’s 
raw pixels as input data, trains the proposed model, then 
automatically extracts the features to perform the better 
classification. Fig. 4 depicts the general architecture of a CNN 
[71]. A typical CNN has comprised an input layer, followed by 
the alternate combination of convolutional and pooling layer, 
and top of the network fully connected layer followed by 
classification output layer. 

The input layer defines the size of the input image and 
holds the values of raw pixels extracted from the image. The 
input image dimensions are represented by the height, width, 
and the number of colour channels (1 and 3 for grayscale and 
colour images, respectively) in the image. This layer also 
carries out input data preprocessing such as simple rescaling or 
normalization, mean subtraction, normalization and principal 
component analysis and whitening. 

The convolution layer is the core element of CNN building 
which comprises filter and stride. A filter is a small size two-
dimensional layer of neurons mapped over a small segment of 
the input image and covers the whole image through shifting. 
The convolution operation is performed by the computing dot 
product between the filter and image pixel, added over the 
filter area. After that, the filter is shifted in the horizontal and 
vertical direction to perform similar computation in each area 
of the whole image. The step size of shifting is called stride. 
When the filter moves over the input image or output of the 
preceding layer, it uses the same set of weights to carry out the 
convolution operation to create the feature maps. Therefore, 
feature maps and filters are equal in number. All feature maps 
comprise a different set of weights and neurons of the same 
map using similar weights for different input regions. Initially, 

all these filters have random values and become network 
parameters that will be learned subsequently. 

The pooling layer decreases output data size from the 
convolution layer, called down sampling operation. Various 
types of pooling functions occur, but max pooling is generally 
utilized. It reduces the count of connections to the following 
layer, the typically fully connected layer. It also decreases the 
count of parameters learnt in the previous layer and does not 
perform any learning. The max-pooling filter gives the 
maximum value for every sub-region. 

A fully connected layer is called a hidden layer, like an 
ANN. It connects each neuron of the preceding layer with 
every neuron of the successive layer. It determines the patterns 
to categorize the images by incorporating the features learned 
in the preceding layers and usually learns the non-linear 
function. 

B. Computational Requirements 

Generally, deep CNN models are implemented in several 
programming languages: Python, R, MATLAB, Java, and 
C/C++. Many open-source software libraries such as 
TensorFlow, PyTorch, OpenCV, Theano and Microsoft CNTK 
(Cognitive Toolkit) provide a diverse range of functions for 
most of the programming languages, including Python and R 
[72][73]. Moreover, software libraries like Keras provide a 
highly simplified interface for the DL libraries like 
TensorFlow. 

The physical resources required to execute DL models are 
either Graphical Processing Unit (GPU) or Central Processing 
Unit (CPU). Generally, a CPU comprises only 2 to 16 cores, 
which are the smallest computation unit in a computer. A GPU 
consists of thousands of more simplified cores than CPU cores, 
optimized to execute parallel arithmetic operations, and is best 
for executing DL models [74]. Therefore, GPU decreases the 
program execution time in significant orders of magnitude and 
makes physical implementation possible [70]. Nowadays, an 
alternative is available for computation, which does not need 
the local computer hardware resources, is called cloud 
computing. It provides online on-demand computing and 
storage resources for computation without user management. 
Platforms like Google Cloud Platform Microsoft Azure provide 
a subscription to execute DL models online at cloud. 
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VI. RESEARCH GAPS AND PRIORITIES 

Even though DL models have been extensively 
implemented in recent years to solve various SWM problems, 
they are still in the early phase of evolution and application. 
This SLR study has uncovered some gaps in applying DL 
models to SWM, and some aspects must be prioritized in the 
future.  

A. Data Acquisition 

DL models perceive insights and uncover hidden patterns 
from a massive amount of data applying various techniques. 
Reliable and enough data are the most fundamental and core 
elements of DL models applications. The quality and quantity 
of historical waste data are extremely crucial for the reliable 
performance of the DL model [75]. However, most of the 
studies deal with small or medium datasets, which could be 
attributed to SWM infrastructure and practices [16], [47]. 
Generally, SWM associated data are collected and organized 
by distinct channels encompassing various stakeholders. This 
hybrid management structure makes the data gathering and 
compilation extremely hard and complex [76]. Due to the lack 
of SWM related data, precise DL models are tough to 
implement. Furthermore, authors have analyzed that most 
research studies have utilized self-constructed data set for 
training, validation, and testing purposes. Therefore, it implies 
that the data set for DL model implementation is not available 
in the public domain. The scarcity of open benchmark data set 
is a major obstacle in implementing DL models in SWM and 
allied fields. 

Now-a-days, many techniques are available to construct a 
large data set from a smaller one. For example, data 
augmentation is one of the most prevalent methods in fields 
such as data analysis to increase data size for effective and 
accurate model implementation. In SWM tasks such as waste 
classification material detection, the data augmentation 
technique is utilized to increase the amount of sample data for 
better performance of the DL model [52], [64]. Additionally, 
the collection of waste generation data is growing due to 
extensive waste monitoring, and some constructive data set are 
accessible freely [77]. Currently, city monitoring data is 
collected using remote sensing, geographic information 
system, unmanned aerial vehicle photography, satellite 
imagery, and modern technologies like IoT, sensors, and radio 
frequency identification to develop the SWM monitoring 
system. These sources generate a massive amount of data; 
therefore, it is highly demanded to develop a system for 
combining these existing data resources and constructing a data 
management platform with a unified protocol for distinct 
formats and types. Data fusion technology can also be applied 
to analyze and monitor the interconnection between distinct 
systems, databases and data types. Furthermore, data sharing 
mechanisms must be flexible and open to develop the reliable 
and quality data opening environment. 

B. Data Preprocessing 

Data preprocessing is not a vital phase for the AI, ML and 
DL models, but it is the highly consequential phase. If the 
collected data are processed correctly, it significantly impacts 
the training phase and predicted outcomes. Generally, it 
decreases the training time of DL model and sometimes 

enhances the model performance. Besides this, it is also 
instrumental in transforming the collected data into an 
appropriate form for the subsequent model phases. Missing 
values and noise are common in data collection and recording. 
Mostly linear interpolation or mean value replacement are 
applied to fix missing data points [31], [78]. But these methods 
have one major drawback of information loss. In [79], the 
author applied the ANN to reconstruct the missing values in 
methane generation data and showed a significant decrease in 
mean square error. This leads to the novel direction for 
constructing MSW data missing value to future researchers. 

In addition, the selection of suitable input variables for the 
DL model can extensively control the performance of the 
training phase and the robustness of DL models. These 
appropriate variables would improve the performance and 
reduce the modelling complexity. The SWM system is very 
complex contains various interconnected processes with 
numerous complex operations. This system also involves many 
non-linear parameters, including highly inconstant influencing 
factors, namely socioeconomic and demographic and operating 
control parameters [80]. The labelling of visual data is also 
highly consequential on supervised DL model learning 
performance and predicted results. An inaccurate label can 
significantly confuse the model learning, which will lead to 
erroneous results [81]. The survey analysis has uncovered that 
most of the existing studies have applied the DL algorithm on a 
selected set of labelled data that is correct in real-world 
applications. Furthermore, precise data labelling is 
cumbersome and time-consuming [81]. In [81], the author has 
demonstrated a DL technique to select the most appropriate 
data for labelling cost-effectively. This active labelling of data 
can focus on attaining the best training and testing performance 
for waste classification and illegal dump detection using the 
DL model with limited data. This can also be used to create the 
benchmark data set for different categories of waste. 

C. Model Selection and Architecture Definition 

Now-a-days, numerous DL models are available for 
implementation, but there is no specific rule to choose the best 
model. Generally, CNNs are applied to imagery or spatially 
related data, while LSTM/RNN are performed best on 
sequential data. Table VIII demonstrates the strengths and 
drawbacks of the DL models used in SWM and can help select 
the appropriate model. The DL model selection in SWM 
depends on the types of input data and tasks performed. The 
right accuracy selection also plays a crucial role in choosing a 
suitable DL model. Defining DL model architecture is a critical 
step for successfully executing model over studies data set with 
acceptable accuracy. There is no clear set of instructions to 
build the model, but the following two things help to develop 
model architecture. The model must possess satisfactory 
accuracy on the studies data set and must be easily retrainable 
or exist as a pre-trained model. The practical aspect associated 
with accuracy is the speed versus accuracy tradeoff. DL 
communities have currently constructed a diverse range of 
architectures for distinct use cases that can be applied in real-
world problems. For example, if someone has a constraint of 
computing resources, then one must choose fast architecture 
such as MobileNetv2 [29], [55], [66], and if someone does not 
have the above constraint, then one can go state-of-art model 
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which promises then best accuracy. Furthermore, some 
architectures are lighter and faster as they cut down the layers, 
making them faster and slimmer. 

Additionally, different existing or pre-trained models can 
be applied to the same data set to obtain the best model to 
perform the target task. Based on Table VI and Table VII, 
CNNs have been widely applied in waste classification with 
remarkable accuracy [28]. However, these are rarely 
implemented in other SWM processes. Therefore, researchers 
have opportunities to develop new CNN architectures or can 
apply existing CNN in other processes. LSTM/RNN models 
have been implemented to forecast waste generation, but these 
models can have potential applications in other sequential data 
related to SWM [31]–[33]. 

TABLE VIII. STRENGTH AND DRAWBACK OF DL MODEL APPLIED IN SWM 

WITH THEIR APPLICATIONS 

Model Strength Drawback Applications in SWM 

CNN 

Capable of extracting 

features automatically; 
therefore, no explicit 

crafting of features. 

They have been used 
effectively for imagery 

data. 

Perform well with data 
that has spatial 

relationships. 

Require 

massive 
sample data 

for training 

Require 
parameters 

tunning 

Waste detection and 
classification- Glass, 

Metal, Trash, 
Cardboard, Plastic, 

Medical, Recyclable, 

Nonrecyclable, e-
Waste, Polyethene, 

Organic, Inorganic etc. 

Object detection- 
Battery, Defects in 

potatoes, Waste bags 

etc. (refer to Table VI) 

LSTM 

/RNN 

They have been 

efficiently used for 

sequence data like text, 
speech etc.  

Require 
massive 

computation 

Waste forecasting, Gas 
prediction inside the 

bin [31]–[33] 

D. Model Comparison 

It must be conducted to evaluate the effectiveness and 
performance of the DL model. This SLR analysis has 
uncovered that many studies have applied on one model with 
showing any comparative performance with other model [27], 
[33], [61]–[63], [34], [35], [38], [47], [48], [50], [51], [56]. In 
some studies, the outcomes from different models have been 
compared and analyzed to choose the best one while they lack 
in comparison to similar models from different studies [24], 
[26], [31], [32]. However, these studies have shown good 
results, but this comparison does not provide evidence for the 
best model selection. Very few studies have utilized the results 
of other studies as a baseline for comparison, but both results 
are Computer using the different data set; therefore, this type of 
comparison does not seem very meaningful and convincing 
[15], [28]. In waste classification and similar tasks, a 
significant number of studies have demonstrated the 
comparison with a similar type of model on the same data set 
and shown better accuracy (refer to Table VI). This SLR has 
also undermined that the current studies do not explain more 
about the model description, such as hyperparameters setting 
and fine-tuning. Therefore, it is extremely difficult to 
reproduce the results from implemented DL model. 
Consequently, the author has suggested explaining the DL 
model description with minor detail that will help advance 

scientific research with previous outcomes and fast 
development and applications in SWM. 

VII. DISCUSSION 

The overall discussion about the SLR study can be 
partitioned into three subsets. The first subset describes the 
summary of the study. The second subset discusses an 
important observation with a shortcoming. The third subset 
explains why applications of DL models in SWM is growing 
with remarkable momentum. 

First, the comprehensive SLR concentrates on analyzing 
and evaluating the various DL models and their applications in 
SWM, obtained from 40 research studies published in reputed 
journals and reliable conferences between 2019 and 2021. The 
reported key results of all complied studies are displayed, and 
performance comparisons shown within the study are also 
manifested. The outcomes of the SLR study indicates that 
various types of CNNs, manually constructed, pre-existing, and 
hybrid with other approaches, have been implemented to 
perform various tasks. Generally, waste identification and 
classification problems are fundamentally complex as waste 
have ill-defined features readable to the machine. Therefore, 
traditional ML and image process algorithms do not have 
sufficient capabilities to provide a reasonable solution in terms 
of effectiveness and efficiency. Other than waste classification, 
DL models have also been applied to predict waste generation, 
gas concentration and illegal waste dump detection. 

Second, the in-depth analysis of the literature unveils that 
all the studies used self-constructed data set. Therefore, it can 
be confidently concluded that no benchmark data set exists, 
which is a major drawback for the researchers comparing their 
model performance with benchmark results. So, firstly it can be 
strongly recommended that an annotated benchmark data set be 
constructed for each waste category for future research. 
Secondly, it also seems clear that DL models provide more 
cutting-edge techniques in SWM, which are significantly 
effective and efficient compared to traditional ML and image 
process approaches. Therefore, DL models have gained 
sufficient momentum in the SWM research community to 
solve a wide variety of problems. 

Third, the field of DL has got popular recently, so 
researchers from SWM research communities are increasing 
interest in applying DL models for SWM services. The SLR 
evidence that applications of DL models in SWM have started 
recently, especially in the last three years. The literature in this 
field is growing at a significant pace with novel applications in 
different SWM tasks. Therefore, the SLR study has focused on 
the research published in the last three years. The maturity of 
DL applications in this field can take a long time as the SWM 
system has highly complex interconnected components. It has 
been practically applied in many applications, namely 
intelligent waste identification and classification. For example, 
SpotGarbage, an Android App and robot for waste picking 
over grass, has successfully applied the DL models to detect, 
localize, and classify the waste automatically. Furthermore, 
most of the chosen studies for SLR are exploratory, so it can 
also be anticipated that more applications will be in practice 
soon. 
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VIII. CONCLUSION 

Various AI and image processing approaches have been 
implemented for solving the SWM problems, such as waste 
generation prediction and waste level detection in the bin over 
the years. But in the last decade, DL has been successfully 
applied in diverse domains. Even though the main focus of DL 
(especially unsupervised learning) is in the image processing 
domain, this study has performed the SLR of the emerging 
research relating to the DL applications in the SWM. 
Furthermore, these approaches are popularly known to conquer 
the vanishing gradient problem, which was an acute limitation 
on the depth of ANN. In the last few years, lots of research 
efforts have been made to apply DL in the SWM domain. This 
study performs an SLR of published research that applies the 
DL models for SWM. Forty relevant research studies are 
uncovered after executing the rigorous SLR procedure. These 
research studies are analyzed and examined based on the SWM 
problem they focused, type of data set utilized, implemented 
models comparison, and performance evaluation according to 
the performance matrices used by individual papers. The 
performance of DL models is compared with other existing 
techniques. The overview of findings implies that DL exhibits 
better performance and outperforms as compared to other 
prevalent ML and image processing techniques. 

Significance of this SLR: The identified DL learning 
techniques have been effectively applied to model the complex 
processes in SWM. Therefore, DL is drawing the attention of 
researchers from around the world and has emerged as a 
foundation for SWM problem-solving. This SLR study also 
provides evidence that DL in SWM is the most active research 
field. Furthermore, it is observed that DL models consist of 
cutting-edge techniques to solve the SWM problems. These 
techniques are remarkably efficient and do not need hand 
crafted features as traditional ML and image process 
approaches. Hence, DL models have obtained significant 
popularity in the SWM research community to solve a wide 
range of problems. The main goal and significance of this SLR 
provide the background about different DL models with their 
performance in a variety of SWM tasks and gaps for future 
research on this particular topic. It also elaborates the basic DL 
model (CNN architecture) design and provides comprehensive 
information about DL in SWM, which could be highly useful 
to SWM practitioners. 

For future work, it is recommended to implement the 
general concepts and best practices of DL, as illustrated 
through this SLR, to problems of SWM where this cutting edge 
approach has not yet been significantly applied. One crucial 
suggestion is to construct the annotated benchmark data set for 
public use. It is strongly needed to compare and enhance the 
performance of the DL models. It will also provide a boost to 
the applications of models in SWM. 
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Abstract—Currently, the opinions and comments made by 

customers on e-commerce portals regarding different products 

and services have great potential for identifying customer 

perceptions and preferences. Based on the above, there is a 

growing need for companies to have automated tools based on 

sentiment analysis through polarity analysis, which allow the 

examination of customer opinions to obtain quantitative 

indicators from qualitative information that enable decision-

making in the context of marketing. In this article, we propose 

the construction of an automated tool for conducting opinion 

mining studies, which can be used in a transparent way to the 

algorithmic process by the marketing units of companies for 

decision making. The functionality of the proposed tool was 

verified through a case study, in which the opinions obtained 

from electronic commerce website concerning one of the best-

selling technological products were investigated. 
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I. INTRODUCTION 

The opinions and comments made in various digital media 
by customers regarding different products and services, being 
subjective and descriptive, have great potential for identifying 
the perception and preferences of the user regarding the 
products and services offered by companies to formulate 
appropriate marketing strategies [1]–[4]. In the same way, from 
the rapid growth of e-commerce platforms and social networks, 
potential buyers of products and services take into 
consideration the evaluations or reviews made by other clients 
before buying a product from a given company [5]–[8]. 

By the above, with the current evolution of artificial 
intelligence methods and the wide dissemination of machine 
learning models, one of the emerging areas of computer 
science is affective computing, which through techniques such 
as opinion mining or sentiment analysis allows obtaining 
quantitative indicators from subjective information that 
includes emotional content, such as opinions [9]–[13]. 
Sentiment analysis techniques correspond to a subdomain of 
natural language processing (NLP), and their objective is to 
identify how sentiments are expressed in a text through the 
determination of the polarity value (positive, negative, neutral) 
that are present in an opinion [7], [14]–[17]. In this way, 
considering the advantages of sentiment analysis techniques in 
terms of the analysis of qualitative information such as the 
opinion of customers on social networks and electronic 

commerce portals, these become useful tools for decision-
making in the context of marketing by companies [14], [18], 
[19]. 

Based on the advantages provided by opinion mining 
techniques, in companies and organizations, there is a growing 
need for automated tools, which from structured and 
unstructured qualitative data extracted from different sources 
(social networks, electronic commerce, marketing campaigns, 
perception surveys, among others) make it possible to identify 
the individual and group perception of customers concerning a 
product or service more objectively and make decisions 
regarding marketing campaigns [6], [20]–[23]. 

This article proposes the design and implementation of an 
automated tool for the application of sentiment analysis or 
opinion mining techniques in the context of marketing and 
specifically in the analysis of reviews made on e-commerce 
portals by clients regarding the perception or degree of 
satisfaction with a product or service. In this sense, the tool 
receives as input, in a .CSV file, the opinions or reviews of the 
clients regarding a product or service and obtains as output, the 
polarity (positive, negative, neutral) associated with each of the 
opinions, as well as the statistical analysis of the polarities, the 
average percentage distribution of the polarities, and the 
percentage distribution of the dominant polarities of the total 
opinions. The proposed tool was implemented in the Python 
language using machine learning models associated with 
sentiment analysis techniques provided by the Python-
compatible Paralleldots library. The proposed automated tool is 
intended to serve as a reference for conducting sentiment 
analysis studies in the context of marketing, to evaluate the 
impact and promote decision-making regarding the products 
and services offered by companies through digital media. 

The rest of the article is organized as follows: Section 2 
shows different studies that are relevant to the problems faced 
and the objectives to be achieved. Section 3 describes the 
methodology considered for the development of this research. 
Section 4 presents the results obtained in this work, which 
includes the description of the design and implementation of 
the automated tool and its application in a case study in the 
context of marketing. Section 5 gives a discussion that 
summarizes the data and facts obtained to support the purpose 
of this investigation. Finally, section 6 presents the conclusions 
and future work derived from this research. 
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II. RELATED WORK 

Different studies have been carried out regarding the 
application of the sentiment analysis theme and/or opinion 
mining in the business context. Thus in [24], a study on the 
perception of users regarding airport service in 10 main 
airports in the world was executed based on the application of 
sentiment analysis on the comments of 1224 passengers 
extracted from the Skytrax portal. In [25], a sentiment analysis 
study was developed on the opinions of tourists on social 
networks regarding the behavior and performance of this sector 
(airlines, tourism organizations, news, and tourism events) 
during the first months of the COVID-19 pandemic. In [26], a 
context-sensitive recommendation system was proposed, which 
extracted people's food preferences from their comments using 
sentiment analysis techniques for suggesting restaurants 
according to these preferences. In [27], a comparative study 
was carried out on the effectiveness of the application of 
sentiment analysis techniques and the stars rating with a total 
of 900 customer reviews of different products and services. It 
was obtained that the sentiment analysis techniques are 
effective in detecting the underlying tone of the analyzed 
content. In [28], a new sentiment analysis method supported by 
a knowledge-based lexicon is proposed, which was used to 
evaluate the polarity of customer opinions after the launch of 
new products in the videogame industry. In [29], a study of 
sentiment and text analysis after posts on Twitter related to 
Halal tourism was developed to identify the perception of users 
and the most popular tourist destinations. In [30], a sentiment 
analysis study was carried out on the opinions and comments 
of the inhabitants of India in relevant news articles regarding 
the economy and the financial market to identify their 
perception of the volatility of the stock market. In [23], an 
analysis of the perception of customers of energy companies in 
the United Kingdom was done based on the opinions expressed 
by them on Twitter, using a sentiment analysis approach 
supported by a knowledge-based lexicon. In [31], a sentiment 
analysis study was developed on the opinions of Twitter users 
regarding autonomous vehicles and their related promotional 
events. 

Although the aforementioned works present a case of 
application of the sentiment analysis theme in the business 
context, they have focused on a few of the challenges of this 
topic, such as the improvement in precision and the 
optimization of supervised learning models or polarity 
classification [5], without addressing the development of tools 
that automate the process of opinion mining or sentiment 
analysis to facilitate their extrapolation and use transparently in 
different application contexts by stakeholders to obtain 
objective indicators of the perception of clients or potential 
clients from subjective information [6], [20]–[23]. 

III. METHODOLOGY 

For the development of this work, 4 methodological phases 
were considered: exploration and selection of technologies, 
design of the automated tool, construction of the automated 
tool, and case study (see Fig. 1). 

 

Fig. 1. Methodology Phases. 

In phase 1 of the methodology, a set of tools and 
technologies were explored to carry out the processes of word 
processing, sentiment analysis, and/or polarity in text, 
statistical analysis, and data visualization. Thus, the Python 
pandas library was selected for obtaining and processing the 
text of opinions from .CSV or excel files. Regarding sentiment 
analysis, the Python Paralleldots library was selected, which 
enables the extraction of the value or distribution of the 
polarities (positive, negative, and neutral) associated with the 
text of an opinion. For the analysis through descriptive 
statistics of the polarities obtained in the sentiment analysis 
process, the NumPy Python library was selected. Regarding the 
visualization of statistical and graphic results, the Python 
libraries Tkinter and matplotlib were selected. In phase 2 of the 
methodology, the functional modules of the tool were defined, 
as well as the processes associated with these modules and that 
allowed text processing, obtaining polarities in opinions, and 
statistical and graphical analysis of the results. Additionally, 
from the defined modules and processes, the high-level 
interfaces of the automated tool were designed. In phase 3 of 
the methodology, based on the high-level interfaces defined in 
phase 2, the automated tool for the application of sentiment 
analysis techniques in the context of marketing was 
implemented using the Python language and the libraries 
selected in phase 1, which allows performing on a dataset of 
opinions, the functional processes mentioned in phase 2 (text 
processing, determination of the polarities of the opinions and 
graphical and statistical analysis of the results). Finally, in 
phase 4, based on the use of the proposed automated tool, a 
case study was developed on a dataset made up of comments 
made to a technological producer offered in the Latin 
American e-commerce portal "Mercado Libre". This case study 
was carried out in order to demonstrate the ease with which the 
tool can process and analyze opinion datasets obtained from 
different e-commerce portals. 

IV. RESULTS 

This section describes the development of the different 
phases considered in the methodology presented in section 2, 
which includes the design and implementation of the proposed 
automated tool, as well as the case study developed through the 
tool. At the tool design level, the functional modules and the 
processes developed in each of these modules are presented. 
Regarding the implementation, the interfaces and/or tabs that 
make up the applied tool are described. Regarding the case 
study, the results obtained from the sentiment analysis study 
performed on the opinions or reviews of a product offered on 
the “Mercado Libre” website are presented. 
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Fig. 2. Functional Modules of the Tool. 

Based on the above, Fig. 2 presents the six functional 
modules that make up the proposed automated tool: the GUI 
module, text processing module, sentiment analysis module, 
statistical analysis module, visualization module, and report 
module. 

The GUI module was implemented through the Python 
Tkinter library, which was in charge of managing the different 
components, controls, and events that make up the graphical 
interface of the tool, in such a way that it allowed the 
interaction with the user and the presentation of the results of 
the study of sentiment analysis at the statistical and graphical 
level. The text processing module was implemented using the 
pandas library, and it was responsible for making it possible to 
access the opinion data stored in a .CSV or excel file. The 
sentiment analysis module was implemented through the 
Paralleldots library that oversees obtaining the polarity values 
(positive, negative, and neutral) of the different opinions 
extracted from the file attached to the tool. The statistical 
analysis module was implemented through the NumPy library, 
and it was responsible for the application of descriptive 
statistics techniques on the polarities obtained in the different 
opinions. The visualization module was implemented using the 
Python matplotlib library which allowed displaying the results 
of the percentage distribution of the polarities in each one of 
the opinions and the total of opinions. Finally, the report 
module was implemented through the Python file management 
functionalities that allowed generating a report in .CSV format 
with the polarities calculated for each of the opinions and the 
statistical analysis obtained from those polarities. 

Taking into consideration the modules that make up the 
automated tool, Fig. 3 illustrates the different functional 
processes that the tool performs and that comprise those 
modules through a flow diagram. Thus, once the file with the 
opinions was loaded either in .CSV or excel format, the tool 
obtained each of the opinions through the pandas library and 
proceeded with the calculation of the polarities (positive, 
negative, and neutral) associated with them, using the 
Paralleldots library while these polarities were stored in a 
floating NumPy array. Once the polarities of the opinions of 
the file were obtained, the tool performed the analysis through 
descriptive statistics using the NumPy library. In the same way, 

the automated tool generated a set of graphs with the 
distribution of polarities on every single opinion and overall. 
Finally, the tool allowed generating a report in .CSV format 
with the polarities calculated for each opinion and their 
statistical analysis. 

 

Fig. 3. Flow Diagram of the Tool's Functional Processes. 

Considering the processes defined and presented in Fig. 3, 
Fig. 4 shows the graphical interface of the implemented tool, 
which consists of five tabs labeled as “Opinion Analysis”, 
“Statistical Analysis”, “Polarities per Opinion”, "Average 
Polarity Distribution", "Dominant Polarities". 

 

Fig. 4. “Opinion Analysis" Tab of the Tool. 

By pressing the "Open" button in the "Opinion Analysis" 
tab, it is possible to load a .CSV or excel file with the opinions 
or reviews of a product taken from an electronic commerce 
website. By pressing the "Process Opinion" button once the file 
was loaded into the tool, it calculated the polarity associated 
with each of the opinions while the results were presented in 
the text area of this tab. In the same way, it was possible to 
generate a report in a .CSV file in this tab with the polarities 
obtained for each opinion and their statistical analysis. As an 
example, Fig. 4 presents the results obtained for an example 
file, which has 5 test opinions. Thus, for the first opinion, the 
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result was a positive polarity of 0.057, a negative polarity of 
0.628, and a neutral polarity of 0.315. On the other hand, Fig. 5 
shows the “Statistical Analysis” tab of the automated tool, in 
which it is possible to calculate the average, the percentage 
distribution, the standard deviation, the maximum value, and 
the minimum value from the total of the opinions and for the 3 
polarities (positive, negative, neutral). Likewise, the tool 
allowed obtaining, for the consolidation of the polarities, the 
percentage of dominant polarities, which was calculated by 
counting the polarity with the highest value in the different 
opinions. 

To illustrate this, Fig. 5 shows how for the 5 test opinions 
loaded in the example file from Fig. 4, the polarity that 
presented a greater average in the total of opinions is the 
neutral one with an average value of 0.376 and with a 
percentage distribution in the total of opinions of 37.6%. In the 
same way, the minimum and maximum values for the neutral 
polarity are 0.315 and 0.511 respectively. On the other hand, if 
only the dominant polarities in each of the opinions are 
considered, the positive and negative polarities are dominant 
with 40% each. Continuing with the tabs of the automated tool, 
Fig. 6 shows the “Polarities per opinion” tab, in which it is 
possible to graphically obtain the distribution of the 3 polarities 
(positive, negative, and neutral) in each of the opinions 
uploaded to the file uploaded in the "Opinion Analysis" tab that 
added together result in 1. 

 

Fig. 5. “Statistical Analysis" Tab of the Tool. 

 

Fig. 6. “Polarities per Opinion" Tab of the Tool. 

As an example, Fig. 6 presents the distribution of the 
polarities for the 5 test opinions loaded in the example file of 
Fig. 4 in a way that it is possible to see how in two out of five 
opinions (1, 4) the dominant polarity is negative, the other two 
(2, 5) have a positive dominant polarity while in the remaining 
one (3), the dominant polarity is neutral. On the other hand, 
Fig. 7 shows the "Average Polarity Distribution" tab of the 
automated tool, in which it is possible to obtain the average 
percentage of the distribution of polarities over the total 
opinions of the file loaded in the "Opinion Analysis” tab. Thus, 
Fig. 7 shows the percentage of distribution of the polarities 
corresponding to the 5 test opinions loaded in the example file 
of Fig. 4. Then, it is possible to appreciate how the polarity 
with the percentage of greater distribution in the total of the 
opinions is the neutral one with 37.6%, while the polarity with 
a smaller percentage of distribution in the total of the opinions 
is the positive one with 27.4%. 

Finally, Fig. 8 shows the “Dominant Polarities” tab of the 
automated tool, in which it is possible to obtain the percentage 
of dominant polarities over the total opinions in the file loaded 
in the “Opinion Analysis” tab. Thus, it is possible to observe in 
Fig. 8 the percentage of dominant polarities for the 5 test 
opinions of the example file loaded in Fig. 4; both the negative 
and positive polarities are each one dominant with 40% of the 
opinions while the neutral polarity is presented as dominant in 
the remaining 20% of the opinions. 

 

Fig. 7. “Average Polarity Distribution" Tab of the Tool. 

 

Fig. 8. “Dominant Polarities" Tab of the Tool. 
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Once the different tabs of the tool proposed in this article 
have been presented to verify its usefulness, the case study 
developed from the opinions made by users of a Latin 
American electronic commerce website is presented below. 
The opinions were made on a specific technological product. In 
this way, a total of 26 opinions were collected by a group of 
users of the “Mercado Libre” portal about the experience of 
buying and using one of the best-selling cell phones in the 
virtual store (Motorola Moto E7). Thus, a .CSV file with the 26 
opinions was generated after eliminating unnecessary spaces 
and spelling correction in some opinions, to improve the 
precision of the results. Thus, Fig. 9 shows the polarity 
distribution obtained for the 26 opinions of the case study 
considered. 

 

Fig. 9. Distribution of Polarities in the Case Study. 

From the results obtained in Fig. 9, it is possible to observe 
how the polarity that has a higher percentage of presence in the 
different opinions of the case study is the positive polarity, 
followed by the neutral polarity, which can be seen more 
clearly in the statistical results shown in Table I, which were 
extracted from the results that the tool throws in the "Statistical 
Analysis" tab. 

TABLE I. STATISTICAL RESULTS OBTAINED 

Polarity Statistical results 

Positive 

Average: 0.507 

Percentage of distribution: 50.7 % 

Standard Deviation: 0.152 

Minimum Value: 0.131 

Maximum Value: 0.826 

Negative 

Average: 0.128 

Percentage of distribution: 12.8 % 

Standard Deviation: 0.106 

Minimum Value: 0.009 

Maximum Value: 0.354 

Neutral 

Average: 0.366 

Percentage of distribution: 36.6 % 

Standard Deviation: 0.008 

Minimum Value: 0.161 

Maximum Value: 0.577 

Then, according to the results of Table I, the polarity with a 
higher percentage of distribution in the 26 opinions of the case 
study is positive with 50.7%, followed by the neutral polarity 
with a percentage of 36.6%, and the negative one with a 
distribution percentage of 12.8%, which indicates that the 
distribution percentage of the positive polarity is four times the 
percentage of distribution of the negative one. In the same way, 
the polarity with the highest maximum value is the positive one 
with a value of 0.826, followed by the neutral polarity with a 
maximum value of 0.577. These results can be explained by 
the fact that most of the opinions highlighted the good 
relationship between the price and the quality of the product. 
On the other hand, if only the dominant polarities in each of the 
26 opinions of the study case are quantified, the results 
presented in Table II are obtained. 

TABLE II. RESULTS OF DOMINANT POLARITIES 

Polarity Percentage of dominant polarity 

Positive 76.923% 

Negative 0% 

Neutral 23.077% 

According to the results of Table II, the positive polarity is 
dominant in 76.923% of the opinions while the neutral polarity 
is dominant in 23.077% of the opinions. In the same way, the 
negative polarity is not dominant in any of the opinions of the 
case study. 

V. DISCUSSION 

The tool proposed in this article allows the automation of 
the process of sentiment analysis on datasets made up of 
customer reviews of products available on e-commerce portals. 
Thus, from the opinions contained in a .CSV file or in an excel 
file, the proposed tool allows to load and process this file in 
order to obtain the degree of polarity of each opinion, as well 
as the total polarity. Similarly, through the proposed tool it is 
possible to perform an analysis based on descriptive statistics 
to obtain the average, minimum value, maximum value and 
standard deviation of each of the polarities, as well as the 
percentage of opinions in which each of the polarities is 
dominant or greater. Finally, the proposed tool allows 
generating a graphic analysis, by means of which two pie 
charts are obtained showing the percentage distribution of 
polarities in the opinions and the percentage distribution of 
dominant polarities. 

The advantages provided by the tool can be seen more 
clearly in the case study developed on a dataset of product 
reviews from the "Mercado Libre" portal, in which the 
percentage of the positive distribution of reviews is four times 
the percentage of the negative distribution. In this way, the 
tool, through sentiment analysis techniques, makes it possible 
to obtain quantitative value enclosed in qualitative data, which 
complements and enriches the results of traditional valuation 
methods based on star ratings. In this sense, the application of 
these sentiment analysis techniques contributes to decision 
making by service providers with respect to marketing 
campaigns. 
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Finally, it should be noted that one of the major challenges 
and/or limitations of this study is to automate the correction of 
typographical and orthographic errors in the opinions to 
improve the accuracy in obtaining the polarities. In this sense, 
in the case study developed, this process was performed 
manually, considering that it was a dataset of 26 opinions, so 
that a future work derived from this work is to automatically 
perform the pre-processing of the opinions. 

VI. CONCLUSION 

Based on the growing need for companies to have tools that 
take advantage of the opinions of customers regarding the 
products and services offered by them to obtain quantitative 
indicators of customer perception, this article proposed an 
automated tool for the application of sentiment analysis 
techniques on the opinions of customers in electronic 
commerce portals, which can be used in a transparent way to 
the algorithmic process by the marketing units of the 
companies for the taking of decisions. 

The proposed tool allows to load a .CSV or excel file with 
the opinions of the clients and obtain the distribution of the 3 
polarities in each one of the opinions and overall, in an 
automated way. Also, the results of the application of the 
techniques of descriptive statistics on the consolidation of the 
polarities. In the same way, the tool obtains the percentage of 
the dominant polarities in the consolidated opinions. Through 
the statistical and graphical results, the automated tool provides 
quantitative indicators based on customer opinions that can be 
considered for decision-making in the context of marketing. 

The Python language libraries used for the construction of 
the proposed automated tool proved to be adequate for the 
different processes associated with access to the text of 
opinions, analysis of sentiments and/or polarities, statistical 
analysis of polarities, and visualization of the results of the 
analysis. In this sense, this tool aims to serve as a reference to 
be replicated in other contexts in which it is intended to 
quantitatively identify the perception of a person, user, or client 
through the analysis of their opinion. 

The case study developed from the use of the automated 
tool allowed the researchers to conclude that the 26 opinions 
made on the “Mercado Libre” website about the cell phone 
show a positive percentage distribution that is four times the 
negative percentage distribution. Likewise, it was possible to 
conclude that at the level of the dominant polarities, none of 
the 26 opinions had the negative polarity as dominant. The 
above is explained by the fact that in most of the comments the 
good relation between quality and price of the analyzed 
product stands out. 

To enrich the functionality of the proposed tool, link the 
functionality of frequent words analysis in the text to identify 
the most common terms with which users or customers 
describe the products is a must. In the same way, a comparative 
study is intended to be carried out in the future between the 
results of sentiment and/or polarity analysis and the star ratings 
provided by customers on electronic commerce websites. 
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Abstract—In machine learning, ranking is a fundamental 

problem that attempts to rank a list of things based on their 

relevance in a certain task. Ranking can be helpful, especially for 

future decision making. The framework for ranking has been 

classified into three primary approaches in machine learning: 

pointwise, pairwise, and listwise. However, learning to rank in all 

three approaches still lacks continuous learning ability, 

particularly when it comes to determining the degree of 

relevancy of ranking orders. In this paper, an affinity degree 

technique for ranking is proposed as another potential machine 

learning framework. The definition and attributes of the affinity 

degree technique are discussed, as well as the results of an 

experiment adopting the affinity degree approach as a ranking 

mechanism. The experiment's performance is measured using 

assessment metrics such as Mean Average Precision (MAP). 

Keywords—Affinity; affinity degree; rank; machine learning 

I. INTRODUCTION 

Learning to rank is a machine learning framework that aims 
to organise things in a particular order according to preference 
and relevance. Due to its emerging use in domains like 
information retrieval (IR) and recommender systems, learning 
to rank has drawn the attention of many machine learning 
researchers in the recent decade. The main reasons for the 
machine learning framework for ranking shared the exact 
nature of classification and regression methods. Also, the 
machine learning method can tune the parameters to overcome 
the disadvantages in the IR model, such as low precision and 
rigidness [1]. Learning to rank can be another predictive 
analytic technique under machine learning that presents 
learning to rank approaches [2]. Thus, learning to rank can be 
categorised as supervised learning with training and testing 
phases [3] and solving evaluation problems in search relevancy 
ranks [4]. Similar to other machine learning frameworks, the 
performance of learning to rank models is measured using the 
loss function that computes the difference between prediction 
and ground truth [5]. 

Dong, Chen, Guan, Li, and Xu mentioned the issues of 
learning to rank as a lack of continual learning ability and 
complicated tasks to construct a large-scale and resourceful 
training set [1]. Falah also mentioned the deficiency of current 
learning to rank approaches as lacking continual learning 
ability [4]. Therefore, this paper aims to incorporate the affinity 
degree classification algorithm into the rank technique as part 
of the learning ability for learning to rank issues. Since the 
ranking methodology also used classification and regression to 
rate the variables, the affinity degree classification algorithm 
might better fit the ranking system. 

An affinity degree is a calculation for determining the 
degree of relationship and classification of the correlated data. 
Affinity degree has been established in peer-to-peer network 
data replication [6] as the calculation to define the similarity 
between two or more correlated data. The study used an 
affinity degree to find the correlation between files from 
different nodes. The correlation data is calculated to find the 
most binding factors contributing to the similarity between 
files. The results obtained from the calculation then will be 
ranked based on parameters. Therefore, affinity degree 
calculation has been implemented as one of the machine 
learning classification techniques in predictive analytic [7]. 
Thus, this paper will explore the affinity degree technique to 
rank as a machine learning framework. 

The rest of the paper is organised as follows; Section 2 
introduces the learning-to-rank theoretical background. After 
that, Section 3 describes more about affinity degree. Section 4 
experiment for adopting the affinity degree into the learning-to-
rank framework. Section 5 discussed the details of the 
experiment to validate the proposed idea. Finally, section 6 
concludes the paper. 

II. THEORETICAL BACKGROUND 

In traditional IR approaches, machine learning techniques 
were booming for the ranking problem, in which the learning-
based method aimed to use labelled data for practical ranking 
function [8]. Learning to rank encompasses mainly supervised 
algorithms where the method uses machine learning techniques 
to train the model in a ranking task. Learning to rank was 
successfully applied to defect prediction to rank modules based 
on their defectiveness in software engineering. In test 
prioritization, this method can rank test targets based on a 
testing objective [9]. 

Learning to rank can be categorised into pointwise, 
pairwise, or listwise. For pointwise procedures, the approaches 
formed the model from the score assigned by users to 
individual objects. The yield rank is a collection of records 
with conventional scores. There is no reliance between training 
reports since the training reports are utilised independently [1], 
[10]. The simplest form, pointwise ranking, can be treated as 
classification or regression by learning the numerical rank 
views of documents as an absolute quantity [11]. 

The pairwise procedure learns by comparing two training 
objects and their given ranks or ground truth [12]. Trained by 
training samples as object pairs with independent variables and 
learning the classification (regression) model, two records are 
doled out in each pair with two relevance scores by individuals. 
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Nonetheless, only the match report dependence is considered, 
which implies that dependence between each report within the 
total rank cannot be considered entirely [1], [11]. The 
applicability of such methods is limited by the high 
computational cost of pairwise comparisons of user rated items 
in generating the training samples for the binary classifier [10]. 

The third procedure, listwise approaches, learn from the list 
of records. The records are relegated to a query in each list 
with diverse pertinence scores. Typically, this approach 
optimises a smooth approximation of a loss function that 
measures the distance between the references list of ranked 
items in the training data and the ranked list of items produced 
by the ranking model [10]. One common advantage is that 
more reliance between records is considered than pointwise 
and pairwise models with unreliable flexibility [1]. Meanwhile, 
Hass points out that the pairwise and the listwise approaches 
usually perform better than the pointwise approach [12]. 

Finding a suitable algorithm for a specific data set is 
significant for extracting the best information. Therefore, 
comparing the algorithm and ranking them into order will help 
indicate which algorithm should be applied. For selecting the 
best algorithm for a problem given, Carlos presents 
combination techniques called Zoomed ranking, which 
analyses the given data set and compares it with the relevant 
data set that has been processed by an algorithm using the 
"distance" concept for calculation [13]. Also, Bradzil presented 
three ranking methods: average rank, success rate ratio and 
significance win for algorithm selection [14]. The ranking 
methods eventually were being evaluated by average weighted 
correlation measures. 

The ranking system has several different frameworks 
besides machine learning. Thus, there are various studies about 
the application of machine learning in ranking challenges and 
the importance and advantage of ranking in the machine 
learning framework. Yongyao Jiang addresses the ranking 
challenge in geospatial data discovery and proposes a system 
architecture to combine existing search-oriented open-source 
software, semantic knowledge base, ranking feature extraction, 
and machine learning algorithm [15]. Results show that the 
machine learning approach outperforms other methods in terms 
of both precision at K and normalised discounted cumulative 
gain. 

Besides, the importance of machine learning rank or 
learning to rank in the construction of the IR system has been 
pointed out in [16]. Because each query has a set of associated 
documents represented by feature vectors that reflect the 
relevance of the documents to the query, it is a goal to build a 
model to predict the ground truth label of test data as 
accurately as possible in terms of the loss function. Also, it can 
be used to explore multiple ranking algorithms across different 
approaches in the item of accuracy and efficiency. Also, Hong 
Li specifically discussed exploring the fundamental problems 
existing approaches and future work in learning to rank [13]. 
Document retrieval is a task where the system maintains a 
collection of documents. The system retrieves the query words 
from the collection, ranks the document and returns the top-
ranked documents. 

Although ranking systems are most common in the IR 
environment, recent studies prove that the system can be 
applied in different environments, such as the medical field. 
The ranking system was used for ranking the Multimodal 
Features extracted from Congestive Heart Failure (CHF) and 
Normal Sinus Rhythm (NSR) subjects. Use high ranking 
features for detection of CHF and normal subjects. The 
findings indicate that the proposed approach with feature 
ranking can be beneficial for automatic detection of congestive 
heart failure patients and can be very helpful for clinicians and 
physicians' further decision-making to decrease the mortality 
rate [17]. A case study from Iran in which A Rad used the AHP 
algorithm and data mining to cluster and rank university majors 
[18]. Also, in the data mining field, D. Scully proposes an 
effective and efficient combined regression and ranking 
method that optimises the regression and objectives 
simultaneously [19]. Koshti used the learning to rank pairwise 
approach to making faster and better decisions for recruiting 
football players and having a list of options ranked on given 
criteria [2]. 

Nevertheless, regarding the affinity definition that is 
proposed to be used in this paper as a ranking technique, there 
is a study presenting a novel ranking scheme, Affinity Rank, 
which utilises two metrics [20]. The focus of the study is to 
evaluate the diversity of information retrieval performance. 
Measures the topic coverage of a group of documents, and 
information richness, which measures the amount of 
information contained in a document. Although the affinity in 
the rank system is not entirely new, there are not many of 
them. 

III. AFFINITY DEGREE METHOD 

Affinity is a notion that has received widespread attention 
in domains such as chemistry, biology, physics, social 
networks, security, and computer science. Affinity can hold a 
different meaning based on various concerns. Here, affinity is 
defined as a relationship, similarity, dependency and closeness 
between variables. Following is the affinity notation used in 
data replication by Awang [6]. The study proposed combining 
popularity and affinity files as the most critical parameters in 
replica selection. Affinity files were defined as the similarity 
between two or more correlated files before the system 
replicated the file. The affinity set is a set of any data that 
creates an affinity between files. Thus, the affinity between sets 
A and B consists of the intersection of elements between A and 
B plus the target and is not a null set. The equation can define 
the target in set B as fid (B), where f is a file and id refer to the 
file id. 

                                      (1) 

Definition 1: Let A                    and B  
                  , T is a targeted class. The sets A and B are 
said affinity denoted by (1); where fT (B) is the target class in 
B. 

     
  

     

       
              (2) 
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Definition 2: The affinity degree between A and B 
concerning A is defined as (2). The value expresses the degree 
of affinity between the data set A, and the affinity sets AB 
concerning A. 

IV. EXPERIMENT 

The main idea of affinity degree implementation is to 
measure the dependency or correlation between cause and 
particular effect. Measurement results might predict the set 
with the highest affinity degree as the leading cause of that 
effect. Therefore, this experiment focused on defining the risk 
of which symptoms can lead to a heart disease diagnosis. 
Through the affinity degree results, where the value of affinity 
degree was classified into five classes based on a specific 
indicator, the experiment could analyse the probability by 
ranking the affinity strength or assuming the correlation 
between dependent and independent variables. 

This experiment was conducted according to KDD process 
in Fig. 1 [21]. Start with data selection, preprocessing and 
transformation data as the process results were shown in 
Table I, then affinity degree equation implementation. The 
ranking results were displayed in Tables II, III, IV and V by 
categories before the evaluation process. 

In this experiment, MAP will be used as an evaluated 
method. MAP stands for the mean of the average precisions for 
each query computed. Average precision is computed as the 
sum of precisions for each found and relevant document, 
divided by the number of relevant documents. Using this 
construction, relevant but not found objects receive a precision 
of zero [22]. 

A. Heart Disease Data 

The heart disease datasets used in this research were 
obtained from the Heart Disease Databases in the UCI Machine 
Learning Repository [23]. This data set dates from 1988 and 
consists of four databases contributed by the Cleveland Clinic 
Foundation (CCF), Hungarian Institute of Cardiology (HIC), 
Long Beach Medical Center (LBMC), and University Hospital 
in Switzerland (SUH), respectively. Each heart disease 
database has the same clinical instance format for each patient 
with 76 attributes, including the target attribute. It consists of 
1025 patients with 499 patients ruled with heart disease while 
526 were healthy. The target field refers to the presence of 
heart disease in the patient. It is an integer, valued at 0 or 1, 
indicating the absence or presence of coronary heart disease in 
patients. For other attributes, the integer, valued from 0 to 4, 
stated heart disease's absence, presence, and severity. Several 
risk factors can be controlled and cannot be controlled. The 
risk factors that can be controlled are blood pressure, blood 
cholesterol level, smoking, diabetes, obesity, inactivity and 
stress. 

Meanwhile, a risk factor that could not be altered was age, 
gender, family history, and race. As part of preprocessing, this 
paper's attributes were compared to significant risk factors 
mentioned in the previous study for simplicity. Pre-processing 
focused on the handling of missing values, discretisation of 
numeric attributes and removal of instances with missing 
values [24]-[25]. Later, the attribute was compared with Hajar 
[26], Berg Gundersen, Sørlie and Bergvik [27], Mack and 

Gopal [28] and McClelland et al. [29]. For the age attribute, the 
age class was divided through class interval where the highest 
age minus the lowest age before was divided with the number 
of classes. Table I shows the reduced attribute details used in 
this experiment. Also, to get a better analysis, the data then 
were clustered into four categories: male older, male younger, 
female older, and female younger. 

The experiment then implemented the adaptive equation in 
Section 3 defined as (2) into the data set. The affinity degree 
value then was ranked from highest to lowest displayed in 
Tables II, III, IV and V. The rank results show that the 
symptoms for each category were different. So, gender and age 
might greatly influence indicating the risk factor for heart 
disease diagnosis. For evaluating, this experiment used MAP 
as a tool, where the results will be discussed more in the next 
section. 

 

Fig. 1. Diagram of KDD Process. 

TABLE I. HEART DISEASE ATTRIBUTE LIST AND DESCRIPTION 

Attribute Descriptions 

age 

0 = (<40) 

1 = (40-59) 

2 = (60-79) 

3 = (≥80) 

gender 
0 = female 

1 = male 

Chest pain type (cp) 

0 = typical angina 

1 = atypical angina 

2 = non-angina 

3 = asymptomatic 

Resting blood pressure in mm Hg 
(trestbps) 

0 = (<120) 

1 = (120-129) 

2 = (130-139) 

3 = (≥140) 

Total cholesterol in mg/dL 

(chol) 

0 = (<200) 

1 = (200-239) 

2 = (≥240) 

Fasting blood sugar > 120 mg/dL 
(fbs) 

0 = false 

1 = true 

Maximum heart rate 

(thalach) 

0 = (<60) 

1 = (60-100) 

2 = (>100) 

Presence of heart disease 
0 = absence 

1 = presence; 
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Table II displays the affinity degree rank for the female 
who is an older category. There are only 9 patients in this 
category with 0.811 for the highest and 0.801 for the lowest 
affinity degree values. Meanwhile, the younger female 
category shown in Table III has 0.858 for the highest and 0.802 
for the lowest with 45 patients in this category. Table IV shows 
the affinity degree values for an older male category with 19 
patients. The highest value for affinity degree in this category 
is 0.814, while the lowest is 0.802. Last, Table V with 90 
patients for the younger male category shows the highest 
affinity degree values are 0.873, and the lowest is 0.802. 

TABLE II. AFFINITY DEGREE RANK FOR OLDER FEMALE CATEGORY 

ag

e 

gand

er 

c

p 

trestb

ps 
chol 

fb

s 

thala

ch 

Cla

ss 

AffinityDeg

ree 

O F 0 
Hyper

2 
Border 1 C Abs 

0.81163859

1 

O F 2 
Hyper
2 

High 0 C Pre 
0.80830670
9 

O F 2 
Norma

l 
High 0 C Pre 

0.80830670

9 

O F 1 
Elevat
ed 

High 0 C Pre 
0.80670926
5 

O F 3 
Hyper

2 
Border 0 C Pre 

0.80670926

5 

O F 0 
Norma
l 

Desira
ble 

0 C Pre 
0.80351437
7 

O F 0 
Norma

l 
Border 0 C Pre 

0.80191693

3 

O F 2 
Elevat

ed 
Border 0 C Pre 

0.80191693

3 

O F 2 
Hyper
2 

Desira
ble 

0 C Pre 
0.80191693
3 

TABLE III. AFFINITY DEGREE RANK FOR YOUNGER FEMALE CATEGORY 

ag

e 

gand

er 

c

p 

trestb

ps 
chol 

fb

s 

thala

ch 

Cla

ss 

AffinityDeg

ree 

Y F 0 
Hyper

2 
High 0 C Abs 0.858 

Y F 0 
Hyper
2 

High 0 C Pre 0.851 

Y F 0 
Hyper

1 
High 0 C Abs 0.839 

Y F 0 
Hyper
1 

High 0 C Pre 0.832 

Y F 0 
Norma

l 
High 0 C Abs 0.825 

Y F 2 
Elevat

ed 
Border 0 C Pre 0.821 

Y F 1 
Hyper

1 
Border 0 C Abs 0.821 

Y F 0 
Norma

l 
High 0 C Pre 0.818 

Y F 0 
Elevat
ed 

Border 0 C Abs 0.818 

Y F 2 
Hyper

2 
High 0 C Pre 0.816 

Y F 2 
Norma
l 

High 0 C Pre 0.816 

Y F 0 
Hyper

1 
High 1 C Abs 0.816 

Y F 1 
Hyper

1 
High 1 C Abs 0.816 

Y F 1 
Hyper

1 
Border 0 C Pre 0.813 

Y F 1 
Hyper

1 
High 0 C Pre 0.813 

Y F 0 
Hyper

2 
Border 0 C Abs 0.812 

Y F 0 
Hyper
2 

Border 1 C Abs 0.812 

Y F 0 
Hyper

3 
High 1 C Abs 0.812 

Y F 2 
Hyper

1 
High 0 B Abs 0.812 

Y F 2 
Hyper

1 
High 0 C Pre 0.812 

Y F 0 
Elevat

ed 

Desira

ble 
0 C Abs 0.810 

Y F 0 
Hyper
2 

Desira
ble 

0 C Abs 0.810 

Y F 0 
Elevat

ed 
Border 0 C Pre 0.810 

Y F 0 
Hyper
1 

Desira
ble 

0 C Pre 0.810 

Y F 1 
Hyper

1 
High 1 C Pre 0.808 

Y F 3 
Hyper

2 
High 1 C Pre 0.808 

Y F 0 
Elevat
ed 

High 0 C Pre 0.807 

Y F 0 
Hyper

1 
Border 0 C Pre 0.807 

Y F 1 
Elevat
ed 

High 0 C Pre 0.807 

Y F 1 
Norma

l 
Border 0 C Pre 0.807 

Y F 1 
Norma

l 

Desira

ble 
0 C Pre 0.807 

Y F 2 
Elevat

ed 
High 0 C Pre 0.807 

Y F 2 
Norma

l 

Desira

ble 
0 C Pre 0.807 

Y F 2 
Hyper
1 

Border 0 C Pre 0.804 

Y F 1 
Hyper

2 

Desira

ble 
0 C Pre 0.802 

Y F 1 
Hyper
2 

High 0 C Pre 0.802 

Y F 2 
Elevat

ed 

Desira

ble 
1 B Pre 0.802 

Y F 2 
Hyper

1 

Desira

ble 
0 C Pre 0.802 

Y F 2 
Hyper
1 

High 1 C Pre 0.802 

Y F 2 
Hyper

1 
High 1 C Pre 0.802 

Y F 2 
Hyper
1 

High 1 C Pre 0.802 

Y F 2 
Hyper

2 
Border 0 C Pre 0.802 

Y F 2 
Hyper

2 

Desira

ble 
0 C Pre 0.802 

Y F 2 
Hyper

2 
High 1 C Pre 0.802 

Y F 2 
Norma

l 
Border 0 C Pre 0.802 
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TABLE IV. AFFINITY DEGREE RANK FOR OLDER MALE CATEGORY 

ag

e 

gand

er 

c

p 

trestb

ps 
chol 

fb

s 

thala

ch 

Cla

ss 

AffinityDeg

ree 

O M 0 
Elevat
ed 

High 0 C Abs 
0.81470137
8 

O M 1 
Hyper

2 
High 0 C Abs 

0.81470137

8 

O M 2 
Hyper
2 

High 0 C Abs 
0.81470137
8 

O M 0 
Elevat

ed 
Border 0 B Abs 

0.81163859

1 

O M 0 
Elevat

ed 
Border 0 C Abs 

0.81163859

1 

O M 0 
Hyper

1 
High 0 C Abs 

0.81163859

1 

O M 0 
Hyper

2 

Desira

ble 
0 C Abs 

0.81163859

1 

O M 0 
Hyper
2 

High 0 C Abs 
0.81163859
1 

O M 0 
Norma

l 
Border 0 C Abs 

0.81163859

1 

O M 2 
Hyper
2 

Border 0 C Abs 
0.81163859
1 

O M 0 
Elevat

ed 
High 1 C Abs 

0.81010719

8 

O M 0 
Hyper

2 

Desira

ble 
1 C Abs 

0.81010719

8 

O M 0 
Norma
l 

High 0 C Abs 
0.81010719
8 

O M 2 
Hyper

2 
High 1 C Abs 

0.81010719

8 

O M 0 
Elevat
ed 

High 0 C Pre 
0.80670926
5 

O M 1 
Hyper

2 
High 0 C Pre 

0.80670926

5 

O M 0 
Hyper

2 
Border 0 C Pre 

0.80351437

7 

O M 2 
Norma

l 
High 0 C Pre 

0.80191693

3 

O M 3 
Hyper

2 
Border 1 C Pre 

0.80191693

3 

TABLE V. AFFINITY DEGREE RANK FOR YOUNGER MALE CATEGORY 

ag

e 

gand

er 

c

p 

trestb

ps 
chol 

fb

s 

thala

ch 

Cla

ss 

AffinityDeg

ree 

Y M 0 
Hyper

2 
High 0 C Abs 0.873 

Y M 0 
Hyper

2 
High 0 C Pre 0.867 

Y M 0 
Elevat
ed 

High 0 C Abs 0.862 

Y M 0 
Hyper

2 
Border 0 C Abs 0.859 

Y M 0 
Norma
l 

Border 0 C Abs 0.859 

Y M 0 
Elevat

ed 
High 0 C Pre 0.856 

Y M 0 
Hyper

2 
Border 0 C Pre 0.853 

Y M 0 
Norma

l 
Border 0 C Pre 0.853 

Y M 1 
Elevat

ed 
High 0 C Abs 0.848 

Y M 0 
Norma

l 
High 0 C Abs 0.842 

Y M 1 
Elevat

ed 
High 0 C Pre 0.842 

Y M 0 
Hyper

1 
High 0 C Abs 0.839 

Y M 0 
Norma
l 

High 0 C Pre 0.835 

Y M 0 
Elevat

ed 

Desira

ble 
0 C Abs 0.833 

Y M 0 
Hyper

1 
High 0 C Pre 0.832 

Y M 2 
Hyper

1 
Border 0 C Abs 0.830 

Y M 0 
Hyper

1 
High 1 C Abs 0.828 

Y M 0 
Elevat
ed 

Desira
ble 

0 C Pre 0.826 

Y M 1 
Hyper

1 
Border 0 C Pre 0.826 

Y M 3 
Hyper
2 

High 0 C Abs 0.825 

Y M 2 
Hyper

2 
Border 0 C Abs 0.824 

Y M 2 
Hyper

1 
Border 0 C Pre 0.823 

Y M 0 
Elevat
ed 

High 0 B Abs 0.822 

Y M 0 
Hyper

2 

Desira

ble 
0 C Abs 0.822 

Y M 2 
Elevat
ed 

High 0 C Abs 0.822 

Y M 2 
Norma

l 
Border 0 C Abs 0.822 

Y M 0 
Elevat

ed 
Border 0 C Abs 0.821 

Y M 0 
Hyper

1 
Border 0 C Abs 0.821 

Y M 0 
Hyper

1 

Desira

ble 
0 C Abs 0.821 

Y M 0 
Norma
l 

Desira
ble 

0 C Abs 0.821 

Y M 2 
Norma

l 
High 0 C Abs 0.821 

Y M 2 
Hyper
1 

High 0 C Pre 0.818 

Y M 3 
Hyper

2 
High 0 C Pre 0.818 

Y M 2 
Elevat

ed 
Border 0 C Abs 0.818 

Y M 3 
Hyper
1 

Border 0 C Abs 0.818 

Y M 2 
Hyper

1 

Desira

ble 
0 C Pre 0.816 

Y M 2 
Hyper
2 

Border 0 C Pre 0.816 

Y M 0 
Norma

l 
Border 1 C Abs 0.816 

Y M 1 
Hyper

2 
Border 0 C Abs 0.816 

Y M 1 
Norma

l 
Border 0 C Abs 0.816 

Y M 2 
Elevat

ed 

Desira

ble 
0 C Abs 0.816 
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Y M 2 
Hyper

1 
High 1 C Abs 0.816 

Y M 2 
Hyper

2 
High 0 C Abs 0.816 

Y M 2 
Norma

l 

Desira

ble 
0 C Abs 0.816 

Y M 3 
Elevat
ed 

Border 0 C Abs 0.816 

Y M 2 
Hyper

2 

Desira

ble 
0 C Abs 0.815 

Y M 0 
Hyper

2 

Desira

ble 
0 C Pre 0.815 

Y M 1 
Elevat

ed 
Border 0 C Pre 0.815 

Y M 2 
Elevat

ed 
High 0 C Pre 0.815 

Y M 2 
Norma
l 

Border 0 C Pre 0.815 

Y M 0 
Elevat

ed 
Border 0 C Pre 0.813 

Y M 0 
Hyper
1 

Border 0 C Pre 0.813 

Y M 2 
Norma

l 
High 0 C Pre 0.813 

Y M 0 
Elevat

ed 
Border 1 C Abs 0.812 

Y M 0 
Elevat
ed 

High 1 C Abs 0.812 

Y M 0 
Hyper

2 
Border 1 C Abs 0.812 

Y M 0 
Hyper
2 

High 1 C Abs 0.812 

Y M 2 
Elevat

ed 
Border 1 C Abs 0.812 

Y M 3 
Hyper

1 
High 1 C Abs 0.812 

Y M 1 
Hyper

1 
High 0 C Pre 0.812 

Y M 2 
Elevat

ed 
High 1 C Pre 0.812 

Y M 0 
Hyper
2 

Desira
ble 

1 B Abs 0.810 

Y M 0 
Hyper

2 
High 0 B Abs 0.810 

Y M 1 
Hyper
3 

High 0 C Abs 0.810 

Y M 3 
Norma

l 
High 0 C Abs 0.810 

Y M 1 
Elevat

ed 

Desira

ble 
0 C Pre 0.810 

Y M 2 
Elevat
ed 

Border 0 C Pre 0.810 

Y M 0 
Norma

l 
Border 1 C Pre 0.808 

Y M 1 
Hyper
2 

Border 0 C Pre 0.808 

Y M 1 
Norma

l 
Border 0 C Pre 0.808 

Y M 2 
Elevat

ed 

Desira

ble 
0 C Pre 0.808 

Y M 2 
Hyper

1 
High 1 C Pre 0.808 

Y M 2 
Hyper

2 
Border 1 C Pre 0.808 

Y M 2 
Hyper

2 
High 0 C Pre 0.808 

Y M 2 
Norma

l 

Desira

ble 
0 C Pre 0.808 

Y M 3 
Elevat

ed 
Border 0 C Pre 0.808 

Y M 3 
Norma
l 

Desira
ble 

0 C Pre 0.808 

Y M 1 
Elevat

ed 
Border 1 C Pre 0.807 

Y M 2 
Hyper

2 

Desira

ble 
0 C Pre 0.807 

Y M 2 
Hyper

2 

Desira

ble 
1 C Pre 0.807 

Y M 1 
Norma

l 
High 0 C Pre 0.804 

Y M 3 
Hyper
2 

Border 0 C Pre 0.804 

Y M 1 
Norma

l 

Desira

ble 
1 C Pre 0.802 

Y M 2 
Hyper
1 

Desira
ble 

1 C Pre 0.802 

Y M 2 
Hyper

2 
High 1 C Pre 0.802 

Y M 3 
Elevat

ed 

Desira

ble 
0 C Pre 0.802 

Y M 3 
Hyper
2 

Border 1 C Pre 0.802 

Y M 3 
Hyper

2 

Desira

ble 
0 C Pre 0.802 

Y M 3 
Hyper
2 

High 1 C Pre 0.802 

Y M 3 
Norma

l 
Border 0 C Pre 0.802 

V. EVALUATION AND DISCUSSION 

The experimental results reveal a variance of affinity 
degree that shows the relations or correlation between data 
with various affinity degree values. Shown in Fig. 2, the 
affinity degree rank differs in mean average precision between 
each category, and the differences are just a small gap. With 
0.39 for the male and older category, the second category for 
female and older had 0.40, 0.27 for the third category, male 
and younger, and the last category for female and younger, 
with 0.29 in value of mean precision. For overall mean average 
precision, the value is 0.34. 

 

Fig. 2. The Evaluation Result of MAP for Heart Disease Rank. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

409 | P a g e  

www.ijacsa.thesai.org 

All the value for mean average precision in each category 
were less than 0.5. The number of instances in each category 
might influence the evaluation results. For example, in male 
and older category, there are 14 instance of presence and only 5 
for absence instances. Therefore, the gap between these two 
instances were small. Same goes to male and younger category, 
although the total instances were 90, but the gap between two 
instances were only 6. The small gap between instances does 
influence the mean average precision calculation. 

The affinity degree is calculated to determine the 
relationship between heart disease symptoms and the 
diagnosis. From the coronary heart disease data sets, all 1025 
records of patients were taken for calculation purposes. The 
data set was clustered into four groups according to the 
patient's gender and age. From the affinity degree calculated in 
this experiment, the highest score of degree or rank can be the 
most potential attribute for the patient to be diagnosed with 
heart disease or not. The limitation in this experiment were the 
results are not verified as there is no domain expert were 
involved. In future, more experiments with with variance data 
volumes need to be done along with the domain expert verified 
the results. 

VI. CONCLUSION 

This paper implemented the notion of affinity as another 
alternative technique for the ranking system. Heart disease 
experiments with an enhancement of the affinity degree 
equation have been done. The experiment defines the strength 
of correlation or dependency between data then ranks them 
based on affinity degree value. The experiment was evaluated 
by the MAP method, which uses the mean of average precision 
to compute for a set of queries. The results have shown the 
potential of affinity degree as one of the rank techniques. More 
experiments for diverse data samples with larger data volumes 
could be used to validate and verify the equation in the future. 
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Abstract—The growing application and usage of e-commerce 

applications have given an exponential rise to the number of 

online transactions. Though there are several methods for 

completing online transactions, however, credit cards are most 

commonly used. The increased number of transactions has given 

the opportunity to the fraudsters to mislead the customers and 

make them execute fraudulent transactions. Therefore, there is a 

need for such a method that can automatically classify detect 

fraudulent transactions. This research study aims to develop a 

credit-card fraud detection model that can effectively classify an 

online transaction as fraudulent or genuine. Three supervised 

machine learning approaches have been applied to develop a 

credit-card fraud classifier. These techniques include logistic 

regression, artificial intelligence and support vector machine. 

The classification accuracy achieved by all the classifiers is 

almost similar. This research has used the confusion matrix and 

area under the curve to demonstrate the score of the different 

performance measures and evaluate the overall performance of 

the classifiers. Several performance measures such as accuracy, 

precision, recall, F1-measure, Matthews correlation coefficient, 

receiver operating characteristic curve have been computed and 

analysed to evaluate the performance of the credit-card fraud 

detection classifiers. The analysis demonstrates that the support 

vector machine-based classifier outperforms the other classifiers. 

Keywords—Credit card fraud detection; neural network; 

support vector machine; logistic regression; performance measures 

I. INTRODUCTION 

With the increased use of financial technology, the use of 
online transactions has increased manifolds in recent years. 
This expansion and use of electronic commerce have increased 
the trust of customers in online transactions. There are several 
kinds of financial fraud such as credit card fraud, securities 
fraud, insurance fraud, etc. that use online methods to 
accomplish the fraud. Most online transactions utilize credit 
cards. Therefore, the most common type of fraud among all the 
frauds types is credit card fraud [17]. Credit card frauds can be 

further categorized into offline fraud, application fraud, 
bankruptcy fraud, internal fraud, behavioural fraud, counterfeit 
fraud, cardholder-not-present fraud, etc. Online transactions are 
providing new opportunities for fraudsters. Frauds are activities 
by the fraudsters that are intended to yield the fraudster 
personal or financial gain [23]. These activities are often 
criminal or wrongful. Credit card frauds cause problems and 
losses to financial institutions as well as individuals. There are 
hundreds of transactions every second for any financial 
institution [2]. Manual fraud detection and prevention is not a 
feasible solution. There has been a tremendous amount of 
effort by the research community in developing efficient 
detection techniques for credit card frauds. So that the trust of 
the customers can increase in e-commerce and online 
transactions and the losses that occurred due to the frauds can 
be minimized. 

Digital transactions can take place over the phone or on the 
internet. For executing a transaction, very basic information is 
required such as expiry date, card number, card verification 
number etc. Cardholders provide this information through 
phone or the internet. Fraudsters apply several techniques and 
attempt to steal the credit card information of the customers so 
that they can use it for doing fraudulent transactions. It is a 
very serious, and costly problem for financial service 
providers. Billions of dollars are subject to fraudulent 
transactions every year [22]. The fraudulent transaction is an 
issue of concern for all the credit card providers or by 
expansion for all the financial systems that provide the 
facilities for online transactions to their customers. It is usually 
the result of someone stealing the credit card information of the 
customers which also impact the brand value of the credit card 
service providers and the merchants. 

The worldwide cost of fraudulent transactions is projected 
to be 38.5 billion U.S. dollars by 2027 and it was 32 billion 
dollars in 2021 [26]. The fraudulent transactions cause a huge 
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loss for the merchants also because they usually have to bear 
all the related costs such as administrative charges, issuer fees 
etc. The number of digital transactions is huge, therefore, 
verifying each transaction for its genuineness is not an easy 
task for the financial service providers. Consequently, credit 
card providers often only investigate the cases when they are 
reported by the customers. The literature highlights several 
other issues in which the primary issue is the imbalance 
amount of the cases in the available historical data. The 
number of actual fraud cases in the data is usually very small in 
comparison to the number of genuine transactions. The 
imbalance of the training data creates the problem of biases in 
the classification accuracy of the classifier. The presence of the 
dominating class corners the other classes. Thus, the classifier 
keeps predicting the dominating class. Therefore, even if the 
classifier is predicting wrong, the accuracy of the classifier will 
not be impacted by large. 

Therefore, there is a need for a system that can detect 
fraudulent transactions efficiently and raise an alarm as soon as 
the transaction is made, so that the credit card provider can take 
immediate action and reduce the risk of capital loss. Several 
researchers have utilized multiple machine learning and other 
computational methods to detect credit card frauds. This 
research aims to tackle the issue of data imbalance and develop 
a credit card fraud detection system. There are several 
techniques that aim to minimize the effect of the data 
imbalance. This research applies such techniques for data 
preparation and during the model evaluation phase. Because 
the researchers are in the view that only measuring the 
accuracy will not be a proper evaluation of the classifier. 

Various researchers have applied several machine learning 
and hybrid methods for detecting fraudulent transactions and 
have developed classifiers that can detect fraudulent 
transactions. Several researchers have used standalone methods 
[7], [8], [13], [17], [27] while many researchers have also 
applied hybrid approaches [3], [22] for detecting credit card 
frauds. The issue of the presence of the highly imbalanced 
amount of data samples is the primary challenge in developing 
an effective credit-card fraud detection model. Several 
approaches have been applied such as feature selection, feature 
engineering, sequence classification, supervised and 
unsupervised machine learning methods, data pre-processing to 
balance the data classes. 

Credit card fraud detection methods discussed in this 
research focus on identifying if a transaction on a credit card is 
fraudulent or not by applying several machine learning 
techniques such as logistic regression, artificial neural 
networks, and support vector machines. Credit card fraud 
detection systems use historical transaction data to train. The 
decision of these systems relies on the spending behavioural 
patterns learned during the training process from historical 
transaction data. The system aims to develop an efficient 
credit-card fraud detection model that can effectively classify 
the transactions into genuine transactions or fraudulent 
transactions efficiently. Several performance measures such as 
accuracy, precision, recall, F1-measure, Matthews correlation 
coefficient, receiver operating characteristic curve have been 
calculated to evaluate the performance of different 

classification models. Among the implemented models, the 
support vector machine model performs better. 

This paper has been organized into five sections. The 
second section of the paper examines the literature review and 
presents the background work briefly. Section three discusses 
machine learning techniques, data and pre-processing. Section 
four presents the results obtained from different classifiers 
implemented by this research study and also exhibits the 
various performance measures and evaluates the performance 
of the credit card fraud detection models. The last section 
presents the conclusion. 

II. RELATED WORK 

In binary classification, the basic concept is to find the 
threshold value that enables the classifier to assign a particular 
label to the case or instance being predicted. There have been 
conducted several research studies on detecting credit card 
frauds based on the spending behaviour of the customer. 
However, sometimes the customer spending behaviour changes 
during certain conditions such as holidays or other special 
occasions. This might create an issue for supervised machine 
learning systems. Research by [3] proposes a hybrid approach 
for managing customer abnormal spending behaviour. The 
proposed approach combines supervised and unsupervised 
machine learning approaches and presents effective results in 
case of abnormalities of the spending behaviours. 

A research study [7] applies a generative adversarial 
network (GAN) to detect credit card frauds. As the credit card 
transaction data is usually highly imbalanced, the proposed 
framework by the research study [7] has a higher false-positive 
rate if the sensitivity is improved.  Research [22] applies and 
compares several machine learning techniques such as Naïve 
Bayes, random forest, logistic regression, decision tree, 
AdaBoost, multiple layer perceptron etc. The research 
demonstrates that the AdaBoost with majority voting produces 
the best results among all the alternatives. There is an 
interesting fact to consider for this research [22], that the 
transactions data used for developing the classifier has only 
0.0355% fraudulent transactions. The data used is highly 
imbalanced and no measures have been taken to counter the 
imbalances of the data. In the research study presented by [17], 
several machine learning methods have been applied for credit 
card fraud detection. The study illustrates that SVM, ANN, 
C5.0 decision tree, and LR performs better among the tested 
criteria. However, the number of false positives is high among 
all the implemented methods. 

A random forest algorithm is an effective method for 
developing supervised classification models. A research study 
by [27] implements random forest supervised machine learning 
techniques to detect the behavioural patterns for genuine 
transactions and fraudulent transactions. A similar research 
study by [13] proposes a random forest algorithm-based 
machine learning model for detecting credit card frauds. The 
model presented by the research [13] exhibits good accuracy. 
Though, the performance measure is based on the statistics 
obtained from the confusion matrix only. As has been 
discussed above by several researchers the credit card fraud 
detection problem poses the challenge of the imbalance data 
classes. Therefore, there should have been some other 
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performance measure such as the receiver operating 
characteristic (ROC) curve that could have been employed for 
a better performance measure. In a similar domain, the research 
study by [18] focuses on minimizing the number of incorrect 
fraud classifications. Actually, that’s the primary target of any 
researcher working in this domain. The research study by [18] 
employs multiple algorithms for anomaly detection and 
implements algorithms such as isolation forest and local outlier 
factor algorithms. The results presented by the study are 
sensitive to the quantity of the data and face the challenge of 
imbalanced data for the classification classes. 

A research study by [20] presents an interesting perspective 
on credit card fraud detection and infer that there is no constant 
pattern for fraud. Therefore, supervised machine learning 
techniques are not efficient in credit card fraud detection. It 
[20] proposes an unsupervised machine learning approach 
using a restricted Boltzmann machine (RBM) and deep Auto-
encoder. However, the results achieved are less promising than 
some of the supervised machine learning approaches. A 
Bayesian network classifier-based approach presented by [6] in 
a research study uses a hyper-heuristic evolutionary algorithm 
to detect the patterns. The presented solution like the other 
approaches discussed in this section targets the class imbalance 
and misclassification issues of the credit card fraud detection 
problem. Research by [2] introduces a real-time fraud detection 
system using machine learning and big data. This solution 
primarily focuses on the detection speed of the transactions, 
use of big data and scalability. 

The research study by [4] considers the spatial and 
temporal features among others and presents a 3D 
convolutional neural network for credit card fraud detection. 
The present approach [2] implements the model on the real-
world data collected from multiple locations. The research by 
[15] proposes a hidden Markov model-based approach for 
automated feature engineering to improve the performance of 
the classifier and to model temporal feature correlation. A 
similar research study [28] that focus on the features of the 
transactional data, develops a deep learning-based solution that 
uses homogeneity-oriented behaviour analysis for feature 
engineering. A research study [1] proposes an optimized light 
gradient boosting based machine learning technique for 
predicting credit card frauds. This research [1] relies on 
parameter optimization for improving the performance of the 
classifier. 

An interesting approach to solving the credit card detection 
problem is sequence classification or prediction problem. 
Research [8] formulates credit card fraud detection as a 
sequence classification problem. It applies long short-term 
memory neural network to identify the fraudulent transaction. 
The research concludes that articulating the fraud detection 
task as a sequence-learning problem leads to an increased 
number of false positives. As a matter of fact, online 
transactions should not be considered a sequential 
classification problem, because the amount, time, and point of 
the online transactions usually change randomly. It will require 
a highly disciplined spending behaviour to express online 
transactions as a sequence learning problem. 

III. METHODOLOGY 

A. Dataset and Pre-processing 

One of the primary issues for data preparation for credit-
card fraud transaction data is the labelling of the data. Often the 
fraudulent label of the transactional data can only be decided 
posterior the transaction has been executed and reported by the 
customer. The dataset used in this research study consists of 
transactions made by European cardholders in September 2013 
[14]. The dataset contains 284,807 transactions made during 
two days. The fraudulent transactions made during this time 
were 492 which is just 0.172% of all transactions made during 
this time. As it is evident that the data is imbalanced, therefore, 
this research uses the resampling technique and makes an effort 
to oversample the fraudulent transactions and to remove the 
genuine transactions. The dataset was transformed using 
principal component analysis to maintain the confidentiality of 
the transactions [14] and the principal components are used as 
features for training the classifiers. The dataset contains 30 
input features such as transaction time, transaction amount and 
28 principal components. The output classes have two labels 1 
and 0. The fraudulent transactions are assigned label 1 and the 
genuine transactions are labelled as 0. 

B. Modelling for Credit Card Fraud Detection 

Several approaches and algorithms have been implemented 
for credit card fraud detection. Some of these solutions have 
been discussed in the related work section. Several features and 
affairs have been taken into consideration for credit card fraud 
detection classifiers. One of the common issues that are 
discussed throughout the literature in credit card fraud 
detection is the presence of class data imbalance. However, 
none of the algorithms or approaches discussed precisely tackle 
the class imbalance issue. Therefore, this research implements 
a two-step process for handling the issue. The first phase is 
data pre-processing. In the data pre-processing phase, the study 
aims to reduce the class data imbalance by increasing the 
number of cases for the minority class, and by reducing the 
number of cases for dominating class. This section discusses 
the approaches used in this study. 

1) Logistic regression: Logistic regression is a 

probabilistic modelling process that produces the probability 

of the discrete output variables based on the input variables. 

Often logistic regression is applied for binary classification 

when the input variable is single or multiple. However, 

logistic regression can be applied to classify more than two 

output classes, which is known as multinomial logistic 

regression. Furthermore, it can be used for ordering the level 

of the output variable classes which is known as ordered 

logistic regression. However, logistic regression is often used 

for binary classification problems. Credit card fraud detection 

is a binary classification problem in which the output of the 

transaction is either fraud or a genuine transaction given the 

input features for the transactions. Therefore, logistic 

regression can be used as a credit card fraud detection 

technique. 
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Credit card detection can be performed by computing the 
probability of the given transaction using the given features 
and comparing it with a threshold value such as 0.5. If the 
computed probability is more than 0.5 then it will be classified 
as fraud if less than the threshold then it will be classified as a 
genuine transaction. Let us assume that the probability of the 
fraudulent transaction based on the transaction features x is P(y 
= 1|x) or simply P(x). To compute the probability-estimate log-
odds can be computed. Log-odds are directly proportional to 
the probability of the transaction label. Higher the odds, the 
higher the probability of the given label for the transaction. 

It can be defined as: 
    

       
.             (1) 

For modelling and simplifying the computational process, 
natural logarithm was applied as follows: 

            (
    

      
)              (2) 

Let’s consider,    (
    

      
)                     (3) 

Here,    is the transpose of the weight vector and b is the 
offset variable. The above equation (Eq. 3) can be further 
simplified by applying exponential on both sides: 

       
      

         
               (4) 

Therefore, the probability of the fraudulent       can be 
estimated using the above equation (Eq. 4) in which x are the 
features of the transaction. The aim is to optimize the values of 
w and b based on the transactional data. It can be learnt by 
converting the above problem into maximum likelihood 
estimation problem and optimizing it for w and b using the 
transactional data. 

The log-likelihood from the equation (eq 4) can be derived 
as following (Eq 5): 

           ∑                                 
 
  (5) 

The optimized values of w and b are estimated by 
maximizing the log-likelihood (Eq. 5) or by converting the 
above problem into minimization problem after multiplying 
with a negative sign. 

2) Artificial neural network: Artificial neural network 

(ANN) is one of the most powerful machine-learning 

techniques. ANN aims to simulate the behaviour of biological 

organisms. In the human nervous system, neurons are 

connected to other neurons through connections which are 

known as axons and dendrites. The strength of the connections 

is subject to change in accordance with the external stimuli 

which are referred to weights in ANN. The computational 

units in ANN are termed as neurons. Though, the ANN 

simulation of the biological organism is very basic still, the 

complexity and computation capabilities of the artificial 

neural network is very powerful. Artificial neural networks 

have been applied to solve complex computational problems 

for example in machine translation [9], [10], [11], [24], [25], 

image processing [12], time series forecasting [21], 

classification etc. There are several neural network 

architectures that are employed in machine learning for 

various different tasks. The following diagram (Fig. 1) 

presents a general feed-forward neural network architecture. 

This study employs a feed-forward neural network. Input layer 

is the first layer and works as input to the neural network. The 

input layer of the neural network used in this study contains 

25 neurons corresponding to the features of a transaction. Two 

middle layers, popularly known as hidden layers, have been 

used each of which contains 10 neurons. The output layer has 

2 neurons corresponding to each class. The network uses the 

backpropagation algorithm for learning. The layers are fully 

connected layers. The activation function used is rectified 

linear units (ReLU). 

 

Fig. 1. Feed-forward Neural Network General Architecture. 

The ReLU activation function is a very simple but effective 
activation function. It returns a zero if the input received by the 
activation function is negative, otherwise, no change is applied 
on the input and the input values is returned as it is if the input 
is positive. It can be simply stated as: 

     {
      
      

             (6) 

3) Support vector machines: Support vector machines like 

artificial neural networks have been among the most popular 

machine learning algorithms. SVMs are commonly applied in 

solving supervised machine learning problems such as 

regression, classification and outlier detection. Though, the 

number of samples for this research study is ample, but, SVMs 

can also be applied in a scenario where the number of 

dimensions is more than the sample size. SVMs, for 

classification, functions by finding the best hyperplanes that 

separate the data points in accordance with the classes. The 

hyperplanes set apart the data points of one class from the data 

points of other classes. The optimization is applied for finding 

the best hyperplane that can find the maximum margin among 

the data points of one class from the data points of the other 

class. The support vectors are the closes data points to the 

hyperplane. SVMs can be implemented using different types 

of kernel functions. Kernel methods are a set of algorithms 

that are used in machine learning techniques for pattern 

analysis and detection. Kernel functions, transforms the data 

. . . …
 

. . . …
 

Input layer Hidden layers Output layer 
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into higher dimensions, expecting to find clearer decision 

boundaries for data separation. Kernel functions aids in 

efficiently transforming high dimensional data for creating 

optimal boundaries for decision making. The kernel function 

used in this research is the quadratic kernel function. 

A quadratic kernel is a non-stationary and special form of 
the polynomial kernel. The general form of the polynomial 
function looks as follows: 

                            (7) 

Here, f and g are the computed vectors of features from the 
input data samples, c is a free parameter and has a value of c ≥ 
0, and d is the degree of polynomial. When the degree d = 2. 
Then, the kernel function is called quadratic kernel function 
and can be presented as follows: 

                            (8) 

IV. RESULTS AND DISCUSSION 

This research study implements several machine learning 
methods for credit card fraud detection. The selected methods 
are logistic regression, artificial neural network and support 
vector machines. Three models were trained using the above-
mentioned machine learning technique on the selected training 
data. The training process has applied five-cross validation. 
Test data samples were randomly selected before applying 
resampling techniques to evaluate the performance of the 
system on real-world data. The accuracy achieved for the 
logistic regression method is 99.92% and the prediction speed 
is around 300 thousand predictions per second. The accuracy 
for the neural network-based model is 99.92% while the 
prediction speed is 650 thousand predictions per second. 
Support vector machines model has the prediction speed of 
about 350 thousand predictions per second and the accuracy of 
99.94%. The prediction speed of the artificial neural network-
based model is the fastest among the tested models, but the 
application of the model on big data has yet to be tested [2]. As 
the accuracy achieved by all the developed models is similar, 
therefore, some other evaluation metrics must be used to 
measure the performance of the developed models. The 
confusion matrix for classification models demonstrates the 
true positive (TP), true negatives (TN), false positives (FP), 
and false negatives (FN). It illustrates how many of the 
instances have been classified to their actual class and how 
many have been misclassified. The following Tables I to III 
illustrate the confusion matrix and several performance metrics 
for the three classification models: 

1) Accuracy: Accuracy is the primary performance 

evaluation metric and measures the ratio of correct prediction 

over the total number of predictions by the classifier. It can be 

presented as: 

          
                             

                 
 

The models (logistic regression, artificial neural network 
and support vector machines) achieved an accuracy of 99.91%, 
99.91% and 99.94% respectively. 

2) Precision: Precision is also known as the positive 

predictive value and is the ratio of the true positive predictions 

over the total positive predictions: 

           
             

                              
 

The models (logistic regression, artificial neural network 
and support vector machines) achieved a precision of 87.32%, 
76.91% and 87.67% respectively. 

3) Recall: Recall measures the true positive rate of the 

classifier and is also known as sensitivity in binary 

classification. It is calculated as the fraction of the true 

positive predictions over all the positive cases that were 

retrieved for the testing: 

        
             

                              
 

The sensitivity or recall measured for logistic regression 
classifier is 61.59%, recall for the artificial neural network is 
75.81% and for support vector machines is 78.05%. 

TABLE I. CONFUSION MATRIX AND PERFORMANCE METRICS FOR 

LOGISTIC REGRESSION 

 

Logistic Regression 

Predicted Class  

Genuine Fraud  

True Class 
Genuine 284271 44 99.98% 

Fraud 189 303 61.59% 

  87.32% 99.92% 

TABLE II. CONFUSION MATRIX AND PERFORMANCE METRICS FOR ANN 

 

Artificial Neural Network 

Predicted Class  

Genuine Fraud  

True Class 
Genuine 284203 112 99.96% 

Fraud 119 373 75.81% 

  76.91% 99.92% 

TABLE III. CONFUSION MATRIX AND PERFORMANCE METRICS FOR SVM 

 

Support Vector Machine 

Predicted Class  

Genuine Fraud  

True Class 
Genuine 284261 54 99.98% 

Fraud 108 384 78.05% 

  87.67% 99.94% 
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4) Specificity: To measure the true negative prediction 

rate of the classifier, specificity is calculated as the proportion 

of the true negative predictions over the total negative cases 

that were retrieved for the testing: 

             
             

                              
 

The negative prediction rate or the specificity of the logistic 
regression is 99.98%, specificity for the artificial neural 
network is 99.96%, and the specificity for the support vector 
machines-based classifier was measured as 99.98%. 

5) F1-Score: F1-score or F-measure considers the 

importance of true positive and true negative. It is the 

harmonic mean of the two performance measures calculated 

earlier which are precision and recall: 

            
                

                  
 

F1-score measured for logistic regression classifier is 
72.23%, 76.36% for artificial neural network classifier, and 
82.58% for support vector machines. 

6) Matthews Correlation Coefficient (MCC): Matthews 

correlation coefficient [19] calculates the correlation between 

the actual classes and predicted classes of the cases. Matthews 

correlation coefficient (MCC) provides a more accurate 

evaluation of the overall performance of the binary classifier 

than other performance measures such as precision, recall, F1-

score, and accuracy [5]. MCC is the ration of the covariance 

of the actual classes of the cases and the predicted labels over 

the product of the standard deviations of the true classes (  ) 

and the predicted classes (   . MCC is measured as following: 

    
        

     

  
           

√                            
 

MCC has been calculated for all the three classifiers. The 
value of the Matthews correlation coefficient remains between 
-1 and +1. Higher the value of MCC, better the model is. The 
MCC value for logistic regression is 0.733 or 73.3%, 76.32% 
for the artificial neural network classifier and 82.69% for the 
support vector machine classifier. 

7) Receiver operating characteristic curve: Another 

important criterion to consider is the highly imbalanced 

amount of data points in the training data. Highly imbalanced 

data introduces several issues in developing machine learning 

models. One of such issues is biasness. In the case of highly 

imbalanced data, the prediction accuracy is usually biased. In 

the case of imbalanced data, the accuracy calculated based on 

the confusion matrix might be misleading because it will not 

address the issue of biased classification. Therefore, some 

other evaluation measure should also be considered while 

evaluating the performance of the classification model. This 

research has considered the Receiver Operating Characteristic 

(ROC) curve as an additional performance measure for the 

classifiers. ROC curve was initially developed and applied 

during the world war II for detecting the enemy objects [16]. 

ROC is fundamentally a graphical representation or a plot that 

illustrates the accuracy of the classification capability of a 

binary classifier (Lusted, 1971). ROC curve is a widely used 

performance measure to evaluate the performance of the 

binary classifiers. ROC curve plots the sensitivity of the 

classifier against the false positive rate. False positive rate can 

be obtained by subtracting the specificity of the classification 

model from one. The graph is drawn on a 1x1 space which 

means that the scale on each of the x and y-axis is in the range 

of 0 to 1. The line connecting the coordinates (0, 0) and (1, 1) 

will represent a random classifier. An ideal classifier would 

score a point on the upper left corner (0, 1) which represents 

the case of zero false positives and zero false negatives. 

The following Fig. 2 demonstrates the ROC curve for 
logistic regression model. The logistic regression classification 
model yields a point (0.38, 1) and the area under curve is 0.97. 

The following Fig. 3 demonstrates the ROC curve for 
artificial neural network classifier. The artificial neural network 
model yields the threshold point (0.24, 1) and the area under 
the curve for artificial neural network model is 0.90. The 
following Fig. 4 illustrates the ROC curve for support vector 
machine model. The support vector machine classification 
model yields a point (0.22, 1) and the area under curve is 0.94. 
It can be seen that the point yield by the support vector 
machine vector model is the closest to the point of the best 
classification model. 

 

Fig. 2. ROC Curve for Logistic Regression Model. 
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Fig. 3. ROC Curve for Artificial Neural Network Model. 

 

Fig. 4. ROC Curve for Support Vector Machine Model. 

V. CONCLUSION 

Credit card fraud is an issue of concern among financial 
institutions and causes huge financial losses for service 
providers. Fraudulent transactions have cost over 32 billion 
United States dollars worldwide in 2021. This amount is 
projected to increase by over 38 billion dollars in the next 5 
years by 2027. Several computational approaches have been 
employed to develop an effective model for credit card fraud 
detection. Researchers have employed supervised and 
unsupervised machine learning approaches. However, the 

supervised machine learning approaches have produced better 
results. There are several issues while developing the credit-
card fraud detection model. Availability of the highly 
imbalanced class data is the issue of major concern. The 
presence of the dominating class corners the other classes. 
Thus, the classifier keeps predicting the dominating class. 
Therefore, even if the classifier is predicting wrong, the 
accuracy of the classifier will not be impacted by large. This 
research study has applied a resampling technique to counter 
the effect of imbalanced class data. However, due to the nature 
of the problem, it is neither feasible nor practical to completely 
ignore and eliminate the gap of imbalanced data classes. This 
research study has implemented three machine learning 
techniques which are logistic regression (LR), artificial neural 
network (ANN), and support vector machines (SVM). 

The models have been evaluated thoroughly using different 
performance evaluation measures and matrices. Though based 
on the accuracy computed from the confusion matrix, all the 
model scores same. But, further analysis using different 
performance measures demonstrates that the support vector 
machines classification model outperforms the other models. 
The prediction accuracy and specificity are almost the same for 
all the classification models, while the precision is almost 12% 
lower for the ANN model than the other two models. While the 
SVM model has slightly higher precision than the LR model. 
Recall of the SVM model is almost 21% higher than the LR 
model and almost 3% higher than the ANN model. Similarly, 
the MCC value and F1-score for the SVM model are over 12% 
higher than the LR model and 7% higher than the ANN model. 
Receiver operating curve yields a point (0.38, 1) for the LR 
model, (0.24, 1) for the ANN model, and (0.22, 1) for the SVM 
model. The best-case scenario for the classifier on the ROC 
curve is to yield a point on the upper left corner (0, 1) which 
represents the case of zero false positives and zero false 
negatives. Among, the three tested models, SVM is the closest 
classification model to the best point (0, 1). Therefore, it can be 
concluded based on the various performance measures that the 
SVM model outperforms the other models for credit card 
detection. 
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Abstract—In recent decades, various software effort 

estimation (SEE) algorithms have been suggested. Unfortunately, 

generating high-precision accuracy is still a major challenge in 

the context of SEE. The use of traditional techniques and 

parametric approaches is largely inaccurate because they 

produce biased and subjective accuracy. Meanwhile, none of the 

machine learning methods performed well. This study applies the 

AdaBoost ensemble learning method and random forest (RF), on 

the other hand the Bayesian optimization method is applied to 

determine the hyperparameters of this model. The PROMISE 

repository and the ISBSG dataset were used to build the SEE 

model. The developed model was comprehensively compared 

with four machine learning methods (classification and 

regression tree, k-nearest neighbor, multilayer perceptron, and 

support vector regression) under 3-fold cross validation (CV). It 

can be seen that the RF method based on AdaBoost ensemble 

learning and bayesian optimization outperforms this approach. 

In addition, the AdaBoost-based model assigns a feature 

importance rating, which makes it a promising tool in software 

effort prediction. 

Keywords—Bayesian optimization; adaboost ensemble 

learning; random forest; software effort estimation 

I. INTRODUCTION 

Software effort estimation (SEE) is a method of estimating 
the amount of time it will take to build a software system in 
person-months or person-hours [1][2]. Uncertainty and 
imprecision characterize software effort estimation 
environments [3][4]. The topic of SEE, on the other hand, has 
been characterized as a regression problem in general [5]. 
Various SEE models in the literature still show considerable 
performance deviations and are extremely dataset-dependent. 

SEE has previously been accomplished via expert 
judgment, analogy, decomposition and recomposition, and 
parametric techniques [6]. Meanwhile, standard SEE 
methodologies can produce erroneous estimates due to human 
bias and subjectivity [7]. The Machine learning (ML) 
algorithm is very effective in modeling uncertainty as a better 
decision-making process [8]. However, no single learning 
method is ideal for all supervised learning tasks [9]. However, 
a single sophisticated algorithm may not be a consideration for 
building current SEE models, as the performance of any 
model mainly depends on the characteristics of the data set 
used, such as data set size, outliers, categorical features, and 
missing values. 

Several machine learning techniques have been widely 
applied in the SEE context which have been considered as 
necessary steps, such as: Case-Based Reasoning (CBR), 
Artificial Neural Networks (ANN), Support Vector 
Regression (SVR) [10], while for other ML methods, such as 
Random Forest (RF), Classification And Regression Tree 
(CART) and K-Nearest Neighbor (kNN), they are still 
ignored. RF is a powerful, easy-to-train ensemble learner with 
big data [11]. RF is widely used in the data mining domain 
and has achieved good performance when dealing with 
regression and classification problems [12]; this method can 
overcome overfitting and is less affected by outliers [13]. On 
the other hand, RF improves prediction accuracy without 
significant computational improvement, and is not sensitive to 
multicollinearity [14]. Some researchers have also applied RF 
to solve regression problems in the context of SEE, for 
example [15][16][17]. Unfortunately, the RF model can only 
be extended horizontally because decision trees exist in 
parallel and these decision trees have equal weight in voting 
for the final prediction even though some of these trees may 
underperform. 

The use of Ensemble learning combines several algorithms 
that process different hypotheses to make their predictions 
perform well [18]. According to Lessmann et al. (2015), the 
ensemble method is better than the single ML and other 
statistical method [19]. While, Kocaguneli et al. (2012), the 
proper use of the ensemble method can outperform the 
performance of single learners on the ML model [20], as well 
as being one of the best methods in increasing the accuracy 
and stability of the most influential estimation [21]. 
Averaging, voting, and bagging are three common broad 
ensemble approaches that have piqued the interest of machine 
learning researchers. Meanwhile, developing ensemble 
methods such as stacked generalization, AdaBoost algorithm, 
Gradient tree boosting have not been widely tried/ignored 
[22]. 

Ren et al. (2016) investigated the use of ensembles in 
classification and regression and the success of AdaBoost 
about regression behaviour [23]. AdaBoost, as a popular 
boosting algorithm, combines weak estimators and 
implements them on an improved version of the data with the 
help of weighted majority voting/hard voting [24]. However, 
AdaBoost may not offer high accuracy when the dataset is 
heavily contaminated with noise [25]. In contrast to, Martin-
Diaz et al. (2017), AdaBoost is also known to achieve a 
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significant reduction in bias as well [26], and low error 
variance [24]. Also, it is not easy to overfit during training 
[27]. 

Unfortunately, the method will need to be fine-tuned to fit 
the scenario at hand. Automatic hyperparameter adjustment 
saves time and effort when experimenting with different 
machine learning model configurations, improves algorithm 
accuracy, and increases reproducibility. Hyperparameter 
tuning is a well-known approach for achieving optimal 
performance in machine learning models [28][29]. Several 
other studies have shown that the accuracy dimension in SEE 
is strongly influenced by choice of information estimation 
using parameter tuning techniques [30]. Because determining 
the best hyperparameter combination can improve the ML 
model's performance [28][31]. However, much of the work 
seems to implicitly assume that tuning the parameters will not 
significantly change the results [32]. In the worst case, 
improper parameter setting may lead to inferior performance 
results [33]. However, the default hyperparameter setting may 
not produce consistent results depending on the data set used 
[34]. Based on the work by [35], there is still limited work 
investigating the impact of parameter setting for SEE methods 
in improving prediction accuracy. 

Manual search, grid search, and random search are some 
of the most used hyperparameter optimization strategies [36]. 
When the hyperparameter space is large, however, this method 
is time consuming and impractical [6]. Manual search 
necessitates a higher level of professional knowledge, is 
difficult to implement without prior experience, and takes time 
[37]. Meanwhile, grid search suffers from a dimensional 
curse, which means that as the number of hyperparameters set 
or the complexity of the search space and the range of values 
of the hyperparameters increases, the algorithm's efficiency 
declines dramatically [37]. Random search, on the other hand, 
is more effective in high-dimensional space [38], but this 
method is not reliable for training complex models [38]. 
Despite the fact that this method provides automatic tuning, it 
can acquire the optimization goal function's ideal global 
importance. 

Among other classic hyperparameter optimization 
techniques, Bayesian optimization is a very successful 
optimization algorithm for solving computationally expensive 
functions [39]. Bayesian hyperparameter optimization 
technique to further promote generalization accuracy [40]. 
Bayesian optimization is effective for problems with fewer 
hyperparameters and that are difficult to parallelize [6]. 
Therefore, it promises to encourage the use of hyperparameter 
tuning for further applications in SEE. 

Motivated by the benefits mentioned above, the AdaBoost 
RF-based method of ensemble learning was developed to 
capture the relationships between features in an SEE context. 
To reduce time dependence and impracticality, Bayesian 
optimization method is used to find suitable hyperparameter 
models. The datasets in the PROMISE and ISBSG repositories 
have built the model in this paper. Based on literature review, 
there is still a limited use of the AdaBoost and RF ensemble 
learning methods adopted to build the SEE model. The 
remainder of this paper begins with related work, followed by 

experimental design. Then, the results and discussion 
containing the comparison of models. At the end, discuss the 
conclusions and future work. 

II. RELATED WORK 

Meanwhile, the literature on offline learning does not have 
a supervised procedure for automatic parameter setting. In the 
context of offline SEE, the use of Classification and 
Regression Tree (CART) with the addition of more innovative 
features can improve accuracy [28], the researchers used a 
grid search strategy to obtain optimal parameters for five 
machine learning techniques (KNN, Regression Trees (RT), 
Multilayer Perceptrons (MLP), Bagging+RT, and 
Bagging+MLP) without used generating ensembles. The 
results revealed that while RT, Bagging+RT, and KNN were 
unaffected by tuning settings, MLP and Bagging+MLP were. 
Minku (2019) Linear Regression in Logarithmic Scale 
(LogLR) results in a more stable prediction performance [41]. 
Meanwhile, Minku and Yao (2013) investigated the RT, 
Bagging+MLP, and Bagging+RT techniques shown to 
perform well across several data sets. This suggests that the 
best parameters to use with a machine learning approach may 
change over time [35]. In the context of SEE, parameter 
tuning in Support Vector Regression (SVR) is critical. A tabu 
search has been proposed in particular to find the best SVR 
parameter tuning [42]. Elish (2013) conducted an empirical 
study based on five machine learning approaches (KNN, SVR, 
MLP, Decision Tree (DT), and Radial Basis Function 
Network (RBFN)) that suggested a heterogeneous ensemble. 
Due to its irregular and unstable performance across the 
specified data set, the single approach is unreliable. 
Furthermore, across all data sets, five machine learning 
approaches were trained using the same configuration, but no 
explanation for parameter tuning was supplied [43]. 

Meanwhile, Villalobos-Arias and Quesada-López (2021) 
investigated CART, SVR, and ridge regression (RR) using 
random search and grid search with six bio-inspired 
algorithms. The results demonstrate that the Flash+Log+SVR 
model is the most accurate in the most data sets, while the 
Hyperband+Log+RR model is the most stable in the most 
datasets [44]. In particular, the stacked ensemble that offers 
the best overall accuracy in this study takes the average of the 
estimated effort values generated by Bagging, RF, ABE, 
AdaBoost, Gradient boosting machine, and Ordinary least 
squares regression which are optimized using grid search 
techniques [25]. Meanwhile, Zakrani et al. (2018) used the 
grid search (GS) method to improve SVR. The results show 
that this approach can help improve the SVR technique's 
performance [45]. Stacking ensemble learning uses two 
hyperparameter tuning (Particle Swarm Optimization and 
Genetic Algorithms) while base learners (linear regression, 
MLP, RF, and Adaboost regressor). Experimental results 
reveal that the estimation accuracy is higher when 
hyperparameters are set using PSO [6]. ROME (Rapid 
Optimizing Methods for Estimation) is a configuration 
technique that uses sequential model-based optimization 
(SMO) to identify configuration settings for KNN, SVR, RF, 
and CART techniques. For both traditional and current tasks, 
ROME outperforms sophisticated approaches [46]. The 
accuracy and stability of SVR in SEE were tested to see how a 
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random search hyperparameter tuning strategy affected them. 
According to the findings, the SVR set for random search 
performed similarly to the SVR set for grid search [47]. 

Based on the findings of previous empirical investigations 
in the context of SEE. This paper is different from previous 
research. The RF-based AdaBoost ensemble learning method 
reinforced by the Bayesian optimization method was used to 
find the appropriate hyperparameter model. Meanwhile, four 
ML techniques, such as: classification and regression tree 
(CART), k-nearest neighbor (k-NN), multilayer perceptron 
(MLP), and support vector regression (SVR) were used to 
compare the performance results of the proposed SEE model. 

III. EXPERIMENTAL DESIGN 

The data sets, ensemble learning, hyperparameter tuning, 
parameter setting ML, and evaluation measures utilized in this 
paper are described in depth in this section. 

A. Datasets 

The most widely used datasets related to the SEE context 
are the Repositories on PROMISE and ISBSG, among the 
most popular datasets. In 9 datasets from the public PROMISE 
repository (also known as SEACRAFT), as well as two sub-
datasets from the ISBSG10 and ISBSG18-IFPUG repositories. 

Table I lists the data set that was used in paper, including 
the number of projects, features, and categorical features. This 
paper uses eleven datasets (china, albrecht, maxwell, nasa93, 
cocomo81, kitchenham, kemerer, desharnais, and ISBSG10) 
and the preprocessing rules used in the study by [28][1], and 
the UCP dataset according to the regulations [48]. Meanwhile, 
ISBSG18-IFPUG refers to research [44]. 

B. Data Preprocessing 

The Data Preprocessing approach in study was used to 
improve prediction accuracy in the end. The Data 
Preprocessing technique is an effective option for effort 
estimation [50], is a crucial step in improving machine 
learning performance [51]. According to Famili et al. (1997) 
the first step by removing features on the dataset that is not 
relevant. Machine learning algorithms will perform better if 
irrelevant features are removed [52]. Subsequent processing 
converts information on categorical data into numeric. Ordinal 
coding assigns a unique number code to each category [53], 
the advantage is that the dimensions of the problem space do 
not increase because each category is displayed as a single 
input [54]. Handling missing data by using kNNI (K-Nearest 
Neighbor Imputation). This method proved to be efficient for 
estimating missing attribute values in various software 
engineering datasets [55]. In this study, data normalization 
was used as a scale of values 0 and 1. For all datasets, Mensah 
et al. (2018) discovered that the normalized Z-score [0,1] 
generated the best prediction accuracy when compared to box-
cox and log transformation [56]. This research will utilize two 
subsets at random: training (80%) and testing (20%) as a 
predicted evaluation of the training procedure. 

C. Random Forest Algorithm 

For regression purposes, the random forest is a set of tree 
predictors  (     )           where   represents the 
observed input vector (covariate) of length   with a random 
vector associated with   and    is independent and identically 
distributed (iid) random vector. A regression setting where has 
a numeric result,  , but makes multiple points of contact with 
the classification problem (categorical results). The observed 
(training) data are assumed to be taken independently of the 
combined distribution (   )  and consist of  (   )  
       (     )    (     ). 

For regression, the random forest prediction is the 

unweighted mean of the collection  ̅( )  (
 

 
)∑  (    )

 
   . 

For     the Law of Large Numbers ensures [57]. 

    (   ̅( ))      (     (   ))            (1) 

The quantity on the right is the prediction (or 
generalization) error for a random forest, designated    

 . 

Convergence in Eq. (1) implies that the random forest is not 
overfit [57]. Determine the mean prediction error for the 
individual tree  (   ) as: 

   
        (   (   ))             (2) 

Assume that for all   the tree is unbiased, eg    
   (   ), then yields: 

   
   ̅   

               (3) 

Where  ̅  is the weighted correlation between residuals 
   (   ) and    (    ) for independent     . 

D. Adaboost Ensemble Learning 

AdaBoost is a popular variation of the original Boosting 
scheme [27]. AdaBoost is a robust ensemble approach for 
fitting a poor collection of learners to a enhanced data set. The 
predictions of the weak learner are merged using weighted 
summation, to reproduce the final prediction [58]. The 
Adaboost regressor is a high-accuracy ensemble learner that is 
used to tackle regression issues [59], Adaboost.R2, a modified 
version of Adaboost.R, is used for regression [27]. 

TABLE I. THE STUDY’S DATA SET 

Dataset Size [49] Proj N Cat. 

China large 499 17 0 

Albrecht small 24 7 0 

Cococmo81 small 63 17 0 

Desharnais medium 81 8 0 

IFPUG large 36 12 11 

ISBSG10 large 952 11 6 

Kemerer small 16 6 0 

Kitchenham large 145 4 0 

Maxwell small 62 26 0 

Nasa93 small 93 18 16 

UCP small 71 5 0 
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Given           , which is applied to the training set, 
seeks to improve the training data in each boosting iteration, 
using different weights. The first update iteration uses the 
same weights and training data as before. The learner's 
algorithm is then re-applied to the new weighted data, after 
each initial weight is updated. If the weights for the training 
data that were predicted incorrectly in the previous phase are 
increased, the weights for the training data that were 
successfully predicted will be reduced. Finally, each weak 
learner is compelled to concentrate on the sample that the 
preceding one missed in the sequence [27]. In the following, 
Adaboost.R2 steps according to the rules [60][61]: 

 Set the initial weight (  ) to the training set. 

 As the training set, define the original data's input (x) 
and target (y) variables. 

 Install the regression model (  ) to the training set with 
the notation       . 

 Get the predicted training target value:   
( )

(  ). 

 Use the following equation to find the loss value for the 
i-th training sample (  ). 

    [|  
( )

(  )    |]             (4) 

Any function that is           , can be used as the loss 

function ( ). Calculate the average loss ( ̅) for    using the 
following formula: 

 ̅  ∑   
  

∑  

 
                 (5) 

When  ̅  is smaller than 0.5, an appropriate forecast is 
produced. 

 If  ̅  is more than 0.5, the weights should be updated 
using the equation below. 

      
                    (6) 

  
 ̅

   ̅
               (7) 

 To get the required loss function range, repeat steps 4-7.  

E. Bayesian with Gaussian Process Optimization of Model 

Hyperparameters 

Bayesian optimization is a useful strategy for locating the 
by extremes of computationally expensive functions [39]. In 
this paper, Bayesian optimization is used in this research to 
discover the maximum value at the sampling point for the 
unknown function f in model hyperparameter configuration 
problem [62][63]. The objective function is computationally 
       over the compact hyperparameter domain   , 
which aims to minimize f without using gradient information. 

Thus, the hyperparameter mapping in Bayesian depends on 
the objective function. The target value is predicted with the 
historical result  . A series of steps to find the hyperparameter 

as follows: 1) Define the historical model, 2) Find the optimal 
parameter, 3) Apply the detected hyperparameter to the 
objective function, 4) Update the model with new result, and 
5) 2-4 steps are repeated until the threshold value is reached or 
the process exceeds the limited time. 

Determines a previously small sample of   points      
uniform at random, and computes the value of the function at 
those locations  (  )    (  ) . Then, model f using a 
probabilistic model for the function. We'll take f as a Gaussian 
process. Because the Gaussian process is so flexible and 
simple to use, Bayesian optimization uses it to fit the data and 
update the posterior distribution [37]. For only a finite 
collection of points       , posterior delivers a probability 
distribution over a particular function. The Gaussian process 
posits that the probabilities  ( (  )    (  ))  form a 
multivariate Gaussian distribution that is specified by the 
mean function  ( )  and the covariance function  (     ) , 

where   is a positive definite kernel function (such as: the 
squared exponential kernel, the rational quadratic kernel, and 
the Matern kernel). The posterior predictive mean function 
 ( ) and the posterior predictive marginal variance function 
  ( ), both specified across the   , domain and calculated in 
closed form, are obtained by modeling   using the Gaussian 
process [62]. 

Then determine the sampling point,     , from   to find 
the location of the minimum function. Controlled by the 
optimization proxy of the acquisition function,       . 

             ( )             (8) 

This paper, will use the expected enhancement algorithm 
which is defined as follows [64]: 

   ( )       (   (  )   ( ))            (9) 

The minimum observation value of   is (  ), while      
which expresses the expectation of a random variable at  ( ). 
Thus, we receive the same reward as "fixing"  (  )   ( ) 
there is no alternative reward when  ( ) is less than  (  ). 
The right-hand side of Eq. (9) can be written as given the 
Gaussian Process predicted mean and variance functions: 

   ( )  (  (  )   ( )) ( )   ( )         (10) 

Where,   is its derivative, and   is the standard normal 

cumulative distribution function, while   
 (  )  ( )

 ( )
. 

Based on the above analysis, the basic framework of 
Random Forest and AdaBoost embedded in Bayesian 
Optimization is formulated in Fig. 1. 

F. Parameter Settings ML 

Classification And Regression Tree (CART), Multilayer 
Perceptron (MLP), Support Vector Regression (SVR), K-
Nearest Neighbor (KNN), and Random Forest (RF) were 
employed in the experiment. Table II shows the 
hyperparameter search space for setting the parameter values 
of a single approach using Bayesian Optimization. 
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Fig. 1. The Flow Chart of the Proposed RF-Adaboost with Bayesian 

Optimization. 

TABLE II. ML TECHNIQUE PARAMETER VALUES 

ML  Parameter Values 

CART 

criterion: {mse, mae} 

max_depth: {2, 6, 7, 8} 

min_samples_split: {10, 20, 40}  

max_leaf_nodes: {5, 20, 100} 

min_samples_leaf: {20, 40, 100} 

max_features:{auto, log2, sqrt, None} 

MLP 

hidden_layer_sizes: {(50,50), (100,50)} 

solver: {adam, sgd} 

activation: {'relu', 'tanh'} 

learning_rate: {constant, adaptive} 

alpha: {0.0001, 0.05} 

SVR 

kernel: {sigmoid, poly, rbf} 

degree: {3, 4, 5, 6, 7, 8, 9} 

kernel parameter: {0.0001, 0.001, 0.01, 0.1} 

learning rate: {0.01, 0.02, 0.03, 0.04, 0.05} 

deviation tolerated: {0.001, 0.01, 0.1} 

k-NN 
K: {1, 2, 3, 4, 5, 6} 

weights: {uniform, distance} 

RF 

number of trees: 125 

criterion: {mse, mae} 

n_estimators: {10, 20, 30, 50, 100} 

min sample leaf: {3, 4, 5, 6, 7} 

min samples split: {3, 5, 7, 9} 

max_features: {1,13} 

max_depth: {5, 15, 20, 30, 50} 

max depth of the tree: {100, 200, 300} 

G. Cross-Validation 

The cross-validation methodology is a widely known 
method for revealing the model's true performance, and it is 
highly recommended by researchers [58]. For the PROMISE 
and ISBSG R10/R18-IFPUG datasets, will apply ten times 3-
fold cross-validation. This paper divided the data into three 
folds or groups at random. The test set is chosen, and the 
remaining two folds are joined to form the train set. For each 
schema, the model is based on a train set (a combination of 
machine learning algorithms, ensemble learning, and 
hyperparameter tuners). Within this framework, AdaBoost 
functions as a meta-regressor for ensemble and Bayesian 
optimization to provide automatic tuning that functions as an 
appropriate hyperparameter model optimization objective. 
Sub-partitioning is done via 3-fold cross-validation because 
the tuner does not have access to the test set. The model is 
retrained on the entire set with these parameters once the 
optimal hyperparameter values have been identified. Finally, 
an assessment matrix will be used to assess the model. The 
flowchart of the framework in the proposed regression scheme 
based on AdaBoost and bayesian hyperparameter tuning is 
summarized in Fig. 2. 

H. Evaluation Metrics 

Mean absolute error (MAE), root mean square error 
(RMSE), and R-squared (R

2
) are the metrics that are used in 

the evaluation. If the MAE and RMSE are low, and the R
2
 is 

high, the model is better. 
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Fig. 2. Procedure Training and Testing Scheme. 
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IV. RESULT AND DISCUSSION 

This section will address the issues raised in section 1 by 
conducting three sets of experiments to determine the 
accuracy of the SEE: 1) without hyperparameters tuning 
(default), 2) hyperparameters tuning, and 3) SEE model using 
Adaboost ensemble learning with Bayesian hyperparameters. 

In this paper describe the experiments in depth and offer 
the findings of each experiment in this section. All of the tests 
were run in a Python environment. In this study, eleven 
software engineering repository data sets with various 
dimensions and attributes were employed. Table I lists the 
dataset's details, including the number of samples, 
characteristics, and target value. In the first step, carried out 
the data preprocessing stage, which was used to overcome 
missing data by Missing Data Treatment (MDT) using k-NNI 
and converting categorical data into numeric using the ordinal 
encoder. In the next step, will normalize the data with a scale 
of 0 and 1. The data has been converted to a format where 
powerful machine learning algorithms may be deployed to 
create accurate predictions in the SEE context using various 
data preprocessing approaches. 

A. Model with Default Parameter Tuning 

After passing through the data preprocessing stage, the 
next step will be to compare 5 ML methods (namely, CART, 
MLP, SVR, KNN, and RF) without setting the 
hyperparameters using the default parameters tuning. The 
purpose of the ML algorithm comparisons is to assess which 
algorithm is more likely to have the best performance without 
tuning in to different problems. The default settings in the 
training data are used to train the machine learning technique. 
More exact findings are obtained by using the ML approach 
with the lowest MAE and RMSE. When it comes to the R

2
 

value, the greater the number, the better the accuracy. For the 
performance of the ML method, which considers the values of 
MAE, RMSE, and R

2
. Where the best value is marked in bold, 

otherwise the worst value is marked in italics. 

Tables III to V list the best possible performance values 
for each model and dataset, as well as the tuner who achieved 
them (without tuning where the parameters are set randomly 
within the range). Each model's performance changes 
depending on the dataset. For the PROMISE and ISBSG 
datasets, the dataset used with small/medium/large effect sizes 
[49]; in the first experimental stage, the default settings for the 
base learners model will yield the most accurate predictions. 
Based on the experimental results in this paper, it can be seen 
that RF almost usually outperforms other methods. In 
particular, when measured in MAE (Table III), RF achieved 
the best average rating, CART performed second, followed by 
k-NN and SVR with a slightly worse average rating, and MLP 
performed the worst among all related methods. Nonetheless, 
no significant differences could be found concerning the three 
methods: k-NN, MLP, and SVR. RF has advantages over 
other methods in most datasets with medium/large effect sizes 
but performs worse than CART, k-NN, and SVR in many 
datasets with small effect sizes. In terms of RMSE (Table IV) 
and R

2
 (Table V), the results are almost similar to the MAE 

values. 

TABLE III. COMPARISON MAE USING DEFAULT PARAMETER TUNING 

Dataset 
MAE 

CART KNN MLP SVR RF 

Albrecht 0.0534 0.1016 0.0888 0.1694 0.1217 

China 0.0178 0.0244 0.0284 0.0567 0.0115 

Cocomo81 0.0934 0.0466 0.0949 0.1230 0.0681 

Desharnais 0.0228 0.0594 0.0678 0.0522 0.0161 

IFPUG 0.2557 0.1591 0.1853 0.1923 0.1698 

ISBSG10 0.0174 0.0268 0.0228 0.0568 0.0132 

Kemerer 0.1167 0.2732 0.2442 0.3319 0.2326 

Kitchenham 0.0065 0.0068 0.0074 0.0823 0.0044 

Maxwell 0.0667 0.0718 0.0638 0.0982 0.0544 

Nasa93 0.0433 0.0492 0.0451 0.0945 0.0213 

UCP 0.1146 0.1367 0.2307 0.0960 0.1012 

TABLE IV. COMPARISON RMSE USING DEFAULT PARAMETER TUNING 

Dataset 
RMSE 

CART KNN MLP SVR RF 

Albrecht 0.0776 0.1538 0.1238 0.2379 0.1702 

China 0.0479 0.0479 0.0567 0.0730 0.0400 

Cocomo81 0.1911 0.0745 0.1139 0.1528 0.1396 

Desharnais 0.0321 0.0656 0.0861 0.0654 0.0248 

IFPUG 0.3762 0.2290 0.2379 0.2382 0.2271 

ISBSG10 0.0387 0.0455 0.0309 0.0624 0.0280 

Kemerer 0.1964 0.2934 0.2680 0.3673 0.2674 

Kitchenham 0.0129 0.0156 0.0150 0.0831 0.0098 

Maxwell 0.1049 0.0982 0.0855 0.1120 0.0959 

Nasa93 0.1102 0.1223 0.0717 0.1179 0.0457 

UCP 0.2655 0.1801 0.2932 0.1206 0.1961 

TABLE V. COMPARISON R2
 USING DEFAULT PARAMETER TUNING 

Dataset 
R2 

CART KNN MLP SVR RF 

Albrecht 0.9524 0.8135 0.8791 0.5536 0.7714 

China 0.7954 0.7956 0.7131 0.5246 0.8570 

Cocomo81 -0.6659 0.7467 0.4075 -0.0650 0.1108 

Desharnais 0.9284 0.7014 0.4870 0.7032 0.9572 

IFPUG -2.7883 -0.4036 -0.5145 -0.5186 -0.3807 

ISBSG10 0.6840 0.5636 0.7984 0.1795 0.8344 

Kemerer 0.8173 0.5926 0.6599 0.3614 0.6616 

Kitchenham 0.7354 0.6119 0.6429 -9.8874 0.8474 

Maxwell 0.5269 0.5848 0.6853 0.4590 0.6043 

Nasa93 0.2071 0.0227 0.6643 0.0928 0.8635 

UCP 0.3484 0.7003 0.2054 0.8656 0.6445 
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Based on the study results in the table, it shows that the 
algorithm with the best performance in almost all datasets is 
RF. RF obtained the highest accuracy in china, desharnais, 
IFPUG, ISBSG10, kitchenham, Maxwell, and Nasa93. With 
the best accuracy value in the kitchenham dataset with MAE 
(0.0044), RMSE (0.0098), and R

2
 (0.8474), although 

Desharnais owns the best R
2
 value. Furthermore, the second 

position is obtained by CART, which has the best accuracy 
value on albrecht and kemerer. Meanwhile, KNN, MLP, and 
SVR have almost similar performance. 

The lack of parameter adjustment in this situation can 
result in worst performance of CART, KNN, MLP, and SVR. 
This is due to SVR's ability to perform effectively with limited 
data sets. However, it is unsuccessful in dealing with outliers 
in training data, which is a common occurrence in real-world 
applications. As a result, some outliers cause regression to be 
poor. Meanwhile, MLP, with a small data set without any 
appropriate parameter tuning, can reduce the number of 
hidden nodes which causes a decrease in its approximation 
ability [65]. KNN is extremely sensitive to characteristics that 
are irrelevant or redundant. Because it is unclear which sort of 
distance and which attribute are employed in distance-based 
learning KNN to give the best results, and because must 
calculate the distance of each query instance to all training 
samples, the computational cost is relatively large [66]. CART 
performs badly on smaller data sets compared to bigger data 
sets. As a result, using this CART approach without 
considering the data's magnitude is not recommended [67]. 

B. Comparison Model with Hyperparameter Tuning and 

Ensemble Learning 

Next, this model will use hyperparameter tuning based on 
the Bayesian-based Gaussian process. The ML method is 
trained with hyperparameter tuning on the training data in the 
training process. All tuners are used as an optimization 
method combined with a cross-validation procedure. 
Configure using cross-validation (i.e. cv: 3), verbose: 3, 
scoring: 'mean_squared_error', and 10 iterations. Because the 
datasets in this scenario are small, will narrow the search 
space to the most promising values based on previous 
research. 

Next, the same experiment was repeated using Adaboost 
ensemble learning. With repeat the experiment to find the best 
convergence with 10 iterations. Configure the Adaboost 
ensemble learning using the maximum number of estimators 
at which the algorithm is terminated (n_estimator: 200), 
learning_rate: 1, and random_state: 0. After that, will compare 
the algorithms have done, aiming to assess which algorithm is 
more likely to be efficient and how this efficiency varies by 
hyperparameters tuning and reinforcement using ensemble 
learning on different problems. Fig. 3 shows the performance 
of Bayesian hyperparameter and Adaboost ensemble learning 
on the ML model concerning the error function based on 
MAE, RMSE, and R

2
. 

The performance of each model varies depending on the 
dataset. Base learners model with parameter tuning using 

Bayesian which produces the most accurate predictions. In 
Fig. 3, it shows that the algorithm that has the best 
performance in almost all datasets is RF. RF achieved the 
highest accuracy in cocomo81, ISBSG10, kitchenham, 
maxwell, nasa93, and UCP. Meanwhile, CART, KNN, MLP, 
and SVR have almost similar performance. These results show 
that CART, KNN, MLP, and SVR are not very sensitive to 
parameters tuning, while RF is very sensitive to parameters 
tuning which results in stable prediction performance. This 
suggests that the best parameters to use with a machine 
learning approach may change over time. 

As for the base learner model with Adaboost ensemble 
learning, it shows different results. Where the algorithm that 
has the best performance is CART, followed by RF as the 
second algorithm that has the best performance. While KNN, 
MLP, and SVR have almost similar performance. For CART, 
obtain the highest accuracy in albrecht, china, cocomo81, 
ISBSG10, IFPUG, kemerer, and UCP. This analysis of 
different optimization approaches reveals that the Adaboost 
ensemble learning optimization is the clear victor, as it can 
create a model with the highest test accuracy for eleven data 
sets. To summarize, the meta-parameter analysis for 
Adaboost, which was used to strengthen the basic CART 
model, significantly outperforms other models (on this 
dataset). 

C. The Best Model using Adaboost with Bayesian 

Hyperparameter Optimization 

The same experiment used the ML algorithm to set the 
Adaboost Ensemble learning parameters using Bayesian 
hyperparameter optimization. In this paper, will repeated the 
experiment to find the best convergence with iterations from 
10 to 200. The effect of the ML model on setting the Bayesian 
hyperparameter values of the Adaboost ensemble model is 
presented in Table VI to VIII. 

In particular, when measured in MAE, RMSE, and R
2
 

(Table VI to VIII), RF and SVR achieve the best average 
ratings, followed by MLP, and CART, while k-NN with 
slightly worse average ratings among all related methods. In 
this respect, RF, SVR, and MLP have advantages over other 
methods in most datasets with medium/large effect sizes but 
perform worse than CART and k-NN in many datasets with 
small effect sizes. CART and k-NN perform best on data sets 
with small effect sizes. No significant differences could be 
found among the three methods RF, SVR, and MLP had 
similar overall performance and were superior to CART and 
k-NN with medium/large effect sizes depending on the data 
set. Nonetheless, the RF method is more consistent among the 
best methods regardless of the metric. 

This experiment shows that overall, the five machine 
learning models that are strengthened by the Bayesian 
gaussian process and Adaboost ensemble learning have almost 
the same performance in all datasets used. However, it can be 
determined that RF, SVR, and MLP have the best results in 
this area. 
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(a) Baseline ML with Bayesian gaussian Process (MAE, RMSE, and R2). (b) Baseline ML with Adaboost ensemble learning (MAE, RMSE, and R2). 

Fig. 3. Comparison Algorithm: (a) Baseline ML with Bayesian Gaussian Process; (b) Baseline ML with Adaboost Ensemle Learning. 

TABLE VI. COMPARISON MAE USING BAYESIAN HYPERPARAMETER TUNING WITH ADABOOST ENSEMBLE LEARNING 

Dataset 
MAE (Bayesian optimization-Adaboost ensemble learning) 

CART KNN MLP SVR RF 

Albrecht 0.1463 0.1888 0.1694 0.0490 0.1070 

China 0.0396 0.0436 0.0528 0.0243 0.0359 

Cocomo81 0.0557 0.1462 0.1563 0.1603 0.1600 

Desharnais 0.0166 0.0482 0.0277 0.0081 0.0210 

IFPUG 0.2431 0.1849 0.1771 0.2713 0.1842 

ISBSG10 0.0326 0.0452 0.0476 0.0436 0.0241 

Kemerer 0.4681 0.2340 0.2317 0.3388 0.3521 

Kitchenham 0.0079 0.0130 0.0663 0.0195 0.0068 

Maxwell 0.1114 0.0753 0.0909 0.0924 0.1431 

Nasa93 0.0653 0.1101 0.0729 0.8203 0.0456 

UCP 0.1131 0.1612 0.1969 0.1460 0.1574 
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TABLE VII. COMPARISON RMSE USING BAYESIAN HYPERPARAMETER 

TUNING WITH ADABOOST ENSEMBLE LEARNING 

Dataset 
RMSE (Bayesian optimization-Adaboost ensemble learning) 

CART KNN MLP SVR RF 

Albrecht 0.1463 0.1888 0.1694 0.0490 0.1070 

China 0.0396 0.0436 0.0528 0.0243 0.0359 

Cocomo81 0.0557 0.1462 0.1563 0.1603 0.1600 

Desharnais 0.0166 0.0482 0.0277 0.0081 0.0210 

IFPUG 0.2431 0.1849 0.1771 0.2713 0.1842 

ISBSG10 0.0326 0.0452 0.0476 0.0436 0.0241 

Kemerer 0.4681 0.2340 0.2317 0.3388 0.3521 

Kitchenham 0.0079 0.0130 0.0663 0.0195 0.0068 

Maxwell 0.1114 0.0753 0.0909 0.0924 0.1431 

Nasa93 0.0653 0.1101 0.0729 0.8203 0.0456 

UCP 0.1131 0.1612 0.1969 0.1460 0.1574 

TABLE VIII. COMPARISON R2
 USING BAYESIAN HYPERPARAMETER TUNING 

WITH ADABOOST ENSEMBLE LEARNING 

Dataset 
R2 (Bayesian optimization-Adaboost ensemble learning) 

CART KNN MLP SVR RF 

Albrecht 0.8311 0.7190 0.7737 0.9810 0.9096 

China 0.8602 0.8301 0.7517 0.9473 0.8847 

Cocomo81 0.8582 0.0247 -0.1146 -0.1723 -0.1677 

Desharnais 0.9807 0.8386 0.9468 0.9954 0.9693 

IFPUG -0.5819 0.0844 0.1600 -0.9702 0.0913 

ISBSG10 0.7758 0.5687 0.5220 0.5987 0.8772 

Kemerer -0.0370 0.7408 0.7458 0.4566 0.4133 

Kitchenham 0.9006 0.7320 -5.9438 0.3952 0.9264 

Maxwell 0.4667 0.7561 0.6448 0.6329 0.1194 

Nasa93 0.7216 0.2077 0.6527 -42.901 0.8639 

UCP 0.8818 0.7597 0.6418 0.8030 0.7710 

V. CONCLUSION 

An enhanced hyperparameter tuning approach on an 
ensemble learning algorithm will be evaluated for its impact 
on model accuracy and stability in this study. The parameters 
of five machine learning models trained on eight datasets from 
the PROMISE repository and two subsets of data from the 
ISBSG R10/R18-IFPUG dataset are adjusted using this tuner. 
This study applies a state-of-the-art method by combining 
Bayesian-based gaussian processes with Adaboost ensemble 
learning to improve ML performance in a SEE context. 
Tuning, training, evaluation, and cross-validation will all be 
used in this project. The findings of this study show that 
optimizing machine learning models can considerably 
improve their performance. The implementation of AdaBoost 
ensemble learning and Bayesian hyperparameter optimization 
can improve the performance of the RF method. RF 
outperformed other methods in almost all datasets. As such, 
AdaBoost ensemble learning is the optimization that impacts 
machine learning model performance across all data sets in 

this scenario. On the other hand, the Bayesian optimization 
approach based on the Gaussian process to improve the 
performance of machine learning prediction models can 
achieve high accuracy in some cases. 

More empirical research could be conducted in the future 
to support the conclusions of this study and to acquire 
knowledge utilizing different data sets. Additionally, 
compared or investigated various different optimization 
strategies, particularly for classification issues. It's also crucial 
to test the efficacy of various feature selection approaches, as 
well as increase with optimization tuning, when estimating 
software effort. 
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Abstract—Reversible Data Hiding (RDH) is a special form of 

data hiding approach for data integrity and confidentiality 

protection where the secret image bits (SI) are embedded into 

Cover Media (CM) by altering its intrinsic pixel attributes. 

However, in RDH the CM along with the secret message is 

recovered at the end of computing phase. However, despite of its 

potential use-cases for enhancing the embedding performance, 

when it comes to security for various network standards, the 

traditional RDH mechanisms cannot fully comply with the 

standards for different set of attacks during the bit-stream 

transmission scenarios. Therefore, the proposed study 

contributes towards a computational framework of a robust 

RDH framework for Video Steganography (VS) which is 

modeled and simulated under various attack effects and the 

observation outcome are produced in before and after attack 

situations to justify the improvement over Embedding Capacity 

(EC) and Peak Signal-to-Noise Ratio (PSNR) performance for 

both CM and secret message unlike traditional difference 

expansion-based methods (DE). The outcome of the study shows 

that the formulated RDH method not only achieves better 

reversibility at lower cost of computing but also ensures effective 

PSNR and imperceptibility outcome for both CM and secret 

image. 

Keywords—Reversible data hiding; data integrity; embedding 

capacity; video steganography 

I. INTRODUCTION 

The underlying principle of Data Hiding (DH) has been 
extensively explored and the scope of evolution in research 
advancement for practical solutions still being nurtured. The 
prime agenda of this area is to provide better level of security 
solutions in communication scenarios for various network 
applications [1][2]. This area has got wide range of 
applications starting from civil, military to critical healthcare 
domains. However, DH has come as a substitution for the 
traditional data security mechanisms of crypto-graphic 
solutions where the prime challenge persists in dealing with 
bit-stream pattern vulnerability for textual and image data in 
transit [3]-[8]. In conventional approaches of DH, the secret 
message is embedded into a Cover Media (CM) as a hidden 
data so that the privacy of the data can be protected while in 
wireless transmission and this approach has been found as a 
promising security measure as the bit stream patterns are not 
easily noticeable by the malicious users. Exposing the data 
requires a high technical and tactical computing process which 
is not a trivial task to be carried out by the malicious user 

during network transmission [9] [10]. However, in some cases 
of DH such as steganography and watermarking the secret 
message while embedded into CM alters its intrinsic 
properties which result in distortion during the data 
embedding operations and the restoration of CM in acceptable 
form while extracting the message is highly required in some 
sensitive cases. Thereby distortion of CM is strictly forbidden 
in some critical scenarios [11][12][13]. The reversible data 
hiding (RDH) has gained attention from researchers for 
solving this problem to a greater extent in the field of DH and 
also ensures protection of the content ownership and 
authenticity of data. Unlike digital watermarking the prime 
concern of RDH is to conceal the data into cover medium in 
such a way so that the embedded data remains unnoticeable 
which refers to imperceptibility [14]-[17]. 

However, traditional RDH techniques lacks efficiency 
while restoring the CM in the original form as the process of 
secret image bits extraction often affects the signal quality of 
both the message and the CM. In many cases most of the RDH 
techniques are also found shrouded with computing 
complexity problems and do not ensure robustness against 
different forms of network attacks in video steganography 
[18][19][20]. This study explores various attack scenarios and 
their impact on the concealed data and introduces a simplistic 
and robust RDH framework for uncompressed video formats. 
This model intends to design the framework in such a way 
where it measures the performance of EC in terms of marked 
image quality and the capacity of payload metric considering 
the optimized execution flow of H.264/AVC encoding 
standard. The framework enables two model executions such 
as DWT and DWPT in conditional bases prior performing the 
embedding process for the uncompressed CM. However, it 
also creates a test environment to observe the outcome of EC 
and PSNR without attacks and even if the marked image 
undergoes through any of the most popular attacks such as 
a) Speckle noise, b) Gaussian noise, c) Histogram 
Equalization etc. in transit, then how the attacks affect the CM 
and secret image quality in the reconstruction phase. Also, the 
study observes the outcome with respect to EC in the measure 
of Normalized Correlation (NC) and assesses visual 
perception metric from the extraction of secret image quality 
before and after the attack is performed. The numerical 
assessment produces the promising outcome correspond to 
PSNR for both CM and secret image in the presence of attacks 
and without performing attacks which are comparable to the 
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existing approach of DE. This also shows that the proposed 
RDH attains good reversibility with enhancement in the EC 
aspects with the measure of imperceptibility for Normalized 
Correlation (NC) metric as NC(Ow/Rw). Here Ow refers to 
original video frame and Rw refers to reconstructed video 
frame index. The prime novelty of this formulated approach is 
as follows: 

 It addresses the overflow/underflow problem of 
intrinsic pixel attributes for secret image during the 
numerical computing which maintains the range of 
pixel values for frames with upper bound of 255 and 
lower bound of 0. 

 Another contributory aspect of the proposed method of 
RDH is it addresses the design limitations of existing 
Difference Expansion (DE) approach in RDH, where 
the difference value between pixel pairs is computed 
and this computed difference values are used to embed 
the secret data. The traditional DE based approaches 
ensure better hiding capacity of secret message but do 
not ensure better reconstruction of signals for CM and 
secret image in or without the presence of attack 
effects. This indicates that the distortion effects remain 
present in the restored signal too. 

 The system model of RDH here not only balances the 
EC and PSNR performance but also ensures robustness 
against different types of popular attacks. 

 It also exhibits that in the presence of attacks also the 
system attains considerable optimized reversibility 
with good PSNR performance. 

 It also ensures higher imperceptibility while 
maintaining better computing performance for 
embedding scenario considering H.264/AVC. 

 The simplistic design format for the H.264/AVC based 
embedding solutions also optimizes the time 
complexity for operations which is not much addressed 
in the existing systems. 

Owing to the above stated contributory points of novelty, 
the proposed system of RDH evolves up with a solution to 
address impending problems towards data hiding scheme that 
was not solved before. The paper is further organized as 
follows: here Section II analyses the related studies 
correspond to RDH and its implications on the futuristic 
research prospects of video steganography. Section III further 
implies exhibiting the problem formulation for the study 
where the scope of improvement of the RDH method is also 
discussed followed by research method explanation in 
Section IV. Further Section V discusses the core numerical 
design modeling for the proposed RDH framework and in 
Section VI discusses the proposed algorithm modeling 
followed by in Section VII the produced comparable outcomes 
for performance assessment are observed to show the 
improvement in the aspects of EC, security, and reconstructed 
signal quality. And finally, Section VIII remarks conclude the 
overall research. 

II. REVIEW OF LITERATURE  

In the past two decades RDH advances with its widespread 
methodical approaches. This aspect of RDH has been studied 
and reflected in more and more publications to strengthen the 
research scope from futuristic perspectives. This section 
critically reviews the related literatures from the recent 
publications and its primary concern lies in finding the current 
state-of-the-art approaches, their strength factors, and design 
limitations. Moreover, it also extracts the gap that persists in 
RDH research, clarifying the possible research needed in this 
domain. The implications of futuristic communication systems 
over 4G and 5G although provides idea for seamless way of 
data streaming but the security loopholes remain open 
research problems for various concern. However, the 
traditional RDH approaches also encounters a challenge while 
increasing the EC as it affects the visual perception of CM, 
once the signal is recovered during secret message extraction 
process. This condition also remains as vulnerability for the 
present communication systems and provides intruder the 
opportunity to target the secret information. A set of studies 
have explored the trade-off for RDH that remains between 
Visual Perception (VP) and Embedding Capacity (EC). The 
relationship that exists between VP and EC that can be 
expressed with a maximization problem, and realized as 
follows: 

   
 

  
               (1) 

This Equation (1) indicates that a major concern of the 
current research trend is to maximize the EC in RDH without 
sacrificing the considerable of VP at the receiver end as 
reconstruction of CM and embedded message is also required 
in acceptable forms in some of the critical cases. Thereby, the 
prime motive of the current research evolves towards 
balancing this trade-off. The study of Cao et al. [21] has 
suggested that no matter in which domain of RDH procedure 
is concerned either 1) Plaintext Domain or 2) Encrypted 
Domain, but in both the domains proper restoration of CM and 
secret image bits has to be carried out irrespective of EC and 
its dependency on the size of the secret image [21]. It also 
explores that reason behind the justifications for the type of 
SM which has be embedded inside the CM. So here lies a 
question that what kind of form of SM is to be embedded 
inside CM so that maximum level of security can be retained 
throughout the transmission. Here security refers to protection 
of data confidentiality and integrity. However, the challenge in 
imposing the security arises as it also has to maintain the 
minimum threshold of human visual perception for acceptable 
form of reconstructed media. The study suggests from its 
crucial findings that optimization can be a better approach to 
deal with this aspect of RDH which can be of two different 
types such as i) Single objective optimization problem and 
ii) Multi-objective optimization problem. The study of Qi et 
al. [22], Wang et al. [23] and Ou et al. [24] considers single-
objective based optimization considering the technique 
Multiple Histogram Modifications (MHM) where the bin 
selection approach has been referred extensively to attain 
better EC performance. However, the study of Ke et al. [25] 
studies the encrypted domain of RDH and introduces a fully 
Homomorphic encryption and Difference Expansion (DE) 
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based RDH based on single objective optimization solution. 
The study also attempts to minimize the Rate Distortion (RD) 
effects on the CM while also attain better EC for data hiding 
and also claims that the outcome produced show effective 
security outcome. 

However, it is observed that the above studies have not 
extensively discussed about different types of attack scenarios 
and the also the conventional HS based approaches do not 
ensure better utilization of CM during the embedding 
scenario. And also, often exploits the texture characteristics of 
image for correlation purpose which could degrade the quality 
of the CM. 

The multi-level optimization based solutions also have 
been referred in various studies; the study of Yin et al. [26] 
introduced a multi-objective optimization based theory to 
develop a solution approach for RDH. However, one 
limitation of the approach is that it can only operate in JPEG 
images for combination of non-overlapping parts. However, 
this approach also attempts to attain a proper balance between 
EC and RD. The study in this research specific context does 
not talk about the inclusion of videos as CM for video 
steganography applications. On the other hand the study of 
Mohammadi et al. [27] also emphasizes on multi-objective 
problem formulation for local difference predictor. The 
labeling during the prediction scenario also helps in effective 
extraction of the embedded data. The study not only ensures 
better performance for signal quality aspects of the 
reconstructed cover video but also attain high EC from the 
point of view of data hiding and security. The limitation of the 
study lies within the fact that it doesn‘t considers video object 
as a cover media. There exist other related studies such as Roy 
et al. [28], Peng et al. [29] and Wang et al. [30] which have 
also incorporated the multi-objective optimization based 
solutions and also talk about its scope in the futuristic methods 
of RDH. The study of Li et al. [31] also talked about the 
problem context of variation in statistical features of shifting 
histograms and introduced an improved version of difference 
histogram shifting based algorithms. However, another 
improved version of DE based approach was seen in the study 
of Kim et al. [32] which also utilizes the features of location 
map and Laplace distribution. The DE based approaches also 
observed for lossless compression which can be observed in 
the studies of [33-37]. 

The study by Liu et al. [38] provides a solution approach 
of combination of art image generation and data hiding for 
image security aspect. The outcome assessed from this 
approach shows that, the algorithm‘s computational 
complexity is quite higher and data hiding performance is also 
not considerable for different images. There are studies by 
Wang et al. [39], Yao et al. [40], and Ke et al. [41], where the 
prime concern was laid on digital data security considering 
RDH techniques. However, most of studies consider RDH on 
encrypted domain however most of the techniques are not 
assessed for color images and computational complexity 
aspects are also not much explored. The study of Rahman et 
al. [42] also introduces a RDH technique for the authentication 
of source for biological signals. Similar problem context for 
RDH is also explored in, Wu et al. [43] and Xie et al. [44]. 
Here one critical observation exhibits the matter of fact that 

majority of the techniques are majorly concerned about 
enhancing the EC of the image signal. The study of Weng et 
al. [45] addresses the problem of higher embedding distortion 
considering the approach of invariability and adjustment in the 
pixel attributes. However, this approach of RDH is found not 
suitable for the high dimensional image matrix. The study of 
Wang et al. [46] explores various DE based RDH mechanisms 
and presented their design models for VQ-based data hiding. 
The study also refers another significant research, the study 
basically introduces a novel DE based embedding solutions to 
enhance the EC without compromising with the distortion 
aspect. Apart from this, various recent work towards RDH has 
been carried out by Zhou et al. [47], Dragoi et al. [48], Li et al. 
[49], and Sheidani et al. [50]. Although, these techniques are 
quite robust from security perspective, but a computationally 
extensive process has been implemented towards data hiding 
that increases complexity on the long run. The next section 
outlines the identified research problems in this perspective. 

III. RESEARCH PROBLEM 

The prime motive behind the design solutions for RDH is 
to enhance the quality of data security so that the contribution 
in this domain could make this research track more worthy for 
different purposeful use cases. Another primary concern of 
RDH is to overcome the constraints of privacy protection 
offered by the traditional cryptographic and DH methods. 
From the previous segment of the study, a set of observations 
are outlined which helps in generalizing the problem statement 
of this research specific context. It should be noted that the 
advancement of embedded and computing systems has 
brought so many changes in the existing communication 
scenarios and also network protocol integrations for artificial 
intelligence (AI) based systems aims to serve more and more 
consumers for streaming services. However, RDH since many 
years have extensively applied on digital images whereas later 
various communication standards from the business and 
security perspectives of data protection have enabled the 
seamless video transmission over wireless channels and with 
this a consistent evolution on standard frame formats is also 
witnessed. Hence, various video frame formats of CIF, QCIF, 
WVGA and HD have been explored for different streaming 
applications. The study mostly focuses on video 
steganography-based applications where data security from 
the point of view of privacy protection plays a crucial role. 
However, the study realizes that those traditional RDH 
systems are evolving but still lacks improvement in many 
areas. Prime objective of this section is to illustrate those key 
findings which cover the areas where RDH requires 
improvement. The following are the key aspects for research 
problem: 

 Most of the critical vision-based systems require 
effective and secure transmission of secret message 
embedded in a video and henceforth require robustness 
in security implementations. 

 It is also observed that the traditional approaches of 
HS/MHM and DE in RDH mostly focuses on images 
for transmission but do not talk much about the videos 
as CM. This has become a core motivating factor for 
this research. 
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 Most of the existing popular approaches of DE attains 
better EC along with adequate data hiding but lacks 
computing efficiency along with high distortion 
problem of images. However, RDH on encryption 
domain even though achieve higher EC factor but also 
do not ensure better reversibility and not evaluated for 
color videos or other forms of images. It can also be 
seen the reconstruction of CM and secret message do 
not ensure better PSNR range for uncompressed videos 
when entropy encoding is concerned. 

 Very lesser studies have actually revealed the potential 
factors of H.264/AVC towards performing embedding 
of secret image in an uncompressed video which opens 
up more VS based applications deployment 
opportunities for security concern. 

 The existing MHM and DE based approaches do not 
ensure robustness against different security attacks 
rather JPEG compression. This restricts their 
deployment in futuristic critical use-cases where proper 
reconstruction of CM and message is required. 

 It is also observed that not much emphasize has been 
given on the assessment of computational complexity 
for the traditional RDH solutions for videos. Videos are 
formed through a sequence of frames which creates a 
larger form of complex data and needs efficient 
processing, storage indexing and transmission schema 
to meet the requirements of effective embedding 
operations of RDH. 

Thereby the study formulates its problem statement as  
―To design and develop a secure and robust RDH framework 
for uncompressed videos which should comply with the 
futuristic network constraints while maintaining better 
embedding performance in the measure of imperceptibility 
while maintaining efficient reversibility of the reconstructed 
CM and the secret image‖. 

IV. RESEARCH METHOD 

The study adopts analytical research modeling for the 
design of H.264/AVC based embedding solution to comply 
with the requirements of formulated RDH framework. The 
core functional block-based execution shows that initially the 
framework enables model selection of customized blocks 
under the conditional cases of discrete wavelet transform 
(DWT) and discrete Wavelet Packet Transform (DWPT) to 
make the uncompressed video (Cm) suitable for embedding 
operation. The mode of DWT exploits the high correlation 
between the adjacent temporal frames and also deals with high 
frame rate video constraints. This helps in efficient computing 
of Cm from both storage and processing point of view. The 
incorporation of DWT while performing the embedding 
operation also maximizes the capacity of ownership 
protection. The DWT model here also helps in decomposing 
the Y components for YUV color-space during the embedding 
operation for H.264/AVC. During the embedding process the 
workflow for the DWT model also insert the secret image into 
the resulting sub-bands using extracted low level coefficient 
values. The DWT decomposition here also makes the video 
suitable for the embedding operations considering a 

customized function of principal component analysis (PCA) 
and also enhances the security of the algorithm. Finally, the 
embedding operation considering UC-Video Cover and secret 
data generates the H.264/AVC based encrypted video. The 
Fig. 1 shows the overall design of the system model for 
proposed solution of RDH. 

Framework for RDH with Attack Effects 

Customized Block-1

Model Selection

DWT DWPT

Customized Block-2

Embedding: H.264/AVC 

Cover Media Secret Data

H.264/AVC Encrypted Video

Customized Block-3

Extraction of Secret Data 

Attack Effects

Extraction of Secret Data

Without Attack Effects

Restoration of CM 

Restoration of CM 

Performance Validation

[PSNR, NC, Computing Time]
Frame No.

Visual 

Perception
 

Fig. 1. Framework for RDH. 

The system further also assesses the performance outcome 
in the measure of visual perception for the original frame 
index, reconstructed frame index of both CM and secret image 
message for two different types of scenarios. Here one 
scenario indicates extraction of secret data after performing a 
set of attacks such as – i) Speckle noise, ii) Gaussian noise, 
iii) Histogram equalization, iv) Salt and pepper noise, 
v) Poisson noise, vi) Frame averaging, v) JPEG compression, 
vi) Gamma correction and vii) Median Filtering. On the other 
hand, another scenario considers assessment of the model 
without attack effects. In both the scenarios the visual 
perception for the reconstructed CM and secret image bits are 
computationally assessed with the metrics of PSNR. Here the 
NC refers to the performance index to justify the metric for 
embedding capacity and shows how the formulated approach 
attains better data hiding as compared to the traditional RDH 
mechanisms. The study further also assessed the computing 
time for embedding and to generate the encrypted video 
sequence of H.264/AVC for Cm which is also referred as 
embedded video. The next section further shows the numerical 
modeling for the execution operations of the proposed RDH 
framework. 

V. NUMERICAL DESIGN IMPLEMENTATION 

The numerical design and modeling of the proposed 
system has been implemented over a computing environment 
and subjected to cover most of the executable operations for 
RDH and H.264/AVC based embedding. The study impels the 
design requirements to make the RDH numerical framework 
model robust and considers a set of hypothetical assumptions 
to make it more realistic for the futuristic video 
steganography-based applications. 
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A. Assumption for System Design 

The study considers a set of hypothetical assumptions 
during the design and research modeling of the formulated 
approach. The prime reason behind taking these assumptions 
is to develop a sophisticated numerical model for the research 
specific purposes. The primary assumption considers that both 
Smsg to be embedded and the video file in the form of Cm are 
not distorted and restore its original form after a set of 
computation. The video file viCm is considered to be 
uncompressed in the initial phase of the system modeling and 
further subjected to embedding process. The secondary 
assumption of the research is that the formulated RDH 
approach offers better embedding capacity along with 
robustness, perceptibility and security measures which is 
needed to be validated under different conditions of 
parametric numerical evaluation. The tertiary assumption in 
the context of the formulated study considers that the 
embedded secret information msg in Cm to be transmitted over 
a wireless medium to a specified terminal under different 
operating conditions. 

B. Model Selection and Embedding Process 

1) Uncompressed video: Cm processing: The system 

initially considers two different mode of selection that is either 

DWT or DWPT in the form of analytical model and further 

enables the proposed effective embedding operations with 

respect to potential form of computing aspect. Further 

customizes a function to read and process the cover media that 

is- f(x): f  Cm. This function considers uncompressed video 

file (vi) in the form of cover medium viCm . To process the 

uncompressed vi for i number of frame sequence, the system 

initially locates the file vi with two distinct attributes, the 

expression to denote the Cm with these two attributes can be 

expressed in Equation (2) as: 

Cm  [fn(vi), floc(vi)]             (2) 

Here the first attribute in the vector fn(vi) indicates the 
particular file naming string, whereas the second attribute 
floc(vi) denotes the locator of the vi within the disk drive file 
system structure. Finally, the system process both the 
attributes fn, flocvi to generate an object Obj(v) as follows: 

Vobj(i) [floc || fn]vi              (3) 

The Equation (3) shows a concatenation operation of these 
string attributes in order to generate an object file of Vobj(i). 
The method further converts the yuv4mpeg media object form 
of Vobj(i) into numerically compatible movie format M. The 
system here also applies another custom functional module 
f(x): f  Vobj(i), to generate the numerically compatible 
format M and associative fields after as set of computing 
procedure. The numerical conversion of the yuv4mpeg (Cm) is 
shown with the following flowchart as shown in Fig. 2. 

The process flow in the Fig. 2 shows that in this procedure 
initially the system enables the function to load the object 
form of video sequence Vobj(i). In the further stage the system 
computes the structure of data and its corresponding 

color map [d, Cm] from the Vobj(i) which is in the form of 
YUV structure of data. The system further computes the file 
size on the disk in bytes and process the file in the read only 
mode followed by computation of the headers (h) and last 
position of headers e(h). Finally, the process computes the 
headers and start computing the frame length (fl) for each 
frame i. The computation of the fl takes place with the 
following mathematical Equation (4). 

fl(i) = fh(i) × fw(i)              (4) 

Here in the Equation (4) the system computes frame length 
for each frame iVobj(i). Further, the process flow enables 
conditional statement to check the color space from the fields, 
if color space is found to be ‗C420‘ then the system computes 
the frame length as shown in Equation (5): 

fl(i)C420 = (fl(i) × λ)/ρ             (5) 

However, in another case if the color space in the fields 
match with ‗C422‘ then the system computes the frame length 
as below: 

fl(i)C422 = (fl(i) × λ)             (6) 

In the case of color space ‗C444‘ the frame length is 
computed as shown in Equation (7). 

fl(i)C444 = (fl(i) × ρ)             (7) 

Further the process flow execution computes the frame 
count (fc) before proceeding to the reading of YUV-frame 
sequence. The Equation (8) shows the numerical expression 
for frame count. 

fc = (fb- e(h))/∑ (α+ fl(i))             (8) 

Start

Enable f(x) to process Vobj(i) 

Process:  Vobj(i)    [Data, 

Colormap]

Process: Fize_Size

File(open)

Compute: [header, 

EndofHeader(Pos)]

Compute: fields, frameLength

If (Color_Space[‘C420’])

Compute:  frameLength

If (Color_Space[‘C422’])

Compute:  frameLength

Else

If (Color_Space[‘C444’])

Else

Compute:  frameCount

Compute:  frameLength

Read(YUV-Frames)

Conversion of YUV into RGB

Compute: [Header, M, Fields]

End

 

Fig. 2. Process-flow of the Conversion Operation of [Vobj(i)  M]. 
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Here fb refers to the file size in bytes and α is a system 
constant. After computing the frame length, the system further 
read the YUV-frame sequence from the video object and 
converts it into final sequence of RGB which is in the 
numerically compatible format. Finally the system generates 
the computed header, M and fields for the consecutive part of 
the process execution. 

C. Uncompressed: Smsg Processing 

Further the system process in this phase of modeling also 
considers Smsg in the form of secret image bits (Smsgw) and 
digitize it in the compatible numerical form. For this process 
the system initially locates the specific w with two distinct 
attributes wLoc and wN. The secret message is further 
generated with the following numerical expression Equation 
(9). 

Smsg (i) [wLoc || wN ]w             (9) 

Further the system computes the numerical form of Smsg by 
performing digitization of the matrix and generates secret 
image bits type-1 (w1) followed by computation of secret 
image bits type-2 (w2) in binary form based on thresholding. 

D. Formulated H.264/AVC based Embedding Procedure 

The system further extends its workflow on the formulated 
embedding procedure of the secret message msg in the form of 
secret image bits w2. The system designs the embedding 
procedure with two stages of execution with invoking custom 
function. Initially it considers nf , M for fi,. The system 
furthers also constructs a cell structure of M{ fi,}. The system 
performs numerical vectorization of the msgw2 with the 
following mathematical expression. 

R1 ,C1 Rf(msgw2) 

w2 Rf(w2t)R1xC1           (10) 

In the above equation (10), the system here computes the 
resizing operations with respect to a transpose operation for 
the dimension of R1, C1 correspond to w2 matrix. Further the 
computation, converts the RGB component of M{ fi,} into 
YCbCr color space as YCbCr[i]  M{ fi,}. It also computes 
the individual frame matrix for YUV such as y y(r,c,1) , 
uu(r,c,2) and vv(r,c,3) from the converted YCbCr[i]. The 
computation further applies N-level wavelet decomposition 
procedure on the yy(r,c,1) component with ―haar‖ wavelet 
transformation. The wavelet decomposition here takes place 
with the following mathematical Equation (11). 

C1,C2  Wd( Matrix[ y(r,c,1)]N)          (11) 

The wavelet decomposition is carried out on the matrix 
form of y(r,c,1)]N at level-N. The outcome produced by the 
function generates two distinct coefficients of C1 and C2 
which are further subjected to approximation stage of two-
dimensional signal vector. The function LLAcoeff(C1,C2) 
performs basically approximation of the coefficients and 
generates sub-band of LL. The final coefficient approximation 
stage further extensive analysis the C1, C2, N and generates 
other sub-band components of LH, HL, HH components. 
These two stages of execution modeling can be expressed as 
shown in Equation (12). 

LLAcoeff(C1,C2) 

LH,HL,HH  Ecoeff(C1,C2,N)          (12) 

The system further performs wavelet decomposition for 
respective channel (ch) of bands which can be formed as 
[LL 1, LH2,HL3,HH4]. 

Cb1,Cb2  Wd( Matrix[ch]N) 

LLdAcoeff(Cb1,Cb2) 

LHd,HLd,HHd  Ecoeff(Cb1,Cb2,N)         (13) 

In the above Equation (13), the system computes the 
coefficient extraction process for different bands with 
conditional execution of ch which ranges between 14. The 
system further computes sub-blocks correspond to the matrix 
form of LLd for each row and col vectors as sub(i,j,n)  
LLd((i,r),(j,c)). The model here also exploits the standard 
principle of H.264/AVC encoding operations to complement 
the embedding operation and further the computed sub-blocks 
are then further processed under a custom function of PCA(x) 
which generates the final data (Fdata) from the covariance 
matrix (CovM). This final data is referred to the H.264/AVC 
encrypted data. 

E. Formulated RDH with Extraction Procedure 

The extraction procedure in the context of RDH for the 
formulated approach also constructs a custom function of f: 

fex(x)  Sub*w, Rf (RGB)  Cm. The custom function in this 

case considers encrypted video object with H.264/AVC 
coding standard with Sub*w, Rf (RGB) and also considers nf, 
wavelet name, the dimension factor of R(i), C(i). The system 
reconstructs the video sequence here for Tm: [m1/m2]. In the 
initial phase of computation, the system constructs the cover 
from the Sub*w, Rf (RGB) for different fi which is represented 
as shown in Equation (14): 

ReCov(i)  Sub*w:Rf (RGB)x,y,z,I         (14) 

The reconstructed cover for particular fi further undergoes 
thorugh secret image extraction procedure for two different 
modes of operations. Here the system initially again converts 
the Rf (RGB)  YCbCr[i] with the numerically compatible 
format of YUV. And further computes the frame indexes for 
y y(r,c,1) , uu(r,c,2) and vv(r,c,3). The system further 
again performs wavelet decomposition and computes the 
coefficient attributes for this extraction operation of w as 
shown in Equation (15), 

Cexb1,Cexb2  Wd( Matrix[y]N) 

LLExAcoeff(Cexb1,Cexb2,N) 

LH,HL,HH  Excoeff(Cexb1,Cexb2 ,N)         (15) 

Further the system performs a sub-blocking operation with 
H.264 to generates sub-blocks sub(i, j, n). Finally, the PCA(x) 
algorithm generates the reconstructed w2 after set of 
operations. 
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VI. ALGORITHM DESIGN 

The algorithm design for the formulated embedding 
operations for two different mode of embedding operations is 
shown as follows: 

Numerical Algorithm-I: Formulated Embedding Process in RDH 

technique 

Input: M, fi, nf, w2 

Output: Reconstructed cover media [Re(Vi)] 

Start  

1. Init  M, fi, nf, w2 , nf  M for fi 

2. Enable Tm: [m1/m2] 

3. Constructcell structure of M{ fi,} 

4. Enable : fen1(x). pass in: M{ fi,}, msgw2 

5. R1 ,C1 Rf(msgw2)  

6. w2 Rf(w2t)R1xC1  

7. C1,C2  Wd( Matrix[ y(r,c,1)]N) 

8. LLAcoeff(C1,C2) 

9. LH,HL,HH  Ecoeff(C1,C2,N)  

10. Cb1,Cb2  Wd( Matrix[ch]N) 

11. LLdAcoeff(Cb1,Cb2) 

12. LHd,HLd,HHd  Ecoeff(Cb1,Cb2,N) 

13.  Select ch: 14 

14.  n1 

15. Compute sub-blocks correspond to LLd 

For i 1 to r 

i. For j 1 to c 

1. sub(i,j,n) LLd((i,r),(j,c)) 

nn+1 

End 

End 

16. Enable custom function of PCA(x) : pass in sub(i,j,n) 

17. PCA(x): pass out Fdata  Eign(CovM)T* Adjst // here 

Adata subdouble-submean 

18. Rf(Sub*w) 

19. Reconstruct Odata  Sub*w(i) 

20. Apply Filp-array up  down on Odata 

21. construct  

22. new_y(r,c,1) IDWT2(LLd,LHd,HLd,HHd) 

23. new_y(r,c,1) IDWT2(new_y(r,c,1),LH,HL,HH) 

24. y(r,c,1), u(r,c,2), v(r,c,3) 

25. compute numerical form of y 

26. Perform reconstruction from YCbCr  Rf (RGB) 

End 

The computation of the formulated embedding approach 
for mode type-1 in DWT model whole perform the PCA 
analysis for component of sub(i,j,n) further generates Final 
data attributes considering the following Equation (16). 

Fdata  Eign(CovM)T* Adjst          (16) 

Further it reconstructs the Sub*w with resizing factor and 
generates the original form of data Odata. It also enhances the 
embedding efficiency by performing flip-array up-down 
approach. Further the system constructs the new_y(r,c,1) 
followed by reconstruction of Rf (RGB). The extensive 
analysis of the formulated approach shows that the embedding 
efficiency has significantly increased owing to the 
involvement of PCA. The numerical outcome is further shown 
in the result and analysis section. 

The algorithm for extraction procedure is shown as 
follows: 

Numerical Algorithm-II: The w Extraction Procedure 

Input: Sub*w, Rf (RGB)  Cm 

Output: ReCov(i) 

Start  

1. Init  Sub*w, Rf (RGB), nf, Dim(R,C) 

2. Tm: [m1/m2], fex(x) 

a. For each frame fi 

i. Enable : ReCov(i)  Sub*w:Rf 

(RGB)x,y,z,i  

ii. Convert: (RGB)  YCbCr[i] 

b. End 

3. Cexb1,Cexb2  Wd( Matrix[y]N) 

4. LLExAcoeff(Cexb1,Cexb2,N) 

5. LH,HL,HH  Excoeff(Cexb1,Cexb2 ,N) 

6. Perform Sub-block operation with H.264/AVC 

7. sub(i,j,n) 

8. Rf (w2)PCA(x) 

End 

The secret image bits extraction procedure has been 
verified for before attack and under the attack‘s scenario with 
the simplified computing steps. Here the system basically 
considers 9 different set of attacks in the form forms of AS = 
{AS1, AS2, AS3, AS4, AS5, AS6, AS7, AS8, AS9}. The 
performance of imperceptibility along with the signal quality 
evaluation is further done in the numerical outcome section. 
The performance estimation of signal quality considers PSNR 
as a metric to justify the outcome. 

VII. RESULT AND ANALYSIS 

The study outcome to justify the performance of the 
formulated embedding approach in RDH process is shown and 
discussed in this section. The study in this section not only 
estimates the PSNR, NC outcome but also assess the time 
complexity for above two algorithms of embedding and 
extraction with respect to CPU time. The analysis clearly 
shows that the experiments are conducted for a cover media 
named Akiyo.CIF of type Y4M, where the frame size is 
considered to be CIF (288 x 352). The size on the disk for the 
CM found to be approximately 43.5 MB (44,552 KB). The 
message media is considered as a single image file of TIF and 
its size on the disk is approximately 5KB. The numerical 
experiments are further realized in a computing environment 
of MATLAB R2015a environment on a PC with CPU Intel(R) 
Core (TM) i5-3470 @ 3.2 GHZ with 4-GB of RAM. The 
numerical computing is carried out considering a set of 
explicit custom functions invoked during the simulation of the 
above-mentioned numerical modeling of i) Uncompressed 
cover media and secret image processing, ii) Formulated 
approach of embedding and iii) Extraction process in RDH. 
The simulation outcome from the numerical modeling takes a 
set of observation of each frame and its visual perception 
measures correspond to the input CM and the embedded secret 
data in the form of image. To justify the reversibility and 
proper data hiding performance the system model considers 
two different scenarios. Here in one scenarios secret image is 
simply extracted considering Algorithm-II from the embedded 
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CM and the visual perception with respect to frame number is 
obtained for both CM and w. In another scenario the study 
considers w extraction after performing a set of attacks on the 
embedded CM. The similar sort of observations are carried 
during the reconstruction process of the original CM frame 
along with the reconstructed frame after embedding and also 
the visual perception of frame after performing a set of attacks 
conditionally. 

The visual perception score for the original image 
(Table I(A)) and the extracted image on shows higher 
similarity score in the absence of attacks which shows that the 
proposed RDH model attains good reversibility while 
fulfilling the requirements of PSNR for the reconstruction 
scenario. However, the experiments for VP are further also 
extended to generalize the robustness of the system in the 
presence of nine different types of attacks AS ={AS1, AS2, 
AS3, AS4, AS5, AS6, AS7, AS8, AS9}. The visualization to 
show the attack effect on the extracted secret image bits is 
provided in Table I(B). It considers embedding process and a 
specific type of attack at a time performed on the embedded 
CM. 

TABLE I. (A): VISUALIZATION OF ORIGINAL SECRET IMAGE, EXTRACTED 

SECRET IMAGE FROM BITSTREAM (BEFORE ATTACK) 

Original Secret Image (w2) 
Extracted Secret Image (w2) from the 

Bitstream (Before Attack) 

  

(B): VISUALIZATION OF ORIGINAL SECRET IMAGE, EXTRACTED SECRET 

IMAGE FROM BITSTREAM (AFTER ATTACK EFFECTS) 

Types of attacks 

performed on w2 

Visualization of the extracted w2 (After 

Performing Attack) 

1.Speckle noise 

 

2. Gaussian noise 

 

3. Histogram 
Equalization 

 

4. Salt and pepper 

noise 

 

5. Poisson noise 

 

6. Frame averaging 

 

7. JPEG compression 

 

8. Gamma correction 

 

9. Median Filtering 

 

The interpretation of the visual outcome here shows that 
how the extracted secret image looks like while the embedded 
CM of Akiyo.CIF undergoes through a set of attacks 
conditionally. The outcome obtained clearly shows that in all 
the cases of attacks the system attains considerable outcome of 
visual perception for secret image bits. However, the effects of 
Gamma correction are found more on the extracted secret 
image. The system further also performs analysis on the visual 
perception and the parameters for embedding efficiency for 
data hiding aspects for the CM which is further shown in the 
following Table II. 

TABLE II. NUMERICAL OBTAINED FOR PSNR, NC FOR CM= AKIYO.CIF 

AFTER EMBEDDING AND EXTRACTION PROCESS 

Original frame from 

Cm 

Frame after 

Embedding Process 
Frame After Attack 

AS-1: PSNR(Ov/Rv) 

=47.0357 

AS-1: NC(Ow/Rw) 

=0.72456 
AS-1 NC(Ow/Rw)=0.767 

AS-2: PSNR(Ov/Rv) 

=48.77 

AS-2: NC(Ow/Rw) 

=0.55514 

AS-2 

NC(Ow/Rw)=0.57004 

AS-3: PSNR(Ov/Rv) 

= 50.4078 

AS-3: NC(Ow/Rw) 

=0.36798 
AS-3 NC(Ow/Rw)=0.574 

AS-4: PSNR(Ov/Rv) 
= 44.4851 

AS-4: NC(Ow/Rw) 
=0.6484 

AS-4 
NC(Ow/Rw)=0.68499 

AS-5: PSNR(Ov/Rv) 
=50.77 

AS-5: NC(Ow/Rw) 
=0.545 

AS-5 
NC(Ow/Rw)=0.5654 

AS-6: PSNR(Ov/Rv) 

= 48.7379 

AS-6: NC(Ow/Rw) 

=0.44532 

AS-6 

NC(Ow/Rw)=0.67 

AS-7: PSNR(Ov/Rv) 

= 43.13 

AS-7: NC(Ow/Rw) 

=0.5364 

AS-7: 

NC(Ow/Rw)=0.39645 

AS-8: PSNR(Ov/Rv) 

= 50.41 

AS-8: NC(Ow/Rw) 

=0.476 

AS-8: 

NC(Ow/Rw)=0.697 

AS-9: PSNR(Ov/Rv) 

= 52.41 

AS-9: NC(Ow/Rw) 

=0.486 

AS-9: 

NC(Ow/Rw)=0.687 
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The study incorporates numerous performance metrics to 
validate the system such as PSNR and NC. Here the PSNR 
performance is obtained considering the following standard 
form of mathematical Equation (17) as below. 

           (
    

   
)           (17) 

Here MSE refers to mean square error computation for the 
original frame and the embedded frame of CM. And also, 
MAX refers to the maximum possible pixel range of each 
frame. The system also considers another performance metric 
of NC which is attributed as a measure to assess the 
embedding efficiency and the robustness of the proposed 
H.264/AVC based embedding operations against different 
forms of attacks. It measures the similarity index between the 
frame after embedding and the frame after attack. It is also 
applicable to the original secret image and extracted secret 
image similarity measures. The standard form of numerical 
model to evaluate this NC is given as below. 

   
∑∑                  

((√∑∑        ) (√        ))
          (18) 

The performance metric of NC here evaluates the 
robustness and embedding efficiency accomplished by the 
proposed algorithm (P-RDH). The analysis of imperceptibility 
from the PSNR outcome for the original frame of Cm and the 
embedded frame shows that the system accomplishes 
considerable PSNR during the reconstruction of original CM 
of Akiyo. CIF even though in the presence of different types 
of attacks. The average PSNR (dB) outcome for CIF (288 x 
352) is obtained as 52.7379dB which is comparable to the 
conventional baselines of RDH (C-RDH). The visual outcome 
of the PSNR is also shown with the following Fig. 3. The 
system outcome is further assessed for NC to justify the 
efficiency of encoding process in terms of embedding 
efficiency and robustness for different conditions. The NC 
computation here also justifies the robustness of the system 
modeling during the attack scenario. 

 

Fig. 3. Analysis of PSNR Outcome for CM Reconstruction. 

The analysis of the outcome of NC shows that with the 
variation of embedding strength the system achieves better 
normalized correlation not only in the case of secret image of 
Lena but also in the case of reconstructed frames of CM. This 
indicates that the proposed approach P-RDH outperforms C-
RDH to a greater extent under different operational conditions 

and also ensures higher reconstructed signal quality. The 
system performance in this chapter also shows that the P-RDH 
attains superior performance from the viewpoint of computing 
too. It attains CPU execution time of overall 143.166324 
seconds during the computing process of embedding whereas 
in the existing system it is quite higher. The reconstruction 
process accomplishes the CPU time of 30.7447secs for each 
frame which is also found significant as compared to the 
existing baselines. 

The prime reason behind this is the proposed encoding 
applies PCA based component analysis is to generate 
significant coefficient attributes from both the secret image 
bits and cover-media which in extraction process helps. 
Thereby to a greater extent the system outperforms the C-
RDH by means of PSNR and CPU computing for embedding. 
It also enhances the embedding capacity irrespective of the 
message size. 

VIII. RESULT AND DISCUSSION 

The outcome obtained from the current study showcase 
that proposed scheme is highly resilient to different forms of 
attacks which the existing schemes didn‘t have reported for 
[21]-[25]. A simplified assessment towards the optimal data 
hiding scheme presented in [22] has claimed about higher 
reversibility degree, however it fails to identify the threat on 
dynamic scenarios. The system of proposed RDH is found to 
offer higher robustness towards attack of various forms (i.e., 
Speckle noise, Gaussian noise, Histogram equalization, salt 
and pepper, Poisson noise, jpeg compression and frame 
averaging, Gamma correction and median filtering), hence 
attain efficient imperceptibility from data security viewpoint 
and this critical aspect has not much explored in the existing 
studies [30]-[36]. Further, it is also noted that the outcome of 
this RDH in this research aspect is also found comparable with 
the existing baseline solution for PSNR, NC and computing 
time. From the perspective of the computational efficiency, 
the study outcome is also found to support the claim that it 
balances the trade-off between EC and the visual perception 
while accomplishing faster CPU execution with PCA based 
solution for H.264/AVC. Similarly, the attack analysis has 
been carried out for the CM too where it shows higher PSNR 
efficiency in post embedding phase of reconstruction of the 
signal whereas in the after-attack scenario the signal quality in 
the measure of PSNR got slightly affected in case-8. Such 
case was not evident in the recent work too [44]-[50]. 
However, in the other cases the system found higher PSNR 
outcome with good reversibility of both secret message and 
the CM. Therefore, from the overall perspective of study 
outcome, it shows that proposed system offers better 
performance in data hiding compared to majority of the 
related existing models. 

IX. CONCLUSION 

This research study introduces a novel computing 
framework of RDH mechanism which ensures better 
embedding capacity under both attack and un-attack scenarios. 
The simplistic design approach of the embedding ensures 
better flow of execution and also retains higher PSNR with 
imperceptivity for extraction process of both secret image and 
cover media. The outcome also shows that in 1-2 cases of 
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attack scenario the PSNR performance got affected for the 
reconstructed signals but still higher imperceptibility is 
achieved. The system is not only robust against different form 
of attacks as on an average the NC score is obtained towards 1 
but also it can be seen that it balances the trade-off between 
EC and CPU computing time while maintaining acceptable 
PSNR range for the reconstructed frames of CM. This 
indicates the performance efficiency of the H.264/AVC based 
system. It also further ensures that the good reversibility is 
happening for both Akiyo.CIF and Lena.TIF. The system 
performance of embedding still has a scope to be improvised 
despite its robustness against different form of attacks for that 
reason the study in the future work of this research targets to 
enhance the optimization procedure to strengthen the 
embedding procedure of RDH so that it can ensure better EC, 
PSNR and execution time trade-off for different range of 
cover media types and secret image. Apart from this, the 
prime significance of the proposed study is that it offers an 
efficient computational model towards framing up RDH, 
which can be applied over any form of video steganography 
application owing to its robustness. Without losing potential 
quality of the video, the proposed system is capable of 
leveraging better embedding capacity without using any 
iterative scheme or sophisticated operation involved in it. 
Hence, the scope of adopting the proposed RDH model is 
quite higher in multimedia application to a large extent. 
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Abstract—Predicting Multiple Sclerosis (MS) patient's 

disability level is an important issue as this could help in better 

diagnoses and monitoring the progression of the disease. 

Expanded Disability Status Scale (EDSS) is a common protocol 

used to manually score the disability level. However, it is time-

consuming requires expert knowledge and exposure to inter-and 

intra-subject variation. Many previous studies focused on 

predicting patients' disability from multiple MRI scans and 

manual or semi-automated features extraction. Furthermore, all 

of them are required patient follow up. This study aims to predict 

MS patients' disability using fully automated feature extraction, 

single MRI scan, single MRI protocols and without patient 

follow-up. Data from 65 MS patients were used in this study. 

They were collected from multiple centers in Iraq and Saudi 

Arabia. Automated brain abnormalities segmentation, 

automated brain lobes, and brain periventricular are 

segmentation have been used to extract large scan features. A 

linear regression algorithm has been used to predict different 

types of MS patient disability. Initially, weak performance was 

found until MS patients were divided into four groups according 

to the MRI-Tesla model and the condition of the patient with a 

lesion in the spinal cord or not. The best performance was with 

an average RMSE of 0.6 to predict the EDSS with a step of 2. 

These results demonstrate the possibility of predicting with fully 

automated feature extraction, single MRI scan, single MRI 

protocols and without patient follow-up. 

Keywords—Multiple sclerosis; expanded disability status scale 

prediction; multiple sclerosis disability; magnetic resonance 

imaging 

I. INTRODUCTION 

Multiple Sclerosis (MS) is a chronic, progressive 
autoimmune condition that affects the central nervous system 
(brain and spinal cord). MS occurs when the immune system 
attacks the myelin that protects the nerve fibres in the brain and 
spinal cord [1]. The exact cause of MS is still unknown. 
However, there are several risk factors that have been 
suggested as possible causes of MS such as genes, lack of 
sunlight, lack of vitamin D, smoking, race, climate, teenage 
obesity, viral infections and being female [4]. MS is considered 
a rare disease in Asia [2–4] with a prevalence estimated 
between 0 and 35 per 100,000 [2, 3,5,6,8], resulting in a lack of 
a high number sample size. Brain and spinal cord MRI are one 
of the most significant paraclinical tests that aid the diagnosis 
of MS and can help to substitute for clinical findings. MRI has 
a key feature for investigation, diagnosis, treatment decisions, 
monitoring treatment response, and monitoring disease 
progression of MS. The most significant finding within the 

MRI related to MS is location, type, size, and the number of 
MS lesions [8]. Almost all MS lesions can be seen in Fluid-
attenuated inversion recovery (FLAIR) MRI. FLAIR MRI is 
one of the most commonly MRI protocols that has been used 
for MS diagnoses and monitoring the progression of the 
disease. MS-lesions in FLAIR MRI are typically hyperintense. 

Expanded Disability Status Scale (EDSS) is a gold standard 
to score MS clinical patient disability levels [9]. EDSS is a 
clinician-administered assessment scale used to evaluate the 
functional systems of the central nervous system. EDSS scores 
range from 0, which indicate no disability, to 10, which 
indicate death due to MS, with an increment interval of 0.5. 
Fig. 1 shows the EDSS scores range with its corresponding 
disability level and with the progression of the disease. To 
assist EDSS, eight neurological Functional Systems (FS) 
should be scored by an expert. The scoring range for these 
eight neurological FS examinations is between 0-4 to 0-15 [9]. 
The lowest score means normal FS, while the highest score 
means complete loss of function in a particular neurological 
FS. Scoring the MS patient's disability level using EDSS is 
time-consuming requires expert knowledge and inter-and intra-
subject variation. 

 

Fig. 1. EDSS Scores Range with its Corresponding Disability Level and the 

Progression of the Disease [9]. 

An automated method to predict MS-patient disability level 
using a fully automated feature extraction is challenging due to 
the high variety of MRI inhomogeneous of different image 
sizes, brain size, image density range, MRI Tesla, and MS 
type. Some of the MS patients have lesions in the brain, the 
spinal cord, or both. Furthermore, some MS-lesions are 
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clinically silent, or they can consider as silent inflammation 
that makes the prediction of MS-patients disability level using 
brain MRI is not an easy task. 

Each side of the brain contains four lobes, and each brain 
lobe is responsible for controlling specific human activities and 
tasks. The frontal lobe is significant for cognitive functions and 
voluntary movement or activities control. The parietal lobe 
processes temperature, taste, touch, and movement 
information. While the occipital lobe is primarily responsible 
for vision. The temporal lobe processes memories, integrating 
them with sensations of taste, sound, sight, and touch [1]. Brain 
abnormalities such as MS-lesion in each of the brain lobes may 
directly affect the FS that is related to its brain lobes. Thus, 
classifying brain abnormalities based on brain lobes can help to 
predict which human activities or tasks can be affected by the 
abnormalities. Furthermore, it clinically proved that the MS 
lesions near the periventricular brain area significantly 
correlate to the patient's disability [22, 21, 23]. Hence, 
identifying the MS lesion based on the brain periventricular 
area is significant for MS disability prediction. 

This study aims to predict clinical MS patients' disability 
levels using a fully automated feature extraction, single MRI 
scan, single MRI protocols and without patient follow-up. 

Furthermore, this study seeks to identify the most correlated 
MRI features to the MS patients' disability levels. 

The structure of this paper is as follows. Section Ⅱ will 
present a summary for the recent related work. Section Ⅲ will 
explain the dataset, pre-processing, feature extraction and 
method used in this study. Section Ⅳ will present the results of 
the method we used. Sections Ⅴ will present the discussion, 
conclusion and main limitations of this study. 

II. RELATED WORK 

Multiple Sclerosis disability prediction has been active 
research in the last few years. MS is a clinically heterogeneous 
disease. Furthermore, traditionally MRI and patient disabilities 
have a weak correlation. Thus, most of the previous studies 
used supporting non-raw MRI data to support MS disabilities 
prediction. The supporting data include general patient 
information such as age and gender, clinical information such 
as MS types and treatment plans, radiological information such 
as lesion type, lesion location and manual lesion segmentation. 
Table I, summarises the recent previous studies on MS 
disability prediction. As a consequence of using supporting 
non-raw MRI data, all previous studies can consider using 
manual or semi-automatic feature extraction 
[10,11,13,14,16,17]. 

TABLE I. SUMMARIES THE RECENT PREVIOUS STUDIES ON MS DISABILITIES PREDICTION 

Author, year Type of disability prediction 

Type of required data 
Study 

duration 

(years) 

Required 

patient 

follow up 

Performance Raw 

MRI 
Radiological Clinical 

General 

patient 

information 

Tommasin, 

2021 [12] 
Disability progression Yes Yes Yes Yes 2-6 Yes Accuracy of 0.79 

Pellegrini, 

2020 [13] 
Disability progression No Yes Yes Yes 2 Yes 

All 

C-indices ⩽ 0.65 

Pinto 2020 

[18] 
Disability progression No Yes Yes Yes 1-10 Yes 

Best AUC=0.89 

± 0.03 within 
two years 

Law,2019 [15] Disability progression No Yes Yes Yes 2 Yes AUC of 61.8% 

Dekker 2019 

[19] 
Disability progression Yes Yes Yes Yes 6-12 Yes 

 R2 = 0.56 for 6-

year and R2 = 

0.38 for 12- Year 

Zhao 2017 

[20] 
Disability progression No Yes Yes Yes 5 Yes 

Best accuracy of 

75% 

Colato,2021 

[14] 
Future disability progression Yes Yes Yes Yes 3.25 Yes C-index of 0.72 

Tousignant 

2019 [21] 
Future disability progression Yes Yes Yes Yes 1 Yes AUC of 0:66. 

Colato,2021 

[14] 
Cognitive worsening Yes Yes Yes No 3.25 Yes C-index of 0.72 

Dekker 2019 

[19] 
Cognitive worsening Yes Yes Yes Yes 6-12 Yes 

R2 = 0.26 for 6-

year and R2 = 
0.14 for 12- Year 

Barile, 2021 

[22] 

Predict three EDSS groups 

prediction: low, medium, and 
high 

Yes Yes No Yes 7 Yes 
RMSE of 0.92 ± 

0.28 

Roca, 2020 

[16] 

Predict EDSS groups with a 

step of 1 EDSS 
Yes Yes No  Yes 2 Yes 

MSE score of 3 

and EDSS score 

error of 1.7 

Marzullo , 

2019 [17] 
EDSS prediction Yes Yes No  No 2.5-6 Yes 

Average RMSE 

of 1:08 ± 0:09 
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The main limitations of previous studies can be 
summarized as follow: First, using radiological or clinical data 
which require human interaction and expert knowledge. 
Second, using a huge amount of input data. Third, all are 
cohort studies and require patient follow-up. Fourth, neglecting 
spinal cord lesions. Fifth use more than MRI protocols. Sixth, 
using manual or semi-automated feature extraction which 
required human interaction [12,15,18]. 

Compared to the related work, this study is using a single 
brain MRI protocol and without patient follow up with full 
automated feature extraction. 

III. MATERIALS AND METHODS 

A. Patients 

2D FLAIR MRI for 65 patients from two datasets was used 
in this study. All patients had confirmed diagnosis of MS with 
an EDSS scored by an expert. The first dataset was collected at 
MS-Clinic, Baghdad Teaching Hospital, Medical City 
Complex, Baghdad, Iraq. It consists of 48 patients, 36 females 
and 12 males, with an average age of 33 years ranging from 15 
to 55 years. The MRI scan was collected between 2016 and 
2021. 1.5 Tesla came from more than 20 centers, average 
EDSS score of 2 ranged from 0 to 5. The second dataset 
consists of 17 patients, 11 females and 6 males, with an 
average age of 33 years ranging from 22 to 46 years. The MRI 
scan was collected between 2017 and 2018. 3 Tesla came from 
two centers, average EDSS score of 1 ranged between 0 and 6. 
It was collected at King Fahad General Hospital, Medina, 
Saudi Arabia. 

Typically, MS-lesion considers as a gold standard of brain 
abnormalities. The MS-lesion in FLAIR MRI is defined as an 
area of focal hyperintensity. Moreover, the MS-lesions are 
round to ovoid in shape and range in size from a few 
millimeters to more than one or two centimeters in diameter 
[23]. Lesion type, location, size, and lesion number are the 
most important characteristics that describe brain abnormality 
for MS lesions. From normal visual observation, it can be seen 
that the lesion has a weak correlation with the EDSS score. 
Fig. 2 shows an example of FLAIR MRI for patients with 
different EDSS scores. It is clear that the size, shape, and 
number of focal hyperintensity areas are weakly correlated to 
the EDSS. The yellow circles circulate the focal hyperintensity 
areas, mostly considered as MS lesions. 

B. Methodology 

The proposed methodology can be divided into six stages: 
input data, pre-processing, feature extraction, feature selection, 
disability prediction algorithm and performance evaluation. 
The overall proposed methodology is summarized in Fig. 3. 

 Input data: Singe brain MRI and single MRI protocols 
(FLAIR) have been used in this study. Due to the 
different behaviours of MS disease between patients 
with a lesion at spinal cord or not. A small portion of 
radiological data has been used to discrimination 
between patients with a lesion at the spinal cord or not. 
No patient follow-up is required. 

 Pre-processing: To transform the raw data into a useful 
and efficient format, five stages of the pre-processing 

processes have been used. They are explained in detail 
in the next paragraph. 

 

Fig. 2. FLAIR MRI for MS Patients with different EDSS Scores. (a) 29 Years 

Old Patient with EDSS = 0, (b) 31 Years Old Patient with EDSS = 1, (c) 39 

Years Old Patient with EDSS = 2, (d) 35 Years Old Patient with EDSS = 4. 

 

Fig. 3. Flowchart for the Overall Proposed Methodology. 
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Fig. 4. Examples of Dynamic Image Thresholding (BIT) Segmentation using 

(1) in Comparison with Manual Lesion Segmentation. 

The brain segmentation process is used to segment the 
brain area by removing the skull from an MRI image, keeping 
only the area occupied by the brain, the dark space between the 
skull and brain which is occupied by the CSF used to segment 
the brain area. Brain Extraction Tool (BET) [20] has been used 
for this purpose. 

Segment brain abnormalities areas associated with MS 
disabilities are significant for disability prediction. Multiple 
sclerosis is a clinically heterogeneous disease. MS brain 
abnormalities had high variations in size, shape, number, and 
location. In addition to the high variation of MRI scans in size, 
quality, Tesla, and density among MS patients. Thus, brain 
abnormalities segmentation is challenging. Our proposed 
Dynamic Image Thresholding (DIT) method based on the 
mean and standard deviation of brain volume has been 
proposed to segment brain abnormalities. Based on the 
characteristic of FLAIR MRI, the brain abnormalities in 
FLAIR MRI are typically hypertension. To identify which 
level of brain hypertension has the highest correlation to the 
MS disability. Different values of image thresholding have 
been performed using (1) and (2) to investigate which level has 

the highest correlation to the patient's disabilities. The image 
thresholding was performed with a different thresholding level 
increment by a step value of 0.05 of the mean and standard 
deviation above the mean. The step value of 0.05 was chosen 
to be small enough to investigate the effect of every small 
change in brain hypertension level. Typically, the standard 
deviation of brain volume has a much smaller value than the 
mean value. Thus, the increment value of (2) is much smaller 
than (1). Fig. 4 and Fig. 5 show examples of BIT segmentation 
using (1) and (2), respectively, at different values of X. 

                             (1) 

                             (2) 

Where μ= mean density value of whole-brain volume. 

X=1,2, 3, …... until the image thresholding value segment 

nothing. 

σ= patient-based density standard deviation for whole-brain 

volume. 

 

Fig. 5. Examples of Dynamic Image Thresholding (BIT) Segmentation using 

(2) in comparison with Manual Lesion Segmentation. 
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The segmented areas in Fig. 4 at X=10 represent brain 
abnormalities areas that are very close to the seen brain 
abnormalities (seen lesion). In other words, the segmented area 
in Fig. 4 at X=10 segments the brain areas, which have a very 
close level of image hyperextension to the seen lesion. 
Moreover, it is clear that the segmented area in Fig. 4 at X<10 
segments brain abnormalities at a level of image 
hyperextension less than the level of the seen lesion, while at 
X>10 is the opposite, the levels of image hyperextension, 
which represent brain abnormalities at X<10 and X>10 are 
hard or impossible to detect by human eyes. 

Automated segmentation of brain lobes and periventricular 
brain area is challenging due to the following: First, high 
variation of the human brain in shape, size and abnormalities. 
Second, high variation of brain MRI in quality, size and 
number of slices. Third, segmentation of brain lobes and 
periventricular brain area is usually performed using 3D MRI. 
Thus, using a 2D MRI with a small number of MRI slices is 
not an easy task. 

 

Fig. 6. Flowchart for the Automated Brain Lobes and Brain Periventricular 

Area Segmentation. 

However, an automated method to approximately segment 
brain lobes and periventricular brain area for 2D MRI has been 
proposed. A flowchart for the overall process is shown in 
Fig. 6. The brain lobes segmentation was performed based on 
3D brain model with lobes labelled. The axial, sagittal and 
coronal brain plan of 3D model is shown in Fig.  7(a), (c), and 
(e), respectively. The brain lobes segmentation is based on 

three main steps: First, resize the 3D brain model as same as 
the 2D brain volume. Second, segment both brain volume and 
3D brain model into sixteen identical sections. Third, label 
each section in the brain volume to it is corresponding 3D brain 
model lobes. An example of the brain lobes segmentation is 
shown in Fig.  7(b), (d) and (f) for the axial, sagittal and coronal 
brain plan, respectively. 

 

Fig. 7. 3D Brain Model with Lobes Labelled Compared to the Output of our 

Proposed Automated Lobes Segmentation for Axial, Sagittal, and Coronal 

Planes. a), c) and e) Represent the 3D Brain Model with Lobes Labelled, While 

b), d) and f) Represent the Output of the Same 3D Brain Model with Lobes 
Labelled by our Proposed Automated Lobes Segmentation. 

Furthermore, the periventricular brain area is segmented by 
masking the central 75% of brain volume that can 
approximately cover the whole brain periventricular area. The 
periventricular lesions are located adjacent to the brain 
ventricles system, the periventricular lesion and ventricles 
system shown in Fig. 8. The output of our proposed brain 
periventricular is segmentation also shown in Fig. 8. 

 

Fig. 8. Axial MRI Cross-Section Slice is Shown Periventricular Lesion and 

Ventricles System with the Segmented Brain Periventricular Area inside the 

Yellow Line. 
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 Feature extraction: Due to the high level of MRI 
inhomogeneous, a large-scale ratio-based feature 
extraction has been used. The features were extracted 
from brain abnormalized areas which were segmented 
automatically using our proposed DIT method. 

Based on McDonald diagnostic criteria [9], FLAIR MRI 
features and disease characteristics for certain types of features 
have been extracted based the types of features are lesion 
locations, shape, size, number and density [7]. All previously 
extracted features were classified based on the location of brain 
lobes and brain periventricular areas. 

Then, 3D based ration features have been generated based 
on the above-mentioned extracted features using (3), (4) and 
(5). The features have been generated for all possibilities of F, 
L and V. Total of 8200+ features have been extracted for every 
patient. All features are extracted automatically and without 
human interaction against the related work using manual or 
semi-automated feature extraction [10,11,13,14,16,17]. 

             ( )            ( )                       

             ( )                       
          (3) 

             ( )            ( )                               

             ( )    ( ) 
          (4) 

             ( )    ( ) 

             ( )                       
            (5) 

Where  = could be one of the following: size, number, mean, 

maximum, minimum and standard deviation. 

 = could be one of the brain lobes: frontal, parietal, temporal 

and occipital. 

 =could be whole brain volume or periventricular brain area. 

 Feature selection: To reduce the dimension of the 
extracted features a filter-based features selection 
based on correlation analysis has been used to select 
the highest correlated features using Pearson 
correlation. Pearson correlation has been used based on 
try and error. 

 Disability prediction: A linear regression algorithm has 
been used to predict patient disabilities. All prediction 
algorithms have been performed using the MATLAB 
2019a software environment. The linear regression 
parameters settings are listed in Table  II. 

TABLE II. LINEAR REGRESSION PARAMETER SETTINGS 

Model Type Model Parameters 

Regression 

Model name: Linear regression 

Preset: linear 

Terms: linear 
Robust option: off 

The linear regression algorithm has been used for the 
following reasons: First, the linear regression algorithm shows 
a good performance in predicting both exact EDSS and 
different ranges of EDSS. Second, able to predict the EDSS 
value even if it does not exist in the training data. Third, more 
suitable to work with an unbalanced dataset. Due to the 

rareness of the disease, most of the MS datasets are leaking of 
class balance. 

 Performance evaluation: The performance of different 
types of disabilities predictions has been tested for 
disabilities prediction, including a different range of 
EDSS and exact EDSS. The EDSS has been used as a 
golden standard to score patient disabilities. 5-fold 
cross-validation has been used. The evaluation metrics 
that have been used are RMSE, R-Squared, MSE and 
MAE. 

IV. RESULTS 

More than 8200 features were automatically extracted from 
the brain abnormalities area segmented by DIT to predict MS 
patient disabilities. Normally, the EDSS step value is 0.5. 
However, to investigate the ability of disability prediction, the 
performance was tested for five levels of EDSS steps starting 
from 0.5, representing normal EDSS steps to an EDSS step of 
2.5. A significant correlation between the extracted feature and 
the EDSS was found for MS patients after splitting them into 
four groups based on MRI Tesla and MS lesion location in the 
spinal cord. Furthermore, no significant correlation was found 
before patient grouping. 

Tables III and IV present the EDSS prediction performance 
for exact EDSS and different ranges of EDSS. The best 
performance was with an average RMSE of 0.6 and for the 
EDSS step of 2. In comparison with the performance of 
previous studies which predicted exact EDSS and range of 
EDSS using manual or semi-automated feature extraction and 
required patient follow-up, the result shows a promising result 
to predict MS disabilities using full automated features 
extracted and without patient follow-up. 

TABLE III. THE PREDICTION RESULTS FOR PATIENTS WITH A LESION AT 

BRAIN ONLY 

Step 

value 

(EDSS) 

1.5 MRI Tesla 3 MRI Tesla 
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0.5* 1.071 0.38 1.146 0.917 1.783 0.15 3.179 1.2 1.427 

1 1.1397 0.32 1.299 1.001 1.296 0.28 1.276 1.015 1.217 

1.5 0.772 0.38 0.596 0.679 1.043 0.42 1.088 0.979 0.907 

2 0.536 0.39 0.286 0.431 0.806 -0.9 0.650 0.626 0.671 

2.5 0.493 0.72 0.246 0.307 0.778 -0.2 0.605 0.619 0.641 

*Normal EDSS step 

TABLE IV. THE PREDICTION FOR PATIENTS WITH LESIONS AT BRAIN AND 

SPINAL CORD 

Step value 

(EDSS) 

1.5 MRI Tesla 3 MRI Tesla 
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0.5* 1.03 0.52 1.06 0.84 0.51 0.68 0.25 0.42 0.77 

1 1.03 0.56 1.07 0.83 0.70 0.28  0.49 0.58  0.87 

1.5 0.76 0.64 0.58 0.58 0.64 0.31 0.41 0.60 0.70 

2 0.61 0.46 0.37 0.50 0.50 -0.08 0.25 0.45 0.55 

2.5 0.56 0.36 0.31 0.47 0.55 -0.24 0.31 0.49 0.55 

*Normal EDSS step 
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V. DISCUSSION AND CONCLUSION 

MS-lesion location and MRI Tesla play an important role 
to predict patient disability levels. MS-lesion can be found on 
the brain or spinal cord or both of them. Lesion locations have 
a high impact on the MS patient's disability level. In this study, 
a single brain MRI was used to predict EDSS value for those 
with a lesion in the brain and spinal cord. In addition, a small 
portion of radiological data extracted from MRI reports has 
been used to identify the location of the lesion in the spinal 
cord or not. It is clear that the image quality of MRI affects the 
performance since MRI Tesla of 3 outperformed the results of 
MRI Tesla of 1.5. This is due to the differences between the 
image quality of MRI Tesla of 1.5 and 3. Therefore, increasing 
the magnet strength will improve the qualities of extracted 
features to represent brain abnormalities resulting in better 
prediction performance. From the result, it is clearly shown 
that by grouping MS patients according to MRI Tesla and 
lesion location in brain MRI, the performance was improved. It 
is due to two reasons. First, different MRI Tesla provides 
different image characteristics in terms of clarity, details, and 
noise reduction and provides different amounts of signal 
received from the human body during an MRI scan [24]. 
Second, different brain and spinal cord lesion locations led to 
different behaviors of different disease symptoms and 
progression [23]. 

The performance of EDSS prediction algorithms was tested 
with different EDSS steps from 0.5 to 2.5 to investigate which 
EDSS step the algorithms provide higher performance. EDSS 
step of 0.5 represents the traditional scoring of disability level 
using the clinical physical examination. From Tables III and 
IV, the overall best performance has been obtained with EDSS 
step of 2. 

The proposed EDSS prediction based on DIT shows a 
promising result to predict the level of EDSS on the tested 
datasets. Consequently, the DIT have a good representation of 
brain abnormalities. 

The study's main limitations are the lack of high sample 
size due to the rareness of the disease. It is highly 
recommended to group MS patients based on MRI Tesla and 
the location of lesions in the brain only or brain and spinal 
cord. The proposed method presents promising results for 
future studies to predict patient disability levels with fully 
automated feature extraction using single MRI scan without 
non-MRI data, which may contribute to shorter diagnosis time. 
Furthermore, this can help better understand and monitor the 
progression of MS disease. 
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Abstract—The problem in the data storage method that can 

support the data processing speed in the network is one of the 

key problems in big data. As computing speed increases and 

cluster size increases, I/O and network processes related to 

intensive data usage cannot keep up with the growth rate and 

data processing speed. Data processing applications will 

experience latency issues from long I/O. Distributed data storage 

systems can use Web scale technology to assist centralized data 

storage in a computing environment to meet the needs of data 

science. By analyzing several distributed data storage models, 

namely NFS, GlusterFS and MooseFS, a distributed data storage 

method is proposed. The parameters used in this study are 

transfer rate, IOPS and CPU resource usage. Through testing the 

sequential and random reading and writing of data, it is found 

that GlusterFS has faster performance and the best performance 

for sequential and random data reading when using 64k block 

data storage. MooseFS uses 64k power storage blocks to obtain 

the best performance in random data read operations. Using 32k 

data storage blocks, NFS achieves the best results in random 

writes. The performance of a distributed data storage system 

may be affected by the size of the data storage block. Using a 

larger data storage block can achieve faster performance in data 

transmission and performing operations on data. 

Keywords—Component; network storage; container; NFS; 

GlusterFS; MooseFS; random workload; sequence workload 

I. INTRODUCTION 

The current digital era is driven by data derived from a 
variety of information, both individuals, companies and 
governments, which is more available than ever before. 
Currently, various information technology-based companies 
produce big data [1]. Large volumes in big data require large 
data storage. Digital products such as Twitter can generate 7 
Terabytes (TB) a day of data, while Facebook produces 10 TB 
of data a day. Several similar enterprise companies have the 
same tendency to produce data per day [2]. 

Big data storage and processing needs require huge 
resources [9]. The gap between computing and data storage is 
quite large. With multicore technology in the processor, the 
ability of the CPU has increased for big data needs. However, 
the ability of data storage to serve data processing and storage 
still experiences its obstacles. The characteristics of the 
physical storage media account for most of the slow data 
storage performance. Even though optimization has been 
carried out in the Input / Output (I/O) layer in data storage, the 

I/O layer remains volatile. Problems related to the inefficiency 
in data management in storage media become more visible 
when multi-tasking big data in a shared resource environment 
[3]. 

An architecture is needed that can match resources with 
storage and data processing needs [8]. The web-scale 
architecture can handle the fast-growing processing and 
storage needs efficiently without rearranging the existing 
architecture [4]. As computation speed increases and cluster 
size increases, the I/O and network processes associated with 
intensive data use cannot keep up with the growth and data 
processing speed. Data processing applications will 
experience latency problems from long I/O [5]. 

Problems in data storage methods in the network that can 
support data processing speed are one of the crucial issues in 
big data. The research was conducted by analyzing the results 
of observations and exploration of storage performance by 
comparing architectures and file systems by considering 
parameters such as I/O performance, seek time, memory, and 
network usage. The results of data analysis from this study are 
expected to be a reference in building a data storage center for 
big data needs. 

II. LITERATURE REVIEW 

Research on measuring the performance of data storage 
was conducted [10]. This study measures the performance of 
high-performance data storage systems on baremetal clouds 
such as AWS, Azure, CGE, and OCI that run Hadoop. The 
test parameters in this research are I/O, CPU, memory and 
throughtput. Researchers run the method for benchmarking 
I/O with TestDFSIO, Flexible I/O tester (fio). To test the use 
of CPU resources using the K-means, Terrasort, Pagerank, and 
Wordcount algorithms which are run on the server to be 
tested. Another test was the use of network resources running 
K-means and Terrasort using 10TB of data. The results 
indicate that Hadoop systems running on high-performance 
data storage are a good choice for building high-performance 
virtual clusters to process shared workloads. In the results of 
this study, high-performance storage performance makes a 
significant impact on HDFS-based workloads with a large 
number of virtual cores. Non-RAID storage performs six 
times better with increased volume and CPU per server 
compared to clusters containing a large number of low-end 
servers. With a model like the one developed by researchers, 
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we can get better scalability and efficiency on high-capacity 
servers and bare metal servers suitable for seeking increased 
performance and cost savings [10]. 

The research performed a statistical analysis of the 
variability of write and read operations on parallel file systems 
[11]. This study uses six factors to be tested, namely 
Application Programming Interface (API), I/O strategy, 
request size, access pattern, stripe size, and stripe count. The 
researcher used the ANOVA F-test method to generate a 
comprehensive model from the observations that had been 
made. The results of this study indicate that these various 
factors within the range of values evaluated affect 
performance in a way that is indistinguishable from the 
presence of errors in the experiments performed. It should be 
noted that the conclusions of this study are only statistically 
valid for the range of values considered. For other values and 
a different set of other significant factors can emerge. 

One of the earliest and most successful distributed systems 
was developed by Sun Microsystems and is known as the Sun 
Network Filesystem (or NFS) [12]. To define NFS, Sun 
developed an open protocol that simply defines the message 
format used to communicate by the client and server so that 
other groups outside Sun Microsystems can develop their own 
NFS. 

Gluster is an open source, software-only file-based NAS 
scale-out platform. This enables enterprises to combine a large 
number of commodity data storage devices and compute 
resources into a single storage pool resulting in high 
performance and centrally managed storage. Both capacity 
and performance can scale independently on demand, from a 
few terabytes to several petabytes, using on-premises 
hardware and public cloud storage infrastructure. Combining 
affordable hardware with a scaling approach, users get 
radically better price and performance, in an easy-to-manage 
solution that can be configured for the most demanding 
workloads. 

GlusterFS is designed for several purposes such as 
elasticity, linear scaling, and scale-out. The elasticity in 
GlusterFS is the idea that an enterprise should be able to 
flexibly adapt to data growth (or reduction) and add or remove 
resources to the storage pool as needed, without disrupting 
existing systems. 

Linear Scaling is that twice the amount of system storage 
will provide twice the performance. What is observed in this 
case is twice with the same average response time for each 
event in the external file system I/O system i.e., how long the 
NFS client waits for the file server to return the information 
associated with each NFS client request. Traditional 
filesystem models and architectures cannot be scalable in this 
way and therefore can never achieve performance at true 
linear scale. 

Gluster is designed to provide a scale-out architecture for 
performance and data storage capacity requirements. This 
implies that the system must be able to increase (or decrease) 
along some dimensions. By combining the data storage, CPU, 
and I/O resources of a large number of systems with 
affordable hardware. If you want to add more capacity to your 

scale-out system, you can add more disks at a lower cost. In 
practice, both performance and data storage capacity can be 
linearly increased in Gluster. 

As a distributed file system, Moose File System 
(MooseFS) has been widely used in industry. As the 
architecture built by MooseFS becomes more efficient to 
increase the level of data handling, companies such as Douban 
(a Chinese social networking service website) and Lenovo 
have benefited greatly from using MooseFS. MooseFS has 
just been released as an open-source project in the GitHub 
repository since 2016, and some research has been done on 
MooseFS [7]. 

MooseFS consists of four main parts: client, chunk server, 
master server and metalogger. The master server maintains all 
the metadata of the system files. The server chunk is the 
storage unit in MooseFS. The basic unit in data storage is 
called a chunk, and all chunks are managed by the chunk 
server. When a client wants to get services from MooseFS, the 
server and client first interact with the master server for 
metadata information retrieval operations, and then 
communicate with the chunk server to read or write data. 
Metaloggers are backups of the master server. Its main 
function is to periodically download metadata from the master 
server to be promoted as new in case of failure. In the general 
case, a single metalogger is sufficient to handle failures. 

Metalogger stores metadata (such as permissions and last 
access of data) and file and directory hierarchies in master 
main memory and then performs a permanent copy of the 
metalogger. With this, MooseFS gives users the global 
namespace of the system. The MooseFS client accesses the 
file system by mounting the namespace in the local file 
system. The client can perform the operation by 
communicating to the master server which directs the client to 
the chunk server. 

In MooseFS, each file has a purpose, namely a certain 
number of copies that must be preserved. When the client 
writes data, the master server sends it a list of server chunks 
where the data will be stored. Then, the client sends data to the 
first chunk server which instructs the other chunk servers to 
replicate the files synchronously. MooseFS uses msfmount to 
communicate between users and msfmount itself is based on 
Filesystem Userspace (FUSE) which means MooseFS can 
work with operating systems that use this mechanism such as 
Linux, FreeBSD, OSX and others. 

III. METHODOLOGY 

This section introduces the methods of studying network 
storage services. The method is developed around a test 
platform that allows us to run specific benchmarks. First, we 
aim to test client capabilities and network attaches storage 
design decisions. Then, use the test platform to measure the 
impact of these two aspects on performance under different 
workloads. 

A. Overview 

The environment that will be created for this research can 
be used as a prototype for centralized data storage and 
computing services. Users will be connected to the 
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environment via a wireless network. Docker has a non-
permanent nature of data storage, so Docker needs to be 
integrated with external data storage methods so that data is 
permanently stored and accessed in a cluster. In this study, the 
availability of datasets prepared for computational purposes 
will be stored in an external file system (in this study is DFS) 
which is connected to the research environment created. 

The data service in the environment to be built is expected 
to be able to produce dynamic data storage and processing. 
Storage and dynamic data processing in this research are that 
when a user accesses the service, the system will run Docker 
and create a directory automatically which will be tied to 
Docker that is running and used by the user. It is expected that 
by using data storage like this, the data in Docker will always 
be in its position when one user accesses the same data. 

B. Goal 

The aim of this research is to evaluate and analyse which 
file system is best among NFS, GlusterFS and MooseFS for 
big data storage and processing based on I/O performance, 
network transfer rate and CPU usage inside network storage 
cluster for data science environment. 

In this study, we are using the black-box testing approach. 
We instrument a testbed in which one more test computers run 
the desired application-under-test. The Testing running several 
workloads inside Docker for reading and writing specific files 
to defined directory attached into network storage. In the 
meantime, testing tool writing an output file for collected data 
during testing execution. 

We require tests to be repeatable and automated run testing 
scenario sequentially to get an average number of data at one 
time. Since we target three various network storage with write 
and read scenario using four different storage block, we need 
all scenario able to be performed without supervision and 
logged automatically. 

C.  Testbed 

This study utilizes three storage clients connected for each 
network storage and mounted like local directory and using 
Docker to creating workloads. We are using three storage 
clients to simulate concurrent workloads running at the same 
time. Our test application receives benchmark test parameters, 

which describe the sequence of operations to be performed. 
Then, the test application is operated remotely through Docker 
to generate workloads. Network storage clusters synchronize 
in the background and each client detect updated file listing 
generated from Docker workload. Once benchmark tools 
running from Docker, every parameter is going generated and 
written in the output file and processed to measure 
performance metrics. The testing runs workloads thirty times 
for each scenario with different block size. 

We plan the testbed using Linux virtual server explain in 
Fig. 1. The server controls the experiments by running 
network storage clusters and clients installed with Docker 
container and host benchmark tools. Both clients and network 
storage clusters are attached to the virtual network interface. 
With this setup allow the server easily to manage and observe 
from the virtual server host. Linux virtual servers connected 
with 10Gbps network link. 

D. Benchmark Performance 

After knowing the design choices of network storage 
types, we use our testbed to check their influence on 
performance. We plan a methodology to calculate metrics 
related to read and write workloads. A workload is generated 
by the testing application based on a benchmark definition. A 
variable of reading and write workload with different storage 
block size. Besides, workload type can be specified to random 
or sequential to test how service reacts to different I/O. 

Performance is calculated. We calculate (i) transfer rate 
between clients and storage server (ii) IOPS during random 
and sequential workload (iii) CPU usage in operating system 
user-space. 

E. Network Attached Storage (NAS) under Test 

This study comparing three network storage and limiting 
the analysis to the native client using Docker workload. 
Table I list considered technology specification of three 
network storages. Each network storage using different 
technologies, architecture and method to work with data and 
metadata. In such allow us to compare the impact of the 
technology design and architecture to handling different data 
workloads. 

 

Fig. 1. Testbed Environment for Network Storage Workload Testing. 
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TABLE I. THE TECHNOLOGY SPECIFICATION 

 NFS GlusterFS MooseFS 

API Access Remote Procedure Call (RPC), NFS Client libglusterfs, Fuse, NFS, SMB, Swift, libgfapi POSIX, FUSE MooseFS clients. 

High Availability Need additional softwear and hardware Mirroring Master – Slave 

Architecture Client – Server Client – Server without metadata Using master server to manage server 

Metadata Data and metadata are saving inside NFS 
Using Elastic Hashing Algorithm instead of 

saving metadata 

Savinng metadata inside master 

server 

Cache Client side Not usning cache Using RAM inside storage server 

Fault Tolerant Need additional softwear and hardware Eliminates server that is in status not available 
Do quarantine against the server 
machine who can’t perform I/O 

operations 

Replication and 
Synchronization 

Need additional software and hardware Not replicating directly Keep some copy of data. 

IV. RESULT AND DISCUSSION 

We evaluate the testing parameter with different storage 
block and network storages. Workload running from Docker 
to read or writing test file with random or sequential to write 
10GB files for each task. Our experiment checks how the 
network storage will handle batches workload for reading and 
write using four different storage block: (i) 8k, (ii) 16k, (iii) 
32k, dan (iv) 64k. 

A. Transfer Rate 

In data storage transfer rate can represent how many data 
can be transferred during the reading or writing process in one 
time. In general, with a higher transfer rate meaning the 
storage system able to process big data faster. In our 
methodology, we are trying to process 10 GB data with 
random and sequential data to be processed and transferred 
from the client into the storage cluster network. In Fig. 2, we 
can see the average result from transfer rate benchmark. In 

random read and sequence read, GlusterFS having better 
transfer rate compared to NFS and MooseFS. GlusterFS 
transfer rate for random read workload increase with bigger 
storage block size. However, GlusterFS transfer rate 
performance for sequential read workload not affected by the 
storage block size. MooseFS with sequential read workload 
affected with the changes in block size with 32k and the 
performance in 64k quite same with 32k block size. 

The result for random write, MooseFS having significant 
performance result with 64k storage block size with reaching 
300MiB/s transfer. GlusterFS and NFS transfer rate for 
random write performance is not affected by the block size. In 
Sequence read workload the NFS having better performance 
than GlusterFS and MooseFS. The NFS performance reaching 
a peak with 32k storage block size and able to be reaching 
1200MiB/s. However, the performance is dropping with a 64k 
block size. We believe in NFS performance dropping because 
of the bottleneck in the networks. 

 
(a) Average Transfer Rate for Random Read and Write. 

 
(b) Average Transfer Rate for Sequence Read and Write. 

Fig. 2. Average Transfer Rate from Read and Write for Sequence and Random Workloads. 
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B. IOPS 

IOPS refers to the maximum number of reads and writes to 
non-contiguous storage locations. These operations are 
typically dominated by seeking time, or the time it takes a disk 
drive to position its read/write heads to the correct location. 
We are trying to measure IOPS to identify IOPS between three 
network storages as shown in Fig. 3. 

The result for this test showing IOPS affected with storage 
block. In random read and sequence read workload GlusterFS 
having the best performance with 8k storage block size. 
However, the IOPS performance dropping in 16k, 32k and 
64k. MooseFS with random write having a better performance 
with 16k but it gradually decreases in 32k and 64k block size. 

In random read, sequence read, and random write with 
MooseFS able to reach better performance. However, IOPS 
performance degraded with 32k and 64k block size. NFS 
having same degrade performance with 16k and 32k. 
However, in 64k block size NFS having better result than 
GlusterFS and MooseFS. 

C. CPU Usage 

The equations are an exception to the prescribed CPU 
usage in user space is part of this. A user-space program is any 
process that doesn't belong to the kernel. Shells, compilers, 
databases, web servers, and the programs associated with the 
desktop are all user space processes. If the processor isn't idle, 
it is quite normal that the majority of the CPU time should be 
spent running user space processes. This scenario able to crash 
the system or the environment and we need to restart the 
system. 

Higher CPU usage causing process stuck in the system and 
causing a bottleneck in the data processing. n this study we 

measure how efficient the network-attached storage using the 
processing resources. 

Result in Fig. 4 showing the average result of CPU usage 
in userspace. We found CPU usage in the three network 
storage affected with different storage block size. NFS 
showing low CPU usage in random read, random write, and 
sequence read workloads. However, NFS in sequence writes 
using high CPU resources. 

GlusterFS having high usage CPU resources when running 
sequence read workloads with around 25% - 30% CPU 
usages. GlusterFS with random read, random write and 
sequence write are affected with storage block size as we can 
see in Fig. 4 GlusterFS CPU usage lower with bigger storage 
block size. GlusterFS and NFS having a similar pattern with 
CPU usage is decreasing with bigger storage block size. In the 
meantime, MooseFS having increase CPU usage in 32k block 
size workload and CPU usage dropped with bigger storage 
block size. 

D. NFS Performance 

The results of the random read scenario transfer rate 
performance test on NFS show that 64k blocks have the 
highest yield, 32k in second place, then 16k and 8k in third 
and fourth place, as shown in Fig. 5. The results of the random 
write scenario transfer rate performance test on NFS show that 
16k blocks have the highest yields, 32k in second place, then 
64k and 8k in third and fourth place. The results of the transfer 
rate performance test for the sequence read scenario on NFS 
show that 64k blocks have the highest yield, 16k in second 
place, then 32k and 8k in third and fourth place. The results of 
the transfer rate performance test for the sequence write 
scenario on NFS show that 32k blocks have the highest yield, 
64k in second place, then 16k and 8k in third and fourth place. 

 
(a) Average IOPS for Random Read and Write. 

 
(b) Average IOPS for Sequence Read and Write. 

Fig. 3. Average IOPS from Read and Write for Sequence and Random Workloads. 
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(a) Average CPU (usr%) for random read and write 

 
(b) Average CPU (usr%) for sequence read and write 

Fig. 4. Average CPU usage in Network Storage Performance with different Block Size. 

 

Fig. 5. Transfer Rate Performance from NFS Benchmark. 

The results of the random read scenario IOPS performance 
test on NFS show that 8k blocks have the highest results, 64k 
in second place, then 32k and 16k in third and fourth place. 
The results of the IOPS performance test in the random write 
scenario on NFS show that 8k blocks have the highest yield, 
16k in second place, then 32k and 64k in third and fourth 
place, as shown in Fig. 6. 

The IOPS performance test results in the sequence read 
scenario on NFS show that 8k blocks have the highest yields, 
16k in second place, then 32k and 64k in third and fourth 
place. The IOPS performance test results in the sequence write 
scenario on NFS show that 64k blocks have the highest yield, 
8k is in second place, then 16k and 32k are in third and fourth 
place. 

 

Fig. 6. IOPS Performance in NFS Workload. 

The results of the CPU performance test (usr%) for the 
random read scenario on NFS show that the 16k block has the 
lowest results, 64k is in second place, then 32k and 8k are in 
the third and fourth place. The results of the cpu performance 
test (usr%) for the random write scenario on NFS show that 
the 64k block has the lowest yield, 32k is in second place, then 
16k and 8k are in the third and fourth place. The results of the 
CPU performance test (usr%) in the sequence read scenario on 
NFS show that 64k blocks have the lowest results, 32k are in 
second place, then 16k and 8k are in the third and fourth 
places. The results of the CPU performance test (usr%) in the 
sequence write scenario on NFS show that 64k blocks have 
the lowest results, 16k are in second place, then 32k and 8k 
are in the third and fourth places, as shown in Fig. 7. 
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Fig. 7. CPU (usr%) Performance in NFS Benchmark. 

E. MooseFS 

Benchmark of the random read scenario transfer rate 
performance test on MooseFS show that the 64k block has the 
highest yield, 32k is in second place, then 16k and 8k are in 
the third and fourth place. The results of the random write 
scenario transfer rate performance test on MooseFS show that 
64k blocks have the highest yield, 32k in second place, then 
16k and 8k in third and fourth place, as shown in Fig. 8. 

The results of the transfer rate performance test for the 
sequence read scenario on MooseFS show that 32k blocks 
have the highest yield, 64k in second place, then 16k and 8k in 
third and fourth place. The results of the transfer rate 
performance test for the sequence write scenario on MooseFS 
show that 64k blocks have the highest yield, 32k in second 
place, then 16k and 8k in third and fourth place. 

The results of the random read scenario IOPS performance 
test on MooseFS show that the 16k block has the highest 
yield, 64k in second place, then 32k and 8k in third and fourth 
place. The results of the IOPS performance test in the random 
write scenario on MooseFS show that 16k blocks have the 
highest yield, 32k in second place, then 64k and 8k in third 
and fourth place. The IOPS performance test results in the 
sequence read scenario on MooseFS show that 8k blocks have 
the highest yields, 16k in second place, then 32k and 64k in 
third and fourth place. The IOPS performance test results in 
the sequence write scenario on MooseFS show that 8k blocks 
have the highest results, 16k are in second place, then 32k and 
64k are in third and fourth places, as shown in Fig. 9. 

 

Fig. 8. Average Performance Transfer Rate in MooseFS with different 

Blocksize and Workload. 

 

Fig. 9. Average IOPS in MooseFS with different Block Size and Workload. 

The results of the CPU performance test (usr%) for the 
random read scenario on MooseFS show that 64k blocks have 
the lowest results, 8k is in second place, then 32k and 16k are 
in third and fourth place. The results of the cpu performance 
test (usr%) of the random write scenario on MooseFS show 
that the 8k block has the lowest result, 64k is in second place, 
then 32k and 16k are in the third and fourth place. The results 
of the CPU performance test (usr%) in the sequence read 
scenario on MooseFS show that the 64k block has the lowest 
results, 32k is in second place, then 16k and 8k are in the third 
and fourth place. The results of the CPU performance test 
(usr%) in the sequence write scenario on MooseFS show that 
64k blocks have the lowest results, 32k are in second place, 
then 16k and 8k are in the third and fourth places, as shown in 
Fig. 10. 

F. Random Read Workload in NFS, GlusterFS and MooseFS 

In the random read test, GlusterFS has good performance 
at data transfer speed and bandwidth, resulting in higher iops 
than NFS and MooseFS. The high performance of iops causes 
the runtime value to be smaller, which means that in jobs that 
require random data reading, GlusterFS can complete it 
quickly. GlusterFS's speed in handling reading work can be 
influenced by the GlusterFS architecture that propagates 
metadata and breaks data files into smaller data on all 
machines in one cluster of distributed storage systems [6]. The 
performance results from NFS and MooseFS in the random 
data reading test produce almost the same values in blocks of 
16k, 32k, and 64k except for CPU usage. 

 

Fig. 10. Average CPU (usr%) in MooseFS with different Block Size and 

Workload. 
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The use of CPU resources in the random read test shows 
that NFS uses the least amount of CPU resources on both the 
user CPU and the CPU system. GlusterFS experienced a 
decrease in user and system CPU resource usage according to 
the larger block being tested. MooseFS in this study 
experienced an increase in CPU user usage in 16k blocks and 
after that experienced a decrease in CPU user usage on 32k 
and 64k blocks. The use of the CPU system on NFS, 
GlusterFS and MooseFS tends to increase in proportion to the 
larger the data storage block. 

G. Random Write Workload in NFS, GlusterFS and MooseFS 

In the random write test on MooseFS, the transfer rate and 
bandwidth performance always increase for each block tested, 
resulting in a small runtime. The lowest performance on the 
random write test is GlusterFS. On the performance of NFS 
IOPS, the performance decreases on each block. 

MooseFS on random write testing with high bandwidth 
and transfer rate performance results in high CPU system and 
user usage. In the random write test on MooseFS, it is carried 
out in parallel which is synchronized by the master server and 
therefore must be sequential so that writing data requires a lot 
of processing. So the CPU load depends on the number of 
operations and RAM on the total number of files and folders, 
not the total size of the files themselves. RAM usage is 
proportional to the number of entries in the file system 
because the master server process stores all metadata in 
memory [7]. 

H. Sequence Read in NFS, GlusterFS and MooseFS 

Testing on a distributed file system on sequence read 
performance resulted in different performance from the 
random read. The results of this test show that GlusterFS has 
the best performance for sequential file reading. The value of 
GlusterFS bandwidth and transfer rate in the sequence read 
test results in high-performance values. GlusterFS has 
decreased performance on IOPS with each increase in the 
block size of data storage so that GlusterFS tends to 
experience a decrease in the system and user CPU resource 
usage. 

In MooseFS, the transfer rate and bandwidth performance 
increase with each increase in the block being tested so that it 
affects the CPU resource usage which also increases for each 
block tested. In the NFS test results, the performance is below 
GlusterFS and MooseFS. The bandwidth performance and 
transfer rate appear to decrease in each block. The decline in 
performance on NFS is caused by a bottleneck that occurs in 
each block. When multiple NFS clients read data from an NFS 
server, there may be a winner-lose pattern in which the 
network bandwidth is unfairly distributed among clients. This 
winner-lose pattern is included in an unexpected scenario 
because in this experiment using the same tools and operations 
in running the test. 

I. Sequence Write in NFS, GlusterFS and MooseFS 

In the sequence write test, NFS has better performance 
when compared to MooseFS and GlusterFS which produce 
almost the same test value. Based on the results of the NFS 
test data, performance has decreased when writing data to data 
storage with 64k blocks. Average CPU usage across all 

distributed file systems tends to decrease as the data storage 
block under test gets larger. The use of the CPU system on 
NFS has increased along with the increase in bandwidth and 
data transfer performance. 

In MooseFS and GlusterFS, the performance of almost all 
parameters is below that of NFS. In this experiment, the 
performance of GlusterFS and MooseFS is below NFS 
possible because of the metadata function that needs to be 
processed and distributed in GlusterFS and MooseFS to all 
servers so that there is a possibility of increasing execution on 
the server to write data. 

V. CONCLUSION 

In this paper, a studied network attaches storage for web-
scale infrastructure proposed for data science environment. 
Distributed data storage systems can assist in centralized data 
storage for data science needs with a computing environment 
with webscale technology. The distributed data storage 
method has proposed by analyzing several distributed data 
storage models, namely, NFS, GlusterFS, and MooseFS. The 
parameter used in this study is the transfer rate, IOPS, and 
CPU resource usage. 

By testing the work of reading and writing data 
sequentially and randomly, it found that GlusterFS's 
performance was faster in reading data both sequentially and 
randomly with the best performance using 64k block data 
storage. MooseFS achieves the best performance on random 
data read jobs using 64k blocks of power storage. NFS gets 
the best results in random writing using 32k blocks of data 
storage. 

Performance of the distributed data storage system can be 
affected by each size of the data storage block. With larger 
data storage block used, faster the performance can be in 
terms of data transfer and execution of operations on the data. 
However, this also implies greater use of resources. 

Based on the test results, it can be concluded that each 
distributed data storage system has its advantages in every job. 
GlusterFS can achieve good performance on data reading jobs, 
NFS can obtain the best performance on data writing jobs in 
order, and MooseFS achieves the best performance at reading 
data sequentially. 
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Abstract—The rapid development of distributed system 

technologies enforces numerous challenges. For example, one of 

the most critical challenges facing cloud computing is ensuring 

the security of confidential data during both transfer and 

storage. Indeed, many techniques are used to enhance data 

security on cloud computing storage environment. Nevertheless, 

the most significant method for data protection is encryption. 

Thus, it has become an interesting topic of research and different 

encryption algorithms have been put forward in the last few 

years in order to provide data security, integrity, and authorized 

access. However, they still have some limitations. In this paper, 

we will study the security concept in Cloud Computing 

applications. Then, an ECC (Elliptical Curve Cryptography) 

based algorithm is designed and tested to ensure cloud security. 

The experimental results demonstrate the efficiency of the 

proposed algorithm which presents a strong security level and 

reduced execution time compared to widely used existing 

techniques. 

Keywords—Cloud; IaaS simulation upon SimGrid (SCHIaas); 

elliptic curve encryption; one-time pad symmetrical encryption 

method (OTP); confidentiality; integrity 

I. INTRODUCTION 

Nowadays, cloud computing is satisfying the huge need 
for operating the large amounts of data that is stored and 
exchanged daily in cloud servers. Cloud storage covers the 
requirement of the growing demand for storage and decreases 
the charge of maintaining huge volumes of data. Despite the 
various benefits of the cloud, security remains the main 
problem. Indeed, the cloud storage server can be untrusted 
while the transmitted data includes sensitive information. 
Therefore, any transmitted information can be captured or 
modified by a malicious user. In this context, the Cloud poses 
security problems [1], mainly for confidentiality and data 
integrity since the data are managed outside the governance 
framework of the cloud users and the service provider can 
access the data at any time [2]. In order to ensure the data 
confidentiality, it is crucial to use an efficient encryption 
scheme to achieve secure control in the cloud storage server. 
Various cloud data security schemes have been developed and 
proposed to address data privacy and integrity issues [3-5], 
including RSA-based cryptosystems, elliptic curves [6], and 
hash functions [7]. In fact, all encryption systems are based on 
complex mathematical functions. The symmetric cryptosystem 
is based on the Secret Key using simple mathematical 
functions such as substitution and permutations. However, 
asymmetric cryptosystem requires likewise factoring big 

prime numbers (RSA) or it used the discrete log problems 
(DLP). Moreover, the public key cryptosystem is also famous 
as a holomorphic encryption scheme. Key size raises a plenty 
in public key cipher. Because of this huge key size, 
asymmetric cryptosystem needs much computational power. 
Recently, hybrid cryptosystems based on asymmetric cipher 
for key exchange and symmetric cipher for data 
confidentiality. Therefore, Elliptic curve encryption has settled 
the issue of big key size. ECC employs small key size to 
decrease the computational power and this can be performed 
in a cloud environment or IoT devices [6]. Moreover, the 
cloud provider service should ensure the secret data 
authentication and guarantee the robustness of the proposed 
cryptosystem against any process to reveal or change the data. 
Otherwise, there are an important requirement of a digital 
signature to ensure the data integrity. 

The main contribution in this work is to propose a new 
security design for cloud computing architecture that reviews 
the different security deficiencies. Compared with related 
works, the proposed design offers a new hybrid technique 
which is faster and more secure. The present approach 
combines both the elliptic curve cryptographic (confidentiality 
issue) and the hash function SHA3(integrity issue). 

This paper is organized as follows. The first section will 
introduce the cloud security issues. In the second section, we 
will study the cloud computing security overview. Section 3 
will describe the proposed hybrid cryptosystem. Finally, we 
will discuss the experimental results and the security analysis 
results by comparing them to related works. 

II. CLOUD SECURITY ISSUES 

Commonly speaking, there are various kinds of security 
attacks in a cloud. This section presents an overview of the 
most important ones. Therefore, there are novel security 
requirements in the cloud compared to traditional 
environments. In fact, NIST is accountable for preserving 
security over the cloud computing environment and 
developing standards and rules which provides a precious 
involvement that gives a better knowledge of cloud 
applications and computing techniques [4]. The famous three 
cloud user service models in cloud architecture are: 
Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS), and Software as a Service (SaaS). These service 
models required various levels of security over the cloud 
environment. The cloud service provider is compiled to gives 
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services, resource distribution management, and security. The 
cloud computing architecture, shown in Fig. 1, details the five 
essential modules which are composed of services that are 
employed in the cloud. Cloud security is a large and 
complicated task when the data is transferred to the cloud 
among the client-server frameworks. Indeed, the principle of 
trust in the cloud architecture can be overfed as the clients 
ensure the capacities of the infrastructure that it offers the 
essential services reliably and faithfully. 

There are various issues in cloud computing security as 
listed below [9-13]. The main contribution deals with data 
integrity and data confidentiality issues. 

 Confidentiality: Confidentiality in cloud data storage 
relates to ensuring the user’s data is secret and only the 
approved users can manipulate the data [1]. Indeed, the 
data is ciphered before it is deployed. The service 
provider obtains ciphered data. Then, it is deemed 
insignificant. But the user is responsible for processing 
the access control rule, ciphering the data, deciphering 
it, and exploiting the encryption keys. The traders of 
cloud computing are widely used the two basic 
techniques such as physical isolation and cryptography 
to reach the confidentiality [2]. 

 Integrity: data integrity is the preservation of the data 
to check that is not modified or missed by using the 
services of the third party. Hence, the Cloud service 
provider must put forward protection against insider 
attacks on data. Therefore, any modification to the 
stored data must be identified using techniques having 
higher visibility to define what or who can edit the data 
that possibly impact their integrity. Further, 
computation integrity should be verified at the data 
stage and computation stage. Also, the data integrity 
service could assist in picking up lost data or detecting 
if there is data exploitation. 

 Trust: The cloud service provider is required to put 
forward an adequate security policy to reduce the threat 
of information loss or data management [3]. 

 Privacy: is specified as the forwardness of a user to 
have power over the disclosure of secret information. 
An illegal admittance to client’s confidential data will 
make security issues [5] [13]. 

 Reliability and Availability: Trustworthiness of cloud 
service provider declines when a client’s data get 
dripped [8]. 

 Authentication and Authorization [14]: To inhibit 
unauthorized access, software is needed beyond the 
organization’s firewall. 

In the next section, we will present an overview of existing 
encryption schemes over cloud computing. 

 

Fig. 1. Cloud Computing Infrastructure. 

III. RELATED WORK 

Various related works about improvement the 
infrastructure security issues through data sharing in cloud 
computing have been proposed. Precisely, we select the 
methods that have been proposed to secure data transaction, 
access management and user authentication in the cloud. 
Indeed, authors in [15] presented virtual private storage 
services that gratify the standard requirements (authentication, 
integrity confidentiality, etc.). Most of these requirements are 
done by ciphering the files stocked in the cloud. But similar 
ciphering drives to complicate the search operation through 
documents and to hardness the collaboration operation in real-
time modification. Furthermore, Farash MS and Attari,MA 
proposed in [16] an enhanced authentication design based on 
elliptic curve cryptographic functions (ECC) to offer a 
password authenticated key for swapping authentication 
method. The major drawback of this design is that it does not 
ensure the anonymity of clients and it does not resist against 
the man-in-the middle attack. 

Moreover, in [17] Xie Q et al. proposed an authenticated 
key exchange method using a two-factor anonymous dynamic 
identification. This suggested protocol is suitable to smart card 
repudiation and password update unless centralized memory 
space. This solution does not ensure security against man-in-
the-middle attack. 

Furthermore, in [18] Chang CC et al. put forward a 
security method that would satisfy basic security requirements 
and offer mutual authentication among the cloud and its 
hardware equipment. This proposed method was mainly based 
on ECC functions to offer secure communication among the 
cloud and its linked machines. The main limitation of this 
method is that is vulnerable to the known-key-security attack, 
and it does not provide a good forward secrecy feature. 

In addition, the authentication scheme proposed in [19] 
would satisfy the security demands and resist different attacks. 
The suggested method connects the cloud with its devices 
using ECC cryptographic functions. The principal drawback 
of this proposed scheme is that it does not ensure client 
untraceability and it is not secure against the known-key 
attack. 
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Also, the approach presented in [20] is based on an 
unidentified and efficient two-factor authentication protocol 
that correctly authenticates employers to the mobile cloud 
service. The proposed approach uses the ECC cryptographic 
method to offer mutual authentication among mobile phones 
devices and cloud services. However, it does not ensure user 
untraceability. 

Our work is notably different from the existing schemes. 
We focus on both data storage confidentiality and integrity in 
Cloud Computing services. Indeed, the contribution is based 
on proposing a hybrid design using both the ECC functions 
and SHA-3 algorithm to ensure data security and integrity. 
The proposed design is presented in the next section. 

IV. PROPOSED CRYPTO-SYSTEM 

In this section, we will describe the proposed encryption 
scheme. Indeed, in order to resolve the data security problems 
in the Cloud’s data centers, we will study the two fundamental 
services which are confidentiality and integrity. We propose 
three different scenarios: the first one uses the simple mapping 
method (M1) while the second implements the double 
mapping architecture (M2). The main contribution consists in 
the hybrid approach that combines the simple mapping 
method to the OTP process. The final comparison will allow 
us to validate the appropriate scenario. 

Thus, the third scenario of the proposed crypto-system is 
based on the combination of elliptic curve cryptography and 
the one-time pad symmetrical encryption method (OTP) as 
well as the hash function SHA3. For the data privacy, we will 
use a list of elliptic curve points which represent the OTP 
encryption keys. Therefore, each block of the confidential data 
will be ciphered using a different key. Moreover, to guarantee 
the integrity of the treated data we will apply the SHA3 hash 
function on the encrypted data in order to have a signature 
which can be verified during the data deciphering. The 
following Fig. 2 illustrates the proposed crypto-system. 

In the following subsections, we will describe the 
elementary functions that constitute the designed system. 

A. Elliptic Curve Cryptography 

Cloud computing confidentiality can be ensured using 
encryption schemes based on Elliptical curve cryptography 
(ECC). This public key encryption technique is based on 
elliptic curve theory. It is used in order to design faster, 
smaller, and more efficient cryptographic keys. Indeed, the 
best assured group of new public key methods is built on the 
arithmetic of elliptic curves. It has been contended that elliptic 
curves are a foundation for future internet security, given the 
relative security level and the performance of these 
algorithms. Moreover, according to some researchers, ECC 
based schemes are more computationally efficient than the 
first-generation public key systems, RSA and Diffie-Hellman. 
It can provide an efficient security level with a 164-bit key 
while other systems require above 1024-bit key [3]. Therefore, 
ECC helps to establish equivalent security with lower 
computing power and battery resource usage. Thus, it is 
becoming widely used in various domains such as mobile 
applications. 

 

Fig. 2. Proposed Crypto-System Architecture. 

B. OTP Encryption Technique 

OTP is a symmetric cryptography technique, which uses 
randomly generated keys (see Fig. 3). It was created by 
G.Vemam in 1917. The encryption and decryption process 
uses XOR operators on the keys and secret messages. This 
technique is very powerful and resists brute force attacks 
under duress of using a random key just once. 

 

Fig. 3. OTP Encryption. 

C. SHA3 Function 

Hash functions produce a reduced and unique digest (of 
fixed size) as representation of data of any size. They calculate 
a message identification code which is called a hash value. 

H: {   }  {   }  

M H(M) 

The most common hash functions are MD52, SHA1, 
SHA2, SHA3. These algorithms are usually very fast since the 
generated hash value can be very small while ensuring that the 
transmitted message has not been altered or modified by a 
third party by sending the message along with its signature. 
The SHA-1 and SHA-2 hashing algorithms are very essential 
and widely used to secure communications such as wireless 
communications. But, they present many weaknesses and 
limitations which necessitated finding another replacement. 
NIST held a three-round competition to find a new secure 
hashing algorithm. This new algorithm “SHA3“ exceeds the 
limits of the security presented in the previous hashing 
algorithms. Thus, SHA-3 is a cryptographic hash function that 
has four versions which allow to calculate signatures of 
different sizes: 224, 256, 384 and 512 bits. It is not intended to 
replace SHA-2 because until now no attack on SHA-2 has 
been demonstrated, but to provide another solution following 
the possibilities of attacks against MD5 standards, SHA-0 and 
SHA-1. Moreover, it is totally different since it is built on a 
completely different principle. 
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The Keccak algorithm is a cryptographic hash function 
designed by Guido Bertoni, Joan Daemen, Michaël Peeters, 
and Gilles Van Assche. It is the best algorithm among all 
applicants that was chosen for the SHA3 hash function. Thus, 
the SHA-3 (Keccak) scheme consists in two main stages 
which are the absorbing and the squeezing phases (see Fig. 4). 
During absorption, the original message M is subjected to the 
permutation f. In the squeezing phase, the output hash value is 
truncated from the first r-bit and further transformations are 
done if the required output bit is not obtained. Thus, it 
calculates the output of the resulting permutations of the value 
Z. The main objectives of using this construct are to have 
effective security against generic attacks and to make the use 
of the compression function simpler and more flexible. 

 

Fig. 4. Hashing Algorithm. 

D. Proposed Hybrid Crypto-System Design 

We propose, in the present paper, a hybrid crypto-system 
which is based on the combination of the elliptical curve 
cipher, the symmetric "OTP" encryption method and the 
SHA3 hash function. Fig. 5 illustrates the activity diagram that 
describes the data encryption process. 

 

Fig. 5. Activity Diagram. 

The proposed crypto-system based on the elliptic curve 
cryptography. In particular, we used Elgamal for data 
encryption and decryption. The public key PK is the result of 
multiplication of Prk with the generating point of the curve G. 

Each user must generate its own private and public key 
couple. The private key PrK is just an integer chosen such that 
PrK <= P. The public key PK is the result of multiplying PrK 
with the generating point of the curve G. Algorithm 1 details 
the generation function of these two keys. Considering that: 

EP(a,b) an elliptic curve in the form y
2 
=x

3
 + ax + b 

G(x,y) the generating point of the curve E 

Algorithm 1. Couple Key Generation (Private, Public) 

1: Output {PrK, PK} 

2: PrK: private key random value ( between 0 and P) 

 PK: public key a point of the curve E  

3: PK=PrK *G 

4: Return (PrK, PK) 

In order to use the points of the curve as the encryption 
key for the OTP method, the system starts by generating a 
vector that contains these points. Algorithm 2 details the curve 
points generator process. 

Algorithm 2. Curve Points Generator 

1: Output V: points vector of the curve E 

2: For i=0 to P do  
3: y2=i3 + a * i + b mod P 

4: if y2 is perfect square then  

5:  add y2 to V  
  end if 

 end for 

6: Return V 

Algorithms 3 and 4 illustrate the ELGamal encryption and 
decryption processes respectively. 

Algorithm 3. ElGamal-Encryption 

1: Input: Plain Data , PK  

 with Plain: point to encrypt 
2: Output: {c1,c2} 

 with c1, c2 two points of the curve  

3: k random value (between 0 and P) 
4: c1= k * G 

 with G : the generating point of the curve  

5: c2= Plain + k * PK 
6: Return {c1, c2} 

 

Algorithm 4. ElGamal-Decryption 

1: Input: Data {c1,c2} , PrK  
2: Output: Decrypted point 

3: Sub point= Prk * c1 

4: Decrypted = c2 - Sub 
5: Return Decrypted 

In Simple Mapping technique, for an elliptic curve E, the 
cipher generates a vector V containing the list of points of this 
curve. For a message m (m1,m2,.....,mn) and for each block mi, 
the crypto-system looks for the corresponding point P in the 
vector V where P=V[mi]+256*i. The encrypted message is the 
set of all the founded points where each is encrypted by 
ElGamal encryption. When encrypting a message M of n 
blocks (m1, m2, ..., mn), for each block mi is associated a point 
of the curve so Encrypted value of mi is only the result of 
encryption of the associated point. 

The Double Mapping method is a simple optimization of 
the previous method where instead of encrypting a block salt 
at a time; we perform the encryption of two blocks. Hence for 
a message m (m1, m2, ....., mn) and for each pair of points (mi, 
mi + 1), the crypto-system looks for the point that corresponds 
to the value C = mi + mi + 1 * 256 in vector V. The encrypted 
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message is only the set of found points where each one is 
encrypted by ElGamal encryption. 

V. EXPERIMENTAL RESULTS 

We implemented the proposed crypto-system using the 
Java language as well as the “Bouncy Castle” library which 
provides a set of classes and methods for different fields of 
cryptography such as elliptic curves and hash functions. 

In order to evaluate the proposed solution, we used the 
SCHIaaS simulation environment that provides the IaaS 
model simulation with the SimGrid library which implements 
hypervisor level functionalities (see Fig. 6) [21]. SCHIaaS 
implements cloud-level functionality such as running and 
stopping instances. It also supports the main management 
functions of virtual machines (VMs), namely, run, terminate, 
suspend, resume and describe instances. Moreover, it allows 
the description of available resources, the management of 
image and instance types and the management of cloud 
storage. The SimSchlouder was used for the assessment since 
it supports the main cloud agent management functions for 
scientific computing. The type of application can be the 
execution of tasks and workflows. There is no limit to the 
number of tasks that can be simulated. These tasks can be 
heterogeneous and may require heavy CPU or I / O usage. 

For both Calculation and Storage interface, SCHIaaS 
provides two implementations of both calculation and storage 
engines: these are RICE (Reduces Implementation of 
Compute Engine) and RISE (Reduces Implementation of 
Storage Engine). Fig. 7 describes how we can add simulation 
entity in SCHIaaS environment. 

In order to realize the simulation, the RISE storage engine 
has been modified while allowing data to be encrypted before 
storage and decrypted before loading. For storing or loading 
data the "Storage" interface uses the RISE storage engine. The 
latter uses the "Encryption Task" task to encrypt or decrypt the 
processed data. 

We took into consideration the execution time which 
represents a fundamental criterion for the Cloud applications. 
So to verify the reliability of the proposed crypto-system in 
terms of security, we carried out so many security tests on 
images such as the histogram analysis, the calculation of 
correlation and entropy, PSNR, NPCR and UACI. 

In order to verify the reliability of the proposed crypto-
system, we carried out several security analyzes. Thus, we 

calculated entropy, PSNR and correlation values between 
adjacent pixels on standard images. We have also taken into 
consideration the execution time which represents a 
fundamental criterion in the evaluation of such a technology. 
In this context, we compared the execution times obtained for 
different file sizes. 

A. Execution Time 

In this section, we will evaluate the speed of the selected 
encryption methods using images sized 1.2 Mo. All tests are 
performed on an HP PC with CPU: Intel (R) Core (TM) i7-
4500U @ 1.80GHz, 2401 MHz, 2 core (s), 4 logic processor 
(s), installed memory (RAM): 8 GB. We will compare two 
different mapping methods (M1, M2) with the hybrid 
approach that combines mapping and OTP method. Table I 
represents the encryption and decryption execution time. 

The execution time is computed in milliseconds. We note 
that the used elliptical curve “secp256k1” is tested using the 
following parameters (previously detailed in section IV.D) 
described in Table II. 

 

Fig. 6. SCHIaaS Simulation Environment. 

 

Fig. 7. SCHIaaS Simulation Entity Added. 

TABLE I. EXECUTION TIME RESULTS (MS) 

Encrypted image 

(512x512 

simple mapping E.T double mapping E.T simple mapping combined to OTP E.T SHA-3 

Encryption Decryption Encryption Decryption Encryption Decryption Encryption 

Lena 10256 10556 9614 9955 291 240 72 

Baboone 9652 10215 8649 8896 323 235 68 

Barbara 9577 11994 9073 10790 346 250 75 

Peppers 10125 10869 9399 10260 332 231 76 
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TABLE II. “SECP256K1” ELLIPTICAL CURVE PROPERTIES 

Elliptical Cuve 

parameters 
Values 

a 

00000000 00000000 00000000 00000000 00000000 

00000000 00000000 00000000 

b 
00000000 00000000 00000000 00000000 00000000 

00000000 00000000 00000007 

P 2256-232-29-28-27-26-24-1 

Gx 
0x79BE667E F9DCBBAC 55A06295 CE870B07 

029BFCDB 2DCE28D9 59F2815B16F81798 

Gy 
0x483ADA77 26A3C465 5DA4FBFC 0E1108A8 
FD17B448 A6855419 9C47D08FFB10D4B8 

N 
FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFE 

BAAEDCE6 AF48A03B BFD25E8CD0364141 

H 01 

It is clear that the execution times of the simple and the 
double mapping methods are very high, which means that they 
cannot be used for Cloud applications. However, hybrid 
method is faster. This approves its use for cloud computing 
security. In addition, we note that the execution time can vary, 
for the same processed data, from one encryption or 
decryption operation to another. This is due to the random 
variable generated during the ElGamal encryption operation. 

B. Discussion 

Here, in this section, we will compare the experimental 
results analysis with related works. Fig. 8 and Fig. 9 illustrate 
the encryption time analysis for the proposed hybrid 
cryptosystem. Here, the evaluation experiments are based on 
400 kb size of data. Authors in [23] proposed a new data 
security algorithm based on RSA and HMAC. The data is 
encrypted using RSA and the HMAC code was generated for 
integrity check when the data is transferred to the cloud 
server. Moreover, Amalarethinam, I. George, and H. M. Leena 
presented in [24] an enhanced RSA algorithm. In addition of 
the two large prime numbers P and Q two other prime 
numbers are selected. So, the private key and the public key 
are composed of a distinct couple of numbers. Therefore, in 
[25] proposed a secured storage algorithm for cloud and IoT 
based on elliptic curve-based key generation algorithm. 

From Fig. 7 and Fig. 8, it can be observed that the 
proposed cryptosystem takes less encryption and decryption 
time than the existing schemes in [23], [24] and [25]. 

 

Fig. 8. Encryption Time Comparative Analysis. 

 

Fig. 9. Decryption Time Comparative Analysis. 

C. Security Analysis 

According to Claude Shannon, if the cryptographer has 
information on the statistics of the plain message (frequency 
of letters or sequence of letters), he can break the encryption 
method. Thus, to analyze the security level of the ECC 
algorithm against this category of attacks, we will apply 
different tests on encrypted standard images [22]. Considering 
the similarity between the methods M1 “simple mapping” and 
M2 “double mapping”, we limit ourselves to analyzing the 
results resulting from the methods M2 and M3. 

1) Histogram analysis: A histogram shows how the pixels 

in an image are distributed; it represents the distribution of the 

intensities of the image by associating each intensity value 

with the number of pixels taking this value. The analysis of 

the histograms of the original and encrypted images is shown 

in the Fig. 10. 

 

Fig. 10. Histograms of Plain Images and Ciphered Images (Image à 

Traduire). 

As illustrated in Fig. 10, the pixels in the histogram of the 
encrypted image are uniformly distributed; each intensity is 
almost the same. Hence, the encrypted image does not reflect 
any information about the original image. 

2) Correlation coefficient analysis: It is well proven that 

the less correlation value between two adjacent pixels the 

higher ability to resist to statistical attacks. In this sub-section, 

we computed the correlation coefficient between two adjacent 

pixels in plain image and ciphered image. The correlation 

between horizontally, vertically, and diagonally adjacent 

pixels is calculated using the following equations: 

1

1
( )

N

i

i

E x x
N 

 
             (1) 
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Where x and y are the intensities of two adjacent pixels in 
the image and N is the total number of pixels. 

Table III represents the obtained results of horizontal, 
vertical and diagonal correlation coefficients between two 
adjacent pixels in the original and encrypted test images using 
the crypto-system. 

Obtained results indicate that the correlation coefficients 
for the various encrypted images are very close to zero. This 
means that the two methods M1 and M2 are good at hiding the 
details of the original images. 

3) Entropy analysis: Information entropy is the most 

significant property of randomness. In practice, the probability 

pi is approximated by a statistical count, which obviously 

leads to approximations of the amount of information. The 

average amount of information in an image can be calculated 

by taking a weighted arithmetic average of the amounts of 

information provided by each level (with pi coefficients). The 

result is called the entropy of the image: 

2 1

2

0

1
( ) ( ) log

( )

n

i

i i

H m p m
p m




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             (5) 

Where m is the information source, p(m) defines the 
probability of symbol m. Considering that there are 2

8
 

information source states and they perform with the same 
probability, using Equation (5), we achieve the best entropy 
value when H (m) = 8, which illustrates that the origin is 
certainly random. Therefore, the encrypted image information 
entropy should be close to 8. The closest value to 8, the 
smaller chance for the crypto-system to disclose information. 

Table IV details results of the encrypted images entropy 
using the two encryption methods M1 and M2. Obtained 
entropy values using M2 are closer to the ideal value than 
those obtained using M. Hence, the probability of fortuitous 
information leakage is minor. 

4) Peak Signal-to-noise ratio (PSNR): The most common 

measure used to assess the confidentiality of an image is the 

peak signal-to-noise ratio (PSNR) which is a criterion for 

measuring image distortion given by the following formula: 

2

max
1010log ( )

p
PSNR

MSE


            (6) 

Where Pmax is the maximum pixel value of the image and 
the MSE is the pixel-to-pixel mean squared error which 
presents the error between the original image and the 
encrypted one. 

As illustrated in Table V, PSNR values, using the two 
encryption methods, between the encrypted image and the 
plain image are small. Indeed, the lower value of PSNR 
denotes better cipher quality. Therefore, obtained results prove 
that the encryption quality of each test image is quite good. 

TABLE III. CORRELATION COEFFICIENTS RESULTS OF ORIGINAL AND ENCRYPTED TEST IMAGES USING M1 AND M2 METHODS 

 
Plain Image (512×512) Encrypted Image (512×512) 

Lena Baboon Barbara Peppers Lena Baboon Barbara Peppers 

Horizontal M1 
0.9719 0.8665 0.8597 0.9792 

0.0009 0.0031 0.0012 0.0009 

Horizontal M2 0.0021 0.0014 0.0027 0.0013 

Vertical M1 
0.9850 0.7586 0.9591 0.9826 

0.0034 0.0065 0.0048 0.0051 

Vertical M2 0.0032 0.0028 0.0024 0.0072 

Diagonal M1 
0.9593 0.7261 0.8418 0.9680 

0.0001 0.0002 0.0018 0.0006 

Diagonal M2 0.0013 0.0007 0.0031 0.0010 

TABLE IV. THE INFORMATION ENTROPY OF ORIGINAL IMAGES AND CIPHERED IMAGES 

 
Plain Image (512×512) Encrypted Image (512×512) 

Lena Baboon Barbara Peppers Lena Baboon Barbara Peppers 

H-M1 
7.4456 7.3579 7.4664 7.5715 

7.9217 7.9224 7.9219 7.9201 

H-M2 7.993 7.9993 7.9992 7.9992 

TABLE V. PSNR VALUES BETWEEN PLAIN IMAGE AND CIPHERED IMAGE 

 Lena Baboon Barbara Peppers 

PSNR-M1 9.2302 9.5219 9.1636 8.4925 

PSNR-M2 9.2481 9.5384 9.1628 9.2813 
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VI. CONCLUSION AND PERSPECTIVES 

Although, several initiatives had been made in order to 
provide a secured Cloud environment, Elliptic Curve 
Cryptography (ECC) is considered to be one of the most 
efficient solutions with improved performance in computing 
power and battery resource requirements. Recently, ECC had 
provided a robust and secured model for the development and 
deployment of secured application in the Cloud. In the present 
work, we proposed an efficient crypto-system to ensure the 
data security in cloud Datacenters. The main contribution of 
the present work consists in designing a hybrid scheme using a 
new implementation of ECC functions combined with OTP 
and SHA-3 algorithm. Finally, the proposed cryptosystem was 
implemented on the SCHIaaS Cloud simulator to better test its 
performances. We evaluated the execution time of the 
proposed crypto-system and we noticed that by increasing the 
size of the elliptical curve parameters the execution time 
increases while remaining an acceptable time. Moreover, the 
security level ensured by the designed system has been proven 
with a set of security tests which were applied on standard 
images. As future work, we propose to implement several 
attacking scenarios in order to evaluate the efficiency of the 
proposed approach that should meet all security requirements. 
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Abstract—Southeast Asia, including Indonesia, is seeing an 

increase in digital banking adoption, owing to changing customer 

expectations and increasing digital penetration. The pandemic 

Covid-19 has hastened this tendency for digital transformation. 

However, customer satisfaction should not be left unmanaged 

during this transition. This research aims to obtain customer 

satisfaction of digital banking in Indonesia based on sentiment 

analysis from Twitter. Data collected were related to three digital 

banks in Indonesia, namely Jenius, Jago, and Blu. Total of 34,605 

tweets were collected and analyzed within the period of August 

1st 2021 to October 31st 2021. Sentiment analysis was conducted 

using nine standalone classifiers, Naïve Bayes, Logistic 

Regression, K-Nearest Neighbours, Support Vector Machines, 

Random Forest, Decision Tree, Adaptive Boosting, eXtreme 

Gradient Boosting and Light Gradient Boosting Machine. Two 

ensemble methods were also used for this research, hard voting 

and soft voting. The results of this study show that SVM among 

other stand-alone classifiers has the best performance when used 

to predict sentiments with value for F1-score 73.34%. Ensemble 

method performed better than using stand-alone classifier, and 

soft voting with 5-best classifiers performed best overall with 

value for F1-score 74.89%. The results also show that Jago 

sentiments were mainly positive, Jenius sentiments mostly were 

negative and for Blu, most sentiments were neutral. 

Keywords—Sentiment analysis; ensemble method; customer 

satisfaction; digital bank 

I. INTRODUCTION 

The Covid-19 global pandemic has wreaked havoc on 
economies, people, and societies [1]–[4]. With more 
individuals staying at home and working from home, the 
banking industry is seeing how the global health crisis has 
prompted clients to adopt digital services to cope with 
lockdown measures. Indonesia is well suited for digital 
banking due to its large unbanked population and high mobile 
penetration rate [5]–[8]. Traditional banks with legacy models, 
on the other hand, are facing a pressing need to digitally 
convert their services in order to keep up with increased 
demand, as the pandemic increases both consumers’ and 
businesses’ need for digital banking services availability, 
access, and control [9]. 

Because of digital banking, the competitive dynamics in 
banking industry of Asia Pacific are growing fiercer. Newly 
licensed indigenous digital banks, worldwide virtual-only 
banks, and digitized traditional banks are all fueling 
competition. In the long run, digital banking will almost 
probably lead to more ratings dispersion between banking 
systems and institutions in Asia Pacific [10]. The rise of digital 
banking in Asia was recently charted by McKinsey. As the 

region's authorities raise license allocations and establish 
standards for the next generation of digital banks, there will be 
chances for both incumbents and new entrants to enter the 
digital banking sector [11]. Fig. 1 shows growth of digital 
banking in Asia. Indonesia, however, has yet to establish a 
legal framework for digital banks. The prerequisite to establish 
a digital bank can only be met with the acquisition of a banking 
license. It differs from its two neighbors, Singapore and 
Malaysia [12]. Currently there are several digital banks 
operated in Indonesia such as Jenius, Jago, and Blu. Customer 
satisfaction will be one of the important factors for the success 
of digital banks. 

 

Fig. 1. Mapping the Growth of Digital Banking in Asia [11]. 

Text mining technique such as sentiment analysis had been 
used by researches to examine users’ opinion through social 
media. Previous study by Wisnu et al. [13] used sentiment 
analysis using Twitter data to obtain customer satisfaction of 
digital payment in Indonesia, and compare K-Nearest Neighbor 
(KNN) and Naïve Bayes classifier algorithm accuracy. KNN 
has superior accuracy than Naïve Bayes, according to their 
research, and clients are nearly satisfied with the services 
offered. Another study by Effendy et al. [14] used sentiment 
analysis to analyze public opinion on Twitter for City Public 
Transportation using Support Vector Machine (SVM). Their 
study showed that the public has mixed feelings for public 
transport services. 

This study employed sentiment analysis to determine 
customer satisfaction with digital banking in Indonesia from 
Twitter data collected for three digital banks in Indonesia, 
namely Jenius, Jago, and Blu, based on previous research. 
Sentiment analysis was carried out utilizing two ensemble 
approaches, hard voting and soft voting, as well as several 
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well-known standalone classifiers. This research aims to 
answer the following three research questions: 

RQ1. How is the demographic distribution of public 
opinion of tweets? 

RQ2. How is the performance of ensemble method 
compared to standalone classifiers? 

RQ3. What is the customer satisfaction of digital banks in 
Indonesia namely Jenius, Jago, and Blu based on sentiment of 
tweets? 

By answering these research questions, we hope that the 
result of this study may enrich previous research in the use of 
text mining for analyzing customer satisfaction in banking 
industry. 

This study is structured in several sections: in Section II, 
the relevant literature regarding digital banking and sentiment 
analysis is discussed here. In Section III, the research process 
used in this study is explained here, while in Section IV and V, 
result of data analysis and discussion are presented. The last 
section, that is Section VI and VII, concludes with conclusion 
and future work recommended based on this study. 

II. LITERATURE REVIEW 

A. Digital Bank 

Digital banking, often known as branchless banking, is the 
delivery of financial services outside of traditional bank 
branches by information and communication technology 
(ICTs), according to [15]. To some extent, most major banks 
throughout the world have gone digital. For everything from 
checking their balances to making complex payments, 
consumers have grown accustomed to having the option of 
visiting a local branch or banking via their home phone, mobile 
phone, or computer. Digital banks, on the other hand, are a 
more recent and disruptive branch of banking. Digital banks 
are distinct from other types of digital banking in that they can 
only be accessed via the internet. Within a city or a country, 
they do not have any branch offices. Consumers assume that 
digital banks' infrastructure and personnel savings will be 
immediately translated into higher savings rates and lower 
lending rates. Some clients, on the other hand, may miss the 
emotional comfort of going to a neighborhood branch office, 
renting a safe deposit box, getting advice from a banker, or 
dealing with neighborly activities [16]. 

Currently there are several digital banks operated in 
Indonesia such as Jenius, Jago, and Blu. Bank Tabungan 
Pensiunan Nasional (BTPN) established Jenius, Indonesia's 
first digital bank in 2016, and released a mobile banking app 
that allows clients to manage their money using their mobile 
phones, bringing smooth banking to the Indonesian new 
generation's fingertips [17]. Whereas Bank Artos, in 2020, 
changed their name to Bank Jago and start providing digital 
banking and digital finance service that boast integration with 
various digital ecosystem in Indonesia [18]. In 2021, Bank 
Central Asia (BCA), Indonesia's biggest private bank, through 
their subsidiary, now named Bank Digital BCA launched their 
digital bank apps Blu [19]. 

B. Sentiment Analysis 

In recent years, sentiment-based opinion mining has been 
investigated to better understand the attitudes and features of 
demographic or market groupings, as well as the 
trustworthiness of content and reasons for submitting 
evaluations [20]. Diverse sentiment analysis approaches have 
been produced in a variety of disciplines, resulting in modest 
number of publications [20]–[22]. Sentiment analysis is based 
on the assumption that information presented through text (e.g., 
a review) is either subjective (i.e., opinionated) or objective 
(i.e., factual) (i.e., factual). Personal sentiments, beliefs, and 
judgments are used to make subjective assessments of entities 
or events. To develop objective reviews, facts, evidence, and 
measurable observations are used [23]. Customer evaluations 
and social media posts commonly convey happiness, 
dissatisfaction, disappointment, delight, and other emotions 
[24]. 

Sentiment analysis is a polarity classification challenge in 
terms of methodology. Depending on the number of classes 
involved, sentiment polarity categorization might be binary, 
ternary, or ordinal. In a binary categorization, we assume that a 
given customer evaluation is subjective. In other words, a 
binary categorization assumes that a text is mostly negative or 
positive, and then assigns the review a polarity of "negative" or 
"positive". The negative and positive poles of sentiment are 
defined differently depending its domain and application. In 
the context of tourism, "negative" and "positive" may relate to 
"unsatisfied" and "satisfied" respectively, although additional 
research is needed to connect theoretical frameworks of 
satisfaction to sentiment polarity. 

Because reviews aren't always subjective, a ternary 
classification with a third, "objective" category is required. In 
the ternary classification problem, the classifier performs an 
implicit classification to distinguish between objective and 
subjective statements, assigning a "negative", "positive", or 
"neutral" class label. Negative and positive polarity are 
sometimes confused with neutral polarity. To tackle sentiment 
analysis, a cascaded technique can be utilized, consisting of a 
binary classifier to discriminate between subjective and 
objective evaluations and a binary polarity classifier to further 
categorize subjective reviews into two groups, negative or 
positive. In objective assessments, words that are clearly 
defined as negative or positive in a dictionary are rarely seen. 
They may also comprise polarities that are blended without a 
distinct sense of direction. Ordinal classification can be done 
utilizing a sentiment strength rating system in addition to 
binary and ternary classification (e.g., one to five stars) [25]. 

C. Feature Inference and Extraction 

Following the study done by Lyu et al. [26], Face++ API 
could be used to infer demographic information such as age 
and gender of users using their profile pictures. Face++ API 
will return zero or more faces based on profile picture URL 
provided. In this study, missing picture URL or invalid URL 
and result with 0 faces are excluded, the rest were inferred. 
Based on study by Lyu et al.  [26], Face++ API provides good 
accuracy when used to infer age and gender information paired 
with Twitter data. 
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In addition, the TF-IDF (Term Frequency - Inverse 
Document Frequency) approach was applied to extract features 
in this work. The TF-IDF method combines the concepts of 
Term Frequency (TF) and Inverse Document Frequency (IDF). 
The TF approach counts the number of times a word appears in 
a document. Meanwhile, the IDF approach calculates the 
word's importance throughout the whole list of documents. TF-
IDF is a statistical methodology for determining the relevance 
of a word in relation to a document in a collection of 
documents that combines the TF and IDF methodologies. The 
TF-IDF approach [27] has the potential to increase sentiment 
analysis performance. 

III. METHODOLOGY 

This research aims to find customer satisfaction of digital 
banking using sentiment analysis from tweets related to three 
digital banks in Indonesia, namely Jenius, Jago, and Blu. This 
research is done using Python, a general-purpose programming 
language used in many applications such as education, 
scientific and numeric computing. Tweets were collected 
through Twitter API using snscrape library. 

Fig. 2 shows the overall outline of the sentiment analysis 
process. The steps are as follows. 

A. Data Collection 

Data was collected from social media site Twitter through 
Twitter API. Tweets data were scrapped from between August 
1st 2021 to October 31st 2021. Subset of the data collected will 
be annotated manually by two researchers and used for training 
and evaluating the classifier model. 

B. Pre-processing 

Data obtained from Twitter needs to be cleansed before 
feeding it to the classifier model. Pre-processing is needed to 
remove noise, unwanted or unnecessary data and make it 
predictable and analyzable for next task. The text pre-
processing steps in this research are described as follows. 

 Case Folding – First process was converting all the 
characters in a tweet into the same case, in this case 
lower case is used. 

 Sentence Normalization – Second process was 
identifying what type of text is there and then, removing 
special (non-alphanumeric) characters, and trimmed 
excess spaces. 

 Word Tokenize – Third process was splitting sentence 
into words to be subjected for further analysis like stop 
word removal and stemming. 

 Stop Words Removal – Fourth process was removing 
stop words from given text so that other words which 
define overall meaning could be focused more. NLP-id 
library was used in this process and later in stemming 
process. 

 Stemming – Fifth process is reducing a word to its word 
stem that affixes to suffixes and prefixes. Lemmatizer 
was used in the process to get the root word from every 
word in a tweet. 

 

Fig. 2. Research Process. 

C. Feature Inference and Extraction 

Face++ API was used to infer demographic information 
such as age and gender of Twitter users using their profile 
pictures. Demographic was inferred using facepplib library. 
TF-IDF utilized in this study to extract features. It determines 
if a word is related to a document in a collection of documents. 
sklearn library is used for this and later subsequent process. 

D. Training Standalone Classifiers 

In this step, we trained several popular classifiers namely 
Naïve Bayes (NB), Logistic Regression (LR), K-Nearest 
Neighbors (KNN), Support Vector Machines (SVM), Random 
Forest (RF), Decision Tree (DT), Adaptive Boosting 
(AdaBoost), eXtreme Gradient Boosting (XGB) and Light 
Gradient Boosting Machine (LGBM). We utilized multinomial 
distribution for the NB classifier because it has been shown to 
perform well in text classification based on [28]. Meanwhile, 
we used the linear kernel for SVM for the same reason. The 
classification model is then assessed for accuracy, precision, 
recall, and F1-Score using K-fold cross validation with K-
Fold=10. 

E. Ensembling Classifiers 

In this step, several best classifiers from the previous step 
were combined or ensembled to obtain better predictive 
performance. Hard voting and soft voting were the two types of 
ensemble voting procedures we employed. In hard voting, each 
stand-alone classifier has one vote, and the winner was 
determined by a majority vote. Meanwhile, average category 
probabilities were utilized as voting scores in soft voting, and 
the winner was chosen based on each classifier's greatest vote 
score or average probability. 
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F. Sentiment Analysis Result 

In the last step, we take best classifier model from previous 
two steps and used it to analyze the sentiment for rest of the 
data. We used sentiment analysis to identify sentiment polarity 
of given tweet whether it’s positive, negative, or neutral 
towards selected digital banks. Then, result of sentiment 
analysis will be discussed further. 

IV. RESULTS 

A. Data Collection 

Data collected from Twitter by using Python snscrape 
library yielded total of 34,605 tweets in Indonesian language 
related to three digital banks in Indonesia, namely Jenius, Jago, 
and Blu. We removed duplicate tweets based on tweet ID and 
excluded tweets coming from each bank official account as we 
would like to find bank’s customer satisfaction sentiment and 
that left us with a total of 24,672 tweets. We sampled 2100 
tweets and manually annotated their sentiment. Process of 
manual annotation yielded 813 tweets with positive polarity, 
585 tweets with neutral polarity, and 702 tweets with negative 
polarity. Table I shows three samples of manually annotated 
tweets. 

TABLE I. SAMPLE OF MANUALLY ANOTATED TWEETS 

Tweet Label 

@PrinceesAinhy @blubybcadigital Fiturnya yaa...bikin happy 

Karena so simple dan memudahkan usernya banget. 
Positive 

@Tanyajago Halo kak, aku kan udah buat kartu fisik jago nih. 

Nah, kartunya udah nyampe jugak, kan ada pilihan kartu digital 
tuh. Kita bisa ngga buat juga kartu digitalnya? 

Neutral 

@JeniusConnect Woi aplikasi ngaco...web g bsa dibuka...krim 

email lama..uang gue di jenius g bsa diapa2in woi.. 
Negative 

B. Pre-processing 

After data collection and manual annotation steps, next step 
was to prepare the data for building classifier model. The text 
pre-processing used are case folding, sentence normalization, 
word tokenize, stop words removal and stemming with the help 
of Python NLP-id library. Table II describes visualization of 
preparation steps. 

TABLE II. SAMPLE OF PRE-PROCESSED TWEET 

Procedure Tweet 

Case Folding 

@radenrauf @jeri72550254 @jadijago keren nih, 

buruan daftar nikmati untungnya dengan buat akun 

jago#jagoramerame 

Sentence 

Normalization 

keren nih buruan daftar nikmati untungnya dengan buat 

akun jago 

Word Tokenize 
['keren', 'nih', 'buruan', 'daftar', 'nikmati', 'untungnya', 

'dengan', 'buat', 'akun', 'jago'] 

Stop Words 
Removal 

['keren', 'buruan', 'daftar', 'nikmati', 'untungnya', 'akun', 
'jago'] 

Stemming ['keren', 'buru', 'daftar', 'nikmat', 'untung', 'akun', 'jago'] 

C. Feature Inference and Extraction 

After data pre-processing, next step was feature inference 
and extraction. Face++ API was used to infer demographic 
information such as age and gender of tweets’ users using their 
profile picture. Out of 24,672 tweets, we found 9,515 valid 

unique users that have profile pictures to be inferred. But 
unfortunately, only 61 users age and gender information could 
be inferred and a total of 103 accompanying tweets. Age 
information was found between range of 21 years old and 68 
years old and we simplify it based on these age group, young 
adult (21-25), adult (26-35), middle aged adult (36-55) and 
senior (>55). 

TF-IDF was used for feature extraction which gave weights 
to words based on its frequency and importance. The result will 
be used to fit classifier model algorithm for prediction. We 
used scikit-learn machine learning toolkit for this process to 
extract both unigram and bigram word features. Furthermore, 
we only retained 50,000 most frequently occurring words in 
the dataset. The word must occur in at least 2 documents and 
must not occur in more than 50 percent of the documents. 
Table III shows the result of TF-IDF. 

The higher the TF-IDF score, the rarer the term is in the 
document and vice versa. For example, the more common the 
word across documents, the lower the score is (e.g., “dapet” 
and “biaya”). The more unique a word to the first document 
(e.g., “dapet cashback” and “jenius appsnya”), the higher the 
score is. 

TABLE III. TF-IDF FEATURE EXTRACTION RESULT 

# Term Score # Term Score 

1 dapet cashback 0.240403 11 appsnya 0.202075 

2 jenius appsnya 0.240403 12 cashback 0.199040 

3 admin transfer 0.231245 13 money 0.196270 

4 registrasi 0.231245 14 link 0.183363 

5 jago pindah 0.231245 15 gratis 0.181641 

6 referal 0.224141 16 rekening bank 0.181641 

7 gratis biaya 0.224141 17 buka rekening 0.180008 

8 appsnya lot 0.224141 18 biaya admin 0.176974 

9 nyari 0.218337 19 dapet 0.146667 

10 pindah jenius 0.209178 20 biaya 0.143481 

D. Model Training 

After feature extraction steps, next process was to train and 
evaluate selected classifier models using scikit-learn machine 
learning toolkit. In the process, we compared 9 standalone 
classifiers with 2 ensemble classifiers built from 5-best 
standalone classifiers. For model testing, we employed 10-fold 
cross validation. The tweets dataset was first separated into ten 
equal parts. Tweets from 9 folds were used as train set in each 
iteration of cross validation, while the remaining fold was used 
as test set. In the procedure, accuracy, precision, recall, and F1-
score were assessed. Table IV shows the results of each 
classifier model's performance. 

As shown in Table IV, SVM outperforms all other stand-
alone classifiers in terms of overall performance, with values of 
74.29%, 74.58%, 73.13%, and 73.34% for accuracy, precision, 
recall, and F1-score, respectively. LR performed below RF 
with similar F1-score of 73.30% with RF, NB and LGBM are 
the next best three after. It was clear that KNN performed 
worst overall with accuracy, precision, recall, and F1-score 
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respectively 40.52%, 46.65%, 38.25% and 32.56%. 
Meanwhile, AdaBoost and XGB performed better than KNN 
by 65.72% and 70.63% F1-score respectively. All the ensemble 
methods with 5-best classifiers (SVM, LR, RF, NB, LGBM) 
have higher performance overall over stand-alone classifiers. 
Soft voting ensemble method with 5-best classifiers perform 
best overall with value for accuracy, precision, recall, and F1-
score respectively 75.86%, 76.18%, 74.67% and 74.89%. 

TABLE IV. CLASSIFIERS PERFORMANCE RESULT 

Classifier Accuracy Precision Recall F1-Score 

Naïve Bayes 73.81% 74.87% 71.87% 71.88% 

Logistic Regression 74.48% 74.68% 73.14% 73.30% 

SVM 74.29% 74.58% 73.13% 73.34% 

Decision Tree 66.33% 65.95% 65.17% 65.11% 

KNN 40.52% 46.65% 38.25% 32.56% 

Random Forest 74.19% 74.36% 72.78% 72.90% 

AdaBoost 66.95% 66.78% 65.91% 65.72% 

XGB 72.24% 73.29% 70.52% 70.63% 

LGBM 71.33% 71.48% 70.82% 70.72% 

5-Best Hard Voting 75.43% 75.74% 74.01% 74.19% 

5-Best Soft Voting 75.86% 76.18% 74.67% 74.89% 

E. Sentiment Analysis 

In this last step, we used best performing classifier model 
from previous step which was soft voting ensemble method 
with 5-best classifiers to predict sentiment automatically for the 
rest of tweets dataset. Out of 22,572 tweets, 12,504 tweets have 
positive sentiment, 5,603 tweets have neutral sentiment, and 
4,465 tweets have negative sentiment. Result of predicted 
sentiment then combined back with manual sentiment for result 
discussion. Table V shows the combined result of manual and 
predicted sentiment mapped to each digital bank, namely 
Jenius, Jago and Blu. 

TABLE V. SENTIMENT ANALYSIS RESULT BY DIGITAL BANK 

Digital Bank 
Tweets 

Total Positive Neutral Negative 

Jenius 10,094 2,115 3,588 4,391 

Jago 12,639 10,442 1,738 459 

Blu 1,939 760 862 317 

Total 22,572 13,317 6,188 5,167 

TABLE VI. SENTIMENT ANALYSIS RESULT BY DEMOGRAPHIC GROUP 

Demographic Group 
Tweets 

Total Positive Neutral Negative 

Age: 

young adult (21-25) 
adult (26-35) 

middle aged adult (36-55) 

senior (>55) 

 

32 
48 

21 

2 

 

19 
24 

7 

2 

 

7 
14 

9 

0 

 

6 
10 

5 

0 

Gender: 

Male 

Female 

 

40 

63 

 

16 

36 

 

11 

19 

 

13 

8 

Result of sentiment analysis was also combined with 
demographic information inferred from users’ profile picture to 
find sentiment polarity distribution in different age group and 
gender. Out of 9,515 valid unique users, we were only able to 
inferred 63 users with a total of 103 accompanying tweets. 
Table VI shows the demographic group of successfully 
inferred users and their tweets sentiment. 

V. DISCUSSION 

This research aims to obtain customer satisfaction of digital 
banking in Indonesia based on sentiment analysis from Twitter 
related data collected for three digital banks in Indonesia, 
namely Jenius, Jago, and Blu. The result displayed in Table IV 
shows that SVM has the best performance overall compared to 
the other stand-alone classifiers with value for accuracy, 
precision, recall, and F1-score respectively 74.29%, 74.58%, 
73.13% and 73.34% compared to research done by [28], SVM 
performance was second best behind NB by small margin. This 
research showed similar result with previous research that 
KNN perform worst compared to the other stand-alone 
classifiers accuracy, precision, recall, and F1-score respectively 
40.52%, 46.65%, 38.25% and 32.56% for text classification. 

Both ensemble methods, hard voting and soft voting with 
5-best classifiers performed better overall compared to stand-
alone classifiers. Soft voting with 5-best classifier being the 
best with overall performance of accuracy, precision, recall, 
and F1-score respectively 75.86%, 76.18%, 74.67% and 
74.89%. Ensemble method is a technique that combines several 
stand-alone classifiers model to produce one optimal classifier 
model. Thus, the performance is dependent to the classifiers 
that composed it. Then, by using only the 5-best classifiers, the 
ensemble method's likelihood of achieving greater performance 
might be improved. Between hard voting and soft voting, hard 
voting has a lower performance compared to soft voting 
because they dependent to individually predicted labels of each 
classifier, low performance from one of the classifiers could 
affect the result more. Soft voting, on the other hand, performs 
better because it uses a more robust technique to forecast labels 
formulated by the average probability value from all classifiers, 
which reduces overfitting and creates a smoother model [28]. 

This research also produced classification of sentiment with 
positive, neutral and negative polarity for each digital bank as 
seen in Table V. Bank Jago has most tweets compared to the 
other two digital banks with value of 12,639 tweets, Bank 
Jenius and Bank Blu have 10,094 and 1,939 tweets 
respectively. Small number of tweets for Bank Blu might be 
contributed to the fact that they are relatively a new player in 
digital banking industry in Indonesia. Fig. 3 displayed 
distribution of tweets and their sentiment for each digital bank. 
Positive sentiment was dominant for Bank Jago with value of 
82.62% compared with neutral sentiment of 13.75% and 
negative sentiment of only 3.63%. Meanwhile, sentiment for 
Bank Jenius mostly was negative with value of 43.50% 
compared with neutral sentiment of 35.55% and positive 
sentiment of 20.95%. For Bank Blu, most sentiment was 
neutral with value of 44.46% compared with positive sentiment 
of 39.20% and negative sentiment of only 16.35%. 
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Fig. 3. Sentiment Analysis result grouped by Digital Bank. 

For demographic distribution result, based on age group, 
adult and young adult tend to express their opinion more in 
social media and as they get older, they are less inclined to 
voice their opinion. Middle aged adult tends to give opinion 
with varying polarity, on contrary young adult and adult tend to 
give opinion with positive polarity. Meanwhile, based on 
gender group, female tend to express their opinion more than 
male and they have tendencies to give positive opinion as their 
counterpart, male tends to give opinion with mixed polarity. 
But this result needs to be confirmed further as population of 
successfully inferred users for demographic information is very 
less compared to total population of valid unique users. This 
low inferred rate may be contributed due to small resolution 
and low quality of profile pictures. Image preprocessing is 
recommended for future studies to improve success rate of 
inferred profile pictures such as interpolation technique to 
increase low image resolution and image filtering and 
segmentation technique to improve image quality. 

The sentiment of the digital banking in Indonesia could be 
further analyzed using word cloud to view most frequently 
appeared word in the tweets, which were represented by its size 
and color hue. Fig. 4 displayed word cloud related to three 
digital banks in Indonesia. Green word cloud represents 
positive sentiment, yellow word cloud represents neutral 
sentiment and red word cloud represents negative sentiment. 
The result showed that most tweets contained comments 
related to digital banks apps and its features, user experience, 
bank policies, and running promotions. 

Most positive sentiment that mostly coming from Bank 
Jago were related to appreciation of promotional events such as 
giveaways that were held by Bank Jago. Other things that the 
users being appreciative were related to Bank Jago policies 
related to low admin fee and high interest rate compared to 
other digital banks. Some users also praised Bank Jago apps for 
its simple user interface and fast user experience. Meanwhile, 
for negative sentiments that mostly coming from Bank Jenius 
were related to complaint of slow responding apps, login issues 
and other bad user experiences when using the apps. Other 
things that user complaints related to Bank Jenius policy, 
Feesible, whereby additional subscription fee is charged to 
customers to unlock services or features, but without 
significant improvements to its apps. Complaints also raised 
for their complicated process to unlink connected device. 

 

Fig. 4. Word Cloud of the Sentiment. 

Most neutral sentiments observed were related to inquiry of 
services and features offered by respective digital banks. 
Inquiries also included new prospective users asking for 
information, user experience and comparison of digital banks 
before deciding to open an account. Users also curious for new 
player in the digital bank space, Bank Blu, as it was often 
mentioned together with other digital banks comments. This 
was often true when users asked for comparison of digital 
banks. This showed that word of mouth and user testimony 
from social media like Twitter is one of deciding factor for user 
in choosing digital banks. Based on this, digital banks should 
pay more attention to the sentiments and user voices on social 
media, and make sure that their needs are being heard and 
improvements done are based on user feedbacks. They can 
leverage automatic sentiment analysis in their customer service 
tools to increase respond time in complaints handling or 
identifying most requested improvements from user feedbacks 
or targeting specific demographic group for promotions. 

VI. CONCLUSION 

Sentiment analysis is useful in social media analysis as it 
allows us to gain an insight in public opinion for certain topics. 
This research aims obtain customer satisfaction of digital 
banking in Indonesia through sentiment analysis using Twitter 
data for three digital banks in Indonesia, namely Jenius, Jago, 
and Blu with sentiment analysis approach. Sentiment analysis 
was conducted using nine stand-alone classifiers, namely, 
Naïve Bayes, Logistic Regression, K-Nearest Neighbors, 
Support Vector Machines, Random Forest, Decision Tree, 
Adaptive Boosting, eXtreme Gradient Boosting and Light 
Gradient Boosting Machine, and two ensemble methods were 
also used for this research, hard voting and soft voting. 

Results of classifier models evaluation showed that SVM 
among other stand-alone classifiers has the best performance 
when used to predict sentiments compared to the other stand-
alone classifiers with value for accuracy, precision, recall, and 
F1-score respectively 74.29%, 74.58%, 73.13% and 73.34%. 
Meanwhile, ensemble method performed better than using 
stand-alone classifier, and soft voting with 5-best classifiers 
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perform best overall with value for accuracy, precision, recall, 
and F1-score respectively 75.86%, 76.18%, 74.67% and 
74.89%. 

Results of sentiment analysis showed that positive 
sentiments were dominant for Bank Jago with the value of 
82.62%, Bank Jenius sentiment mostly were negative with the 
value of 43.50% and for Bank Blu, most sentiment were 
neutral with the value of 44.46%. Based on findings, user 
tweets revolved around digital banks apps and its features, user 
experience, bank policies, and running promotions. Positive 
sentiments came in form of appreciation toward promotional 
events, customer centric policies, user friendly apps and fast 
user experience. Meanwhile, negative sentiments came in form 
of complaints toward bad user experience when using apps and 
complicated policies. Lastly, neutral compliments came in 
form of information or inquiry related to digital banks services 
and service comparison between them. Furthermore, 
demographic distribution shows that based on age group, adult 
and young adult tend to voice their opinion more on social 
media compared to other age groups. Meanwhile based on 
gender group, female tend to voice their opinion more 
compared to their male counterpart. Based on this, digital 
banks should pay more attention to the sentiments and user 
voices on social media and improve their services and offering 
accordingly. 

VII. FUTURE WORK 

Based on findings in this study, there are several 
suggestions for the future works that can be explored to 
improve classifier performance and feature inference. First, 
adding more data pre-classification and pre-processing steps 
could be considered, such as part-of-speech (POS) tagging. 
Second, instead of using only TF-IDF feature, another type of 
features could be considered, such as Word2Vec or 
Paragraph2Vec. Success rate of feature inference based on 
profile picture may be improved by image preprocessing 
technique to increase image resolution and quality such as 
interpolation, image filtering and segmentation technique. 
Finally, study related to customer satisfaction of digital 
banking in Indonesia could be expanded beyond text 
classification and opinion mining using different set of 
methodology. 
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Abstract—Brain functions are required to be read for curing 

neurological illness. Brain-Computer Interface (BCI) connects 

the brain to the digital world for brain signals receiving, 

recording, processing, and comprehending. With a Brain-

Computer Interface (BCI), the information from the user’s brain 

is fed into actuation devices, which then carry out the actions 

programmed into them. The Internet of Things (IoT) has made it 

possible to connect a wide range of everyday devices. 

Asynchronous BCIs can benefit from an improved system 

architecture proposed in this paper. Individuals with severe 

motor impairments will particularly get benefit from this feature. 

Control commands were translated using a rule-based 

translation algorithm in traditional BCI systems, which relied 

only on EEG recordings of brain signals. Examining BCI 

technology’s various and cross-disciplinary applications, this 

argument produces speculative conclusions about how BCI 

instruments combined with machine learning algorithms could 

affect the forthcoming procedures and practices. Compressive 

sensing and neural networks are used to compress and 

reconstruct ECoG data presented in this article. The neural 

networks are used to combine the classifier outputs adaptively 

based on the feedback. A stochastic gradient descent solver is 

employed to generate a multi-layer perceptron regressor. An 

example network is shown to take a 50% compression ratio and 

89% reconstruction accuracy after training with real-world, 

medium-sized datasets as shown in this paper. 

Keywords—Brain-computer interface; machine learning; 

internet of things; EEG; system architecture 

I. INTRODUCTION 

Brain-Computer Interface (BCI) also known as Mind 
Machine Interface (MMI), is a technology that connects the 
brain to a computer or other electronic device in order to 
investigate the normal brain’s functioning, including its 
original output level and muscle pathway [1]. In order to create 
a link between the brain and the computer, two requirements 
must be met: 

 Various states of the brain should be distinguished. 

 Detection and classification of similar features 
practically. 

It is possible to monitor brain activity using a variety of 
methods, the most common of which being 
Electroencephalograms (EEG), Electrocardiograms, Magnetic 
Resonance Imaging, Magneto-Encephalograms, and Positron 
Emission Tomograms (PET) [2]. 

A variety of approaches can be used to detect or measure 
these electrical and chemical impulses. There are issues and 
advancements to be made, just like with any other system, so it 
works on them. Both the efferent and afferent systems may be 
affected. The brain can be connected directly to its 
environment if the neurological system is effectively bypassed 
[3-5]. This can be done through BCI. While first designed to 
provide alternative methods of communication for those with 
disabilities, these devices now have the potential to provide 
“other sensations” for those who are unable to do so. Brain-
computer interfaces (BCIs) provide direct communication 
between the brain and the world around it. 

A patient can use a BCI to control a specific computer 
application, such as a computer cursor or a robotic limb. 
Patients with lock-in syndrome, for example, can benefit from 
developing a communication network even when they are 
paralyzed. Many researchers have been working on BCIs to 
capture and analyze EEG patterns associated with mental states 
throughout the past few years [6, 7, 8, 9, 10]. EEG activity in 
the left side of the motor cortex is associated with visualizing a 
change in the posture of the right hand. Other often employed 
mental exercises include moving the left hand, toes, and tongue 
around the mouth and feet. The block diagram for BCI can be 
shown in Fig. 1. 

 

Fig. 1. BCI Framework. 
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A Brain-Computer Interface (BCI) based on 
electroencephalography (EEG) is used in this study. Depending 
on where the electrode is placed, there are two main 
approaches to collecting EEG data. Non-invasive electrodes 
are attached to the scalp while invasive electrodes are attached 
directly to the cerebral cortex [11]. The non-invasive approach 
is less intrusive and more portable than fMRI, making it suited 
for performance arts. 

Improvements in biomedical signal processing have led to 
Electroencephalography (EEG) signals being utilized to 
diagnose brain illnesses and widely used in Brain-Computer 
Interface (BCI) devices. In order to operate external equipment 
like a wheelchair or a computer, BCI employs electrical 
impulses from the brain, in the form of EEG waves, as an 
input. Electroencephalography (EEG) is a method for 
recording electrical brain wave activity along the scalp as a 
result of neural activation in the brain. An 
electroencephalogram (EEG) is a short-term recording of the 
electrical activity of the brain for a short period of time 
(usually 20–40 minutes), which is accomplished by attaching 
electrodes to the scalp of the subject. EEG can be used to 
diagnose a variety of neurological illnesses, although it is most 
commonly used to treat epilepsy. EEG can be useful in the 
early stages of some serious disorders, such as coma, brain 
death, and encephalopathies. There are various different 
diseases for which electroencephalography (EEG) can be used 
as a first-line diagnostic approach. EEG is still the most 
commonly used method for diagnosing even if MRI and CT 
scans are increasingly prevalent currently. In the EEG 
approach, evoked potentials (EP) are utilized to average the 
EEG activity to stimulus responses in visual, auditory, or 
somatosensory activity. In addition, event-related potentials 
(ERPs) are employed in cognitive sciences, psychophysiology, 
and cognitive psychology for averaging EEG responses to 
complicated stimuli. 

This paper has been organized in five sections. Section 1 is 
introduction that refers the basics and contexts of research with 
introduction to various ongoing and future aspects. Section 2 is 
for background study and research that mentions the 
contributions of significant research in the field, their relevance 
and reference to this research work. Section 3 is about research 
methodologies that specify the adopted research processes and 
methods to carry out this research work. Section 4 and 
Section 5 are about implementation and results, and 
conclusion, respectively. 

II. BACKGROUND STUDY AND RESEARCH 

In order to identify changes in the surface of the head as a 
result of electrical activity in the brain, EEG is largely used in 
neuroscience and clinical neurological procedures. Wet 
(gelled) silver/silver chloride electrodes (Ag/AgCl), typically 
with the help of an EEG cap, are used in the state-of-the-art 
approach. It takes a long time and a lot of effort to get ready for 
an event like this. Electrolyte stability also limits the wear time 
(gels). Brain-computer interfaces (BCIs) are a new field of 
application for EEG [12-15]. Silver-chloride-coated metal 
discs, often composed of stainless steel, tin, gold, or silver, are 
applied to the scalp in specific places. The International 10/20 
system is used to specify the positions. All electrodes are 

numbered, and a letter is assigned to each one. The letter 
identifies the location of the electrode in relation to the brain. 
Examples include the F-Frontal lobe and T-temporal lobe. 

Dry contact electrodes must have acceptable hair layer 
penetration, biocompatibility, electrochemical stability, and 
signal quality comparable to typical wet electrodes in order to 
be viable. Aside from the long-term applicability and patient 
comfort that we strive for, we also want to ensure compatibility 
with bio-signal amplifiers, ease of use, and preparation time for 
patients [16]. As a result, three major types of electrodes have 
been created: Titanium nitride covers the first two gold multi-
pin electrodes as well as (ii) polyurethane multi-pin electrodes. 
In order to make gold multi-pin electrodes, the electrical 
precision brass pins are gold-coated and soldered to an epoxy 
baseplate. 

Fig. 2 depicts the four stages of the BCI configuration for 
this project, from data collection via EEG and analog-to-digital 
conversion to digital signal processing, feature selection, and 
control of external mechatronic devices [17]. In the first step, 
non-invasive EEG data is collected, and in the second step, 
digital EEG signals are processed with filters. Custom 
algorithms and mechatronics have been developed in the 
second and third phases to monitor the appearance of 
individual brain waves and produce the desired sounds. For 
PDR detection, a unique feature selection technique is used in 
the third phase. In the final stage, eight wirelessly connected 
modules of custom percussion instruments produce 
synchronized sounds [18]. As a result, the BCI system 
generates repetitive noises that prompt the performer to record 
reliable EEG data. 

OpenBCI’s high-quality open-source BCI solution is 
employed in this research. The system architecture is built 
using frameworks that are commonly used to run BCIs. 
OpenBCI’s STL files are used to 3D print the headgear used 
for the initial round of EEG data collecting [19, 20, 21, 22]. A 
Cyton board, an Arduino-compatible, eight-channel neural 
interface with a 32-bit processor, is attached to the headwear's 
rear. For example, the OpenBCI GUI can analyze the digitized 
EEG data from this board to remove artifacts and identify 
certain features. 

Analog signals are detected by placing electrodes on one’s 
scalp for EEG-based BCI. For use with the Ultra-Cortex Mark 
III-Nova and Ultra-Cortex Mark IV 3D-printed EEG headgear, 
electrodes are mounted according to International 10-20 system 
specifications [23]. Conductive silver chloride (AgCl) is used 
to coat the dry electrode, making it easier for the performer to 
use and more durable for long-term performances. 

 

Fig. 2. System Architecture for Four Stages of the BCI Configuration. 
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III. RESEARCH METHODOLOGY 

The Welch method uses windowed Fourier transformations 
of signal segments to calculate the Fourier spectral 
characteristics. Using only frequency data is the fundamental 
shortcoming of the method, as it does not use time-domain data 
[24]. However, studies have shown that EEG signals can be 
improved by combining frequency and time-domain data. The 
band power in multiple frequency bands is calculated from the 
AR spectrum and the power sum is used as independent 
parameters. Fig. 3 shows the block diagram of the proposed 
methodology for this research work. 

A. Classification 

Research on BCI-specific machine learning models using 
data from children with impairments is few, to our knowledge. 
It was in 2020 that Aydin applied LDA, KNN, and SVM to 
two fNIRS datasets containing typical developing adults 
(average age 28.5 3.7 years). For motor imagery fNIRS-BCI 
signals, LDA showed the maximum classification accuracy, 
while SVM had the best performance for mental arithmetic. 
The best KNN outcomes were achieved with a low k. It was 
determined that the number of features should be proportional 
to the value of k in this investigation [25]. When compared to a 
single powerful learner, ensemble classifiers have improved 
classification accuracy. SVM, LDA, and rLDA were compared 
against bagging using four different data sets involving motor 
imagery, mental arithmetic, and word production tasks. There 
were no significant differences in bitrate or classification 
accuracy between bagging and alternative algorithms across 
the datasets. According to their last remarks, they urged the 
development of novel ensemble classification methods. Seven 
models were chosen in this work because of the lack of 
research on classifying learners for a fNIRS-BCI. Based on 
past research, we chose KNN, SVM, LDA, and Bagging as our 
top four models. Random Forests, AdaBoost, and Extra Tree 
were introduced to the ensemble of classifiers. 10-fold 
stratified cross-validations were conducted on each model's 
hyperparameters to measure classification accuracy [26, 27, 
28]. Accuracy, sensitivity, and specificity were used to 
measure classification performance. 

B. Feature Selection 

Spontaneous electrical activity in neurons, as measured by 
EEG, is examined in general for its amplitude and frequency. 
Using scalp EEG, the experiment collects data and focuses on 
the frequency of the scalp EEG in the visual cortex. EEG data 
is transformed from the time domain to the frequency domain 
using the fast Fourier transform (FFT) technique. To monitor 
PDR and control sound mechanisms, the Open Sound Control 
protocol uses a special algorithm that analyses the frequency 
information from the digitalized EEG data after the FFT 
method is applied in the GUI of OpenBCI (OSC). However, 
EEGs can vary greatly depending on the individual, their age, 
their gender, and their overall health. There is a 7.5-15Hz PDR 
tolerance. As we get older, the EEG slows down, and this 
development is more pronounced for males than for women. 
Young people's EEG data isn’t yet mature because they’re 
under the age of 26. Children under the age of 8 Hz can have a 
PDR that is slower than 8Hz. As a result, it's critical to check 
the performer’s PDR scope before running the function. 

 

Fig. 3. Block Diagram for the Proposed Methodology. 

C. Dataset 

The proposed approaches are evaluated using the ECoG 
recordings from Dataset I of the BCI Competition III, as 
depicted in Fig. 4. BCI experiment participants conducted 
hypothetical motions of their left little finger or tongue to 
record motor imagery signals. Recorded ECoG signals were 
sampled at 1000 Hz. Amplification and storage at microvolt 
values made it easier to classify the recorded potentials. 
Sample recordings of either imaginary finger or tongue 
movement were recorded for three seconds. To avoid visual 
evoked potentials, the recording began 0.5 seconds after the 
visual round ended. 

D. Auto-Regressive Features 

Automatic regression (AR) models are used to represent 
random processes in statistics and signal processing, and they 
are particularly useful for modeling time-varying processes. 
Output variables are modeled by the AR to be reliant on their 
prior values. AR denotes an autoregressive model with order p. 
To put it another way, the AR (p) model is 

     ∑        
 
                  (1) 

The backshift operator B can be used to write this in the 
same way: 

     ∑    
    

 

   
               (2) 

So that,  ( )                     (3) 

Thus, an AR model can be thought of as the output of a 
white noise-inputted all-pole infinite impulse response filter. 

E. Data Acquisition 

To ensure accuracy and quality, it compares the target 
signal to background noise. Once this digital brain data has 
been decoded into the intended action, it can be classified, and 
the necessary attributes calculated and selected from the neural 
data. 

 

Fig. 4. The ECoG Recordings from Dataset I of the BCI Competition III. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

477 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 5. Neural based Data Acquisition for Machine Learning. 

In addition, optional feedback is sent to BCI users (which 
generates brain signals) and the cycle is again repeated. An 
anti-clockwise motion (as seen in Fig. 5) stimulates the 
simulation of data to begin. 

The input from the stimulation data decoder is processed 
using various machine learning (ML) methodologies (neural 
networks). It’s important to note that the generated input 
provides high-level information about the multimedia devices 
that will be triggered, their frequencies, and the timing of their 
activation. 

BCI technology-related parameters were subsequently 
specified using thresholding patterns that received neural input 
in the intended action and generalized form have been shown 
in the Fig. 6. To display multimedia-based actions, the process 
moves from brain data simulation to user interface and 
interactivity. 

 

Fig. 6. Neural Networks based Threshold or Firing Pattern. 

IV. IMPLEMENTATION AND RESULTS 

The computer-based assessment test of visuomotor skills 
was divided into two blocks, one standard, and one non-
standard for participants. This necessitated the use of 
cognitive-motor integration in order to treat the condition 
(CMI). Participants had to navigate a cursor as quickly and 
accurately as possible from the tablet’s center to one of four 
peripheral goals using their dominant index finger (up, down, 
left, or right). Users clicked on an 8 millimeter wide solid 
green circle in the middle of the screen to begin their 
experiment. Upon seeing an open green 10 mm diameter 
peripheral target after a 200ms center hold period, the 
participant was given the "Go" signal and was free to begin 
moving. A green cursor was positioned over an open green 
target by sliding the touch screen with one’s fingers. 

Upon reaching the peripheral goal and remaining there for 
500 milliseconds, the experiment was over. Next, the central 
target was presented after a 200-ms intertrial interval. At 37.5 
millimeters from the tablet’s central starting point, the tablet’s 
peripheral targets were (center-to-center distance). Overall, 
there were 20 trials per task, with five trials for each goal. 
Participants used their fingers to move the cursor under their 
fingers to engage directly with the target in the conventional 
condition. As a result of the non-standard CMI scenario, a 
white line separated the display into two halves. Participants 
had to pay attention to the tablet’s upper half for the targets and 
cursor. Participants had to glide their fingers along the tablet 
screen’s bottom to move the cursor. 

 

Fig. 7. Proposed Methodology for the Classification of Cognitive Load 

using EEG Data. 

The collected data will be used to improve classification 
accuracy on IVa datasets in our experimental assessment. 
Fig. 7’s SCU architecture is modified to categorize these 
images using an SSVEP-based model. As a data reference 
channel, we employed the frontal cortex (Fz) instead of the 
nine sensor channels originally used to simplify SSVEP 
classification training. They demonstrated that this model 
outperformed both standard approaches and time-series 
specialized models like Recurrent Neural Networks when it 
came to recognize SSVEP EEG signals (RNN). All tests utilize 
one-dimensional convolutional layers as depicted in Fig. 8, 
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batch normalization, and maximum pooling. After applying a 
bandpass filter between 9 and 60 Hz, as well as another filter at 
50 Hz, the EEG channels are initially pre-processed before the 
data is eventually normalized between 0 and 1. 

 

Fig. 8. Layer Representation of Neural Networks. 

For the experiments, dataset IV has been used from the BCI 
competition. The accuracy is the actual fraction of the samples 
that are correctly classified from the samples obtained in (4): 

          
     

           
             (4) 

The Precision is the percentage of relevant samples, 
evaluated as in (5): 

          
  

     
              (5) 

The Recall measures the positives identified correctly as in 
(6): 

       
  

     
               (6) 

Where, TP-True Positive, TN-True Negative, FP-False 
Positive and FN-False Negative. 

Based on the findings provided in Table I, it appears that 
the Random Forest method outperformed the Neural Network 
and Gradient Boosting classifier. An individual’s maximum 
level of accuracy was 70.2 percent, which was a reasonable 
improvement above the random guess accuracy of 33 percent. 
Because we used to leave one out cross-validation in this 
situation, the inter-subject accuracy of 56.8% was also quite 
encouraging. It was shown that training a model on an 
individual’s data yielded better results for intra-class 
classification than utilizing data from various persons, which 
could raise concerns about privacy. 

The use of the supervised forward feature selection method 
resulted in considerable improvements to our results. Reducing 
60 feature set from 60 to 10 was done by removing 
unnecessary and distracting features. We were able to enhance 
our performance on the validation set as a result of our 
methodology’s ability to reduce overfitting. This method had a 
10 percent improvement in average accuracy and the maximum 
accuracy we could achieve with wearable devices was 80.6 
percent, well above the accuracy of any previous method for 
EEG classification based on RGB colors. Fig. 9 and 10 
represent the graphs for accuracies at 200ms time window 
using all and 10 features respectively. The classifier was able 
to correctly classify 72% of the subjects on average. The 
accuracy went up to 95% of the time Intra-subject 

classification was likewise superior to inter-subject 
classification in this situation. The accuracy of inter-subject 
classification was raised by 1.3 percent. In this situation, the 
Random Forest approach outperformed both the neural 
network and the gradient boosting techniques. Table II shows 
the results. 

TABLE I. ACCURACY USING ALL FEATURES AT 200MS 

Metrix SVM KNN 

Gradie

nt 

Boost 

Rando

m 

Forest 

Logistic 

Regressio

n 

Neural 

Networ

k 

Inter-

Subject 

Accuracy 

0.456 0.446 0.572 0.668 0.508 0.590 

Average-

Subject 

Accuracy 

0.574 0.514 0.708 0.725 0.606 0.623 

Best-

Subject 

Accuracy 

0.678 0.613 0.769 0.802 0.700 0.800 

 

Fig. 9. Graph for accuracy using all features at 200ms 

TABLE II. ACCURACY WITH 10 FEATURES AT 200MS TIME WINDOW 

Metrix SVM KNN 
Random 

Forest 

Gradient 

Boost 

Logistic 

Regression 

Neural 

Network 

Inter-

Subject 

Accuracy 

0.466 0.477 0.681 0.511 0.488 0.575 

Average-

Subject 

Accuracy 

0.587 0.592 0.820 0.697 0.592 0.613 

Best-

Subject 

Accuracy 

0.678 0.613 0.906 0.820 0.690 0.866 

 

Fig. 10. Graph for Accuracy with 10 Features at 200ms Time Window. 
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Two types of classification were carried out: intra-subject 
and inter-subject. We used to leave out one subject cross-
validation for the second classification, where we trained the 
model using seven subjects’ data and validated it using a single 
subject’s data, then repeated it for all subjects. The average 
cross validation accuracy, ROC-AUC, and MCC of our model 
were used to assess its performance. The original and 
condensed datasets are also included in our results. Fig. 11 and 
12 show the average accuracy, the average AUC score, and the 
average MCC score for both intra-subject and inter-subject 
categorization. Our greatest results were achieved in a 200ms 
time frame. A total of 200ms of experimentation was placed 
throughout this time. All peak frequencies and its harmonics 
have been shown in the Fig. 13 for fast Fourier transform 
(FFT) method that has an important role in processing for the 
discrete signals. 

 

Fig. 11. Average Accuracy, ROC-AUC and MCC Scores for Inter-Subject 

Categorization. 

 

Fig. 12. Average Accuracy, ROC-AUC and MCC Scores for Intra-subject 

Categorization. 

 

Fig. 13. Peak Frequency and its Harmonics for FFT throughout all Nine 

Disciplines. 

V. CONCLUSION 

To help people with disabilities, brain-computer interfaces 
(BCI) have been developed. However, new uses for this 
technology have emerged, such as the expansion of human 
potential. This work presented novel system architecture for 
the BCI, and this article has shown to be easily configured and 
modular to access the different EEG signals. Locked-in 
individuals have no other way to communicate or exert control 
over their surroundings but through the use of a Brain-
Computer Interface (BCI). When conducting a BCI, 
electrocorticography (ECoG) gives superior resolution to non-
invasive methods. EEG signals, on the other hand, have a 
limited range of signal amplitude and bandwidth. ECoG can 
identify gamma activity more quickly than EEG because these 
high frequencies are more closely linked to specific sections of 
the motor, linguistic, and intellectual functions. Classification 
is done using a variety of machine learning algorithms. So, 
SVMs can be used to make generalizations that are good out of 
sample, if the parameters are specified correctly. This suggests 
that SVMs can be robust, even if the training sample has some 
bias, by selecting an acceptable generalization grade. 
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Abstract—Forecasting the behaviour of various wave 

parameters is crucial for the safety of maritime operations as 

well as for optimal operations of wave energy converter (WEC) 

sites. For coastal WEC sites, the wave parameters of interest are 

significant wave height (Hs) and peak wave period (Tp). 

Numerical and statistical modeling, along with machine and deep 

learning models, have been applied to predict these parameters 

for the short and long-term future. For near-future prediction of 

Hs and Tp, this study investigates the possibility of optimally 

training a Long Short-Term Memory (LSTM) model on 

historical values of Hs and Tp only. Additionally, the study 

investigates the minimum amount of training data required to 

predict these parameters with acceptable accuracy. The Root 

Mean Square Error (RMSE) measure is used to evaluate the 

prediction ability of the model. As a result, it is identified that 

LSTM can effectively predict Hs and Tp given their historical 

values only. For Hs, it is identified that a 4-year dataset, 20 

historical inputs, and a batch size of 256 produce the best results 

for three, six, twelve, and twenty-four-hour prediction windows 

at half-hourly step. It is also established that the future values of 

Tp can be optimally predicted using a 2-year dataset, 10 historical 

inputs, and a 128-batch size. However, due to the much dynamic 

nature of the peak wave period, it is discovered that the LSTM 

model yielded relatively low prediction accuracy as compared to 

Hs. 

Keywords—Wave energy converter; significant wave height; 

peak wave period; LSTM 

I. INTRODUCTION 

Ocean or sea waves carry a tremendous amount of kinetic 
energy and are considered an important source of renewable 
energy [1]. These waves have the highest energy density 
among available renewable energy sources [2]. Among the 
different types of ocean waves, it is the wind-generated wave 
that is almost always visible on the sea surface [3]. Maritime 
navigation, commercial, renewable power generation, and non-
commercial activities are thus subject to prevailing wind-wave 
conditions and their future forecast. To describe the nature of 
wind-waves, the complex association of various wave and 
weather parameters needs to be studied. Due to their stochastic 
nature, modelling and forecasting of wind-waves using 
deterministic equations is considered a challenging task [4]. 

Numerical wave modelling [5][6][7], statistical modelling 
[8] [9], as well as machine and deep learning methods 
[10][11][12][13] have been applied to study and forecast the 
nature of wind-waves for short-term and long-term time 

periods. Despite its wide application, it has been reported that 
numerical modelling requires high computation power and a 
large amount of data [14]. As an alternative, machine learning 
models that have outperformed statistical models [9] and 
execute faster than numerical wave models [15] can be used as 
a surrogate for numerical modelling [14]. 

In this study, a deep learning model, specifically long short-
term memory (LSTM), is evaluated to forecast the future 
values of two important wave parameters, i.e., significant wave 
height (Hs) and peak wave period (Tp) [16] for the near-shore 
WEC site. 

The paper is divided into the following sections: Section II 
reviews the literature on wave energy converter, and recent 
machine and deep learning studies on wave parameters 
prediction. In Section III, the problem statement is defined. 
Section IV describes the methodology by explaining the study 
area selection criteria, dataset preprocessing and arrangement 
steps, hardware and software setup, the LSTM model and its 
parameters, and evaluation criteria. Results and related 
discussion are presented in Section V. Finally, in Section VI, 
the conclusion and future work is discussed. 

II. LITERATURE REVIEW 

A. Wave Energy Converter 

A wave energy converter (WEC) generates electric energy 
by converting the kinetic energy of sea waves into mechanical 
energy, which subsequently runs the electric generators to 
generate electricity. Based on their design principles, a wave 
energy converter can be divided into three categories [17]: 

1) Attenuator: This type of WEC rides the waves in 

parallel to the predominant wave direction to generate energy. 

2) Point absorber: The point absorber WEC is a floating 

or submerged structure. It heaves up and down relative to the 

incident wavelength to generate energy. 

3) Terminator: The terminator WEC produces energy by 

physically intercepting a wave by having its principal axes 

parallel to the wave direction. 

The power generation efficiency of a WEC is highly 
dependent on prevailing wave conditions and mostly affected 
by significant wave height (Hs), peak energy wave period (Tp) 
and wave energy period (Te) [16]. The prediction of these 
parameters plays an important part in forecasting energy 
potential and generation, and as well as the operational safety 
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of the WEC site. In a recent study, it has been reported that the 
commercial deployment of WECs still remains low [18]. 
Hence, there is still a lot of room for research and development 
in various aspects of the WEC echo system, including wave 
parameter forecasting using alternative approaches such as 
machine and deep learning. 

B. Wind-Wave Parameters Forecasting using Machine 

Learning Models 

Recently, various machine learning techniques have been 
applied to forecast wind-wave parameters and sea weather. 
One of such studies conducted by Ali et. al. [19] forecasted 
half-hourly peak energy wave period (Tp) using the extreme 
learning machine (ELM), which is a training algorithm for 
single hidden layer feedforward neural network (SLFN). The 
study compared the results of ELM with five other deep 
learning and linear regression models, including recurrent 
neural network (LSTM). A six-year record of peak energy 
wave period was used to train and test the models. An 
interesting finding was presented, which indicates that for Tp 
forecasting, deep learning models (i.e., CNN and LSTM) 
didn’t perform well as compared to ELM. For example, in the 
North Moreton Bay region, the study reported that ELM 
produced a higher R value as compared to CNN and RNN (i.e., 
ELM = 0.963, CNN = 0.932, and RNN = 0.928). Similarly, the 
ELM model resulted in a lower RMSE value as compared to 
CNN and RNN (i.e., ELM = 0.52, CNN = 0.98, and RNN = 
1.24). This study has established that ELM is the better choice 
for half-hourly Tp forecasting. However, the study did not go 
beyond the half-hourly forecast of Tp and how LSTM might 
perform in such a case. Additionally, the study's scope was 
limited and didn’t consider forecasting another important wave 
parameter of interest, i.e., significant wave height. 

In the work presented by Fan, Xiao, and Dong [11], an 
LSTM network was proposed to predict near-future significant 
wave height. The study trained the proposed model on wave 
datasets acquired from ten different locations across the globe. 
Keeping in consideration the gradual development of wave 
height, six parameters were chosen as inputs to the LSTM 
model. These parameters were wind direction, wave height one 
hour ago, and wind speed at 1, 2, 3, and 4 hours ago. The study 
proposed a simple LSTM model with one hidden layer and one 
output layer. The results of the LSTM model were compared 
with five other machine and deep learning models. The study 
reported superior prediction performance when compared to 
the back propagation neural network, extreme learning 
machine, support vector machine, residual network, and 
random forest algorithm. The study suggests using one year of 
data for one-hour forecasting and two years of data for six-hour 
forecasting. Additionally, the study advocates the inclusion of 
wind speed data as a factor to improve the forecasting 
efficiency of significant wave height. However, this study has 
not considered prediction of an important parameter of interest, 
i.e., the peak wave period. 

A long-term (i.e., up to two years) significant wave height 
and peak wave period prediction method based on XGBoost 
and LSTM models was presented by Hu et. al. [15]. The study 
trained and tested the models on hourly data collected for Hs, 
Tp and surface wind over a span of 24 years. The surface wind 

parameters (i.e., speed and direction) were used as inputs for 
each model. The models then predicted Hs and Tp values over a 
span of two years. When compared to the numerical wave 
model WAVEWATCH III (WW3), the results showed that 
machine learning models exhibited an edge over numerical 
model in terms of faster execution. As compared to LSTM and 
WW3, the study reported lower Mean Absolute Percentage 
Error (MAPE) values for XGBoost for both target parameters. 
The study also reported that a tree-based model (i.e., XGBoost) 
came to saturation on the training data beyond 5 years. 
Additionally, it was found that the LSTM model yielded 
improved prediction performance on larger dataset. The study 
concludes that XGBoost is preferable if limited training data is 
available. 

Kim et. al. [13] proposed an interesting technique to predict 
ocean weather by converting 1D ocean data into a 2D image 
and applying convolutional LSTM (ConvLSTM) to predict 
eight ocean weather parameters after one week. The method 
uses the AutoEncoderis for its effectiveness in removing noise 
from data, thus optimizing the training process of ConvLSTM. 
The model took eight parameters as an input. Six of the 
parameters have 20-year of data, while the remaining two have 
4-year of data. The study predicted ocean weather for a 
window of one week with an average error of 6.7%. However, 
this study does not include significant wave height and peak 
energy wave period as target prediction parameters. 

It has been observed in these studies that 

1) Generally, datasets covering various wave and weather 

parameters across multiple years are used to train and test the 

models [19][15][13]. 

2) LSTM and its variants have shown superior forecasting 

accuracy across different time frames and on various sizes of 

training dataset [11] [15] [13]. 

Given the recent applications of LSTM in wave parameters 
forecasting problems, for a near-shore wave energy converter 
site, this study proposes to identify the wave parameters (i.e., 
Hs and Tp) prediction capability of an LSTM model using 
historical values of target parameters only. Hence, a problem 
statement is formulated and discussed in succeeding section. 

III. PROBLEM STATEMENT 

Sea surface waves, or wind-waves, are generally produced 
by the wind blowing over large stretches of water [3]. These 
waves carry a tremendous amount of kinetic energy, which can 
be converted into electricity by using a wave energy converter 
(WEC). Due to its stochastic nature, forecasting various 
parameters of wind-waves is a challenging task that requires 
high computational power and a large amount of time-series 
data. For wave energy converter sites, the wave parameters of 
interest are identified as being significant wave height (Hs), 
peak wave period (Tp), and wave energy period (Te) [16]. For 
near-coast wave energy converter sites, the parameters of 
interest are significant wave height (Hs) and peak wave period 
(Tp). Presented studies have shown that machine learning-
based prediction of these parameters (i.e., Hs and Tp) requires a 
large dataset consisting of various wave and weather 
parameters to train the model. Contrary to this approach, in this 
study, we attempt to answer the following research questions. 
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RQ1: For a near-shore wave energy converter site, can the 
stochastic nature of significant wave height and peak wave 
period be predicted using an LSTM model which is trained on 
their historical values only? 

RQ2: What is the minimum dataset size required to 
optimally train an LSTM model for the wave parameters (i.e., 
Hs and Tp) prediction problem? 

The following research objectives are hence defined. 

RO1: To develop, train and evaluate an LSTM model which 
predicts significant wave height and peak wave period given it 
is trained on their historical values only. 

RO2: To identify the minimal dataset size required to 
optimally train an LSTM-based model for wave parameters 
prediction. 

IV. METHODOLOGY 

A. Study Area 

The coastal areas of east Australia have a high potential for 
wave energy generation [19]. For this reason, this study has 
been designed on the data collected by a moored wave 
monitoring buoy (i.e., the Datawell 0.9m GPS Waverider 
buoy) deployed off the eastern coast of Australia at a latitude 
of 26° 33.960' S, and longitude of 53° 10.870' E. The location 
of the buoy is shown in Fig. 1. The buoy is approximately 8 km 
off the coast of Coolum Beach, Queensland, Australia, and the 
reported water depth at this site is 36 meters. The dataset is 
available under a Creative Commons Attribution 4.0 license 
and can be accessed at the Queensland Government’s open 
data portal (https://www.data.qld.gov.au/dataset/coastal-data-
system-waves-mooloolaba) [20]. 

B. Dataset Description 

To train and test the LSTM model, the wave parameters 
dataset from the years 2000 to 2014 was initially selected as a 
source dataset (Dsrc). The dataset has a temporal resolution of 
30 minutes and consists of 235,708 readings for six parameters, 
namely significant wave height (Hs), maximum wave height 
(Hmax), zero upcrossing wave period (Tz), peak energy wave 
period (Tp), peak direction related to true north (Pdir) and sea 
surface temperature (SST). However, upon initial investigation, 
it was found that Dsrc suffers from missing values in continuity 
(i.e., from March 2nd, 2009, till September 30th, 2009). In this 
case, as shown in Fig. 2., the application of data interpolation 
technique to such a long missing series resulted in undesirable 
values. Thus, a subset (Dsub) of Dsrc was identified for further 
investigation such that Dsub has a smaller number of missing 
data points in continuity. The features of Dsrc and Dsub are given 
in Table I. 

C. Data Preprocessing  

Since one of the objectives of this study is to investigate the 
forecasting of Hs and Tp based on their historical values only, 
thus as a first step, irrelevant parameters are dropped from the 
dataset (Dsub). 

 

Fig. 1. The Buoy's Location off the Coast of Coolum Beach. (Source: Google 

Maps). 

 

 

Fig. 2. Examples of Linear Trend in Interpolated Values due to the Large 

Number of Missing Data Points in Continuity. 

TABLE I. FEATURES OF BUOY DATASETS 

Dataset Location Latitude Longitude 
Water 

Depth 
Dataset Fields Time Period 

Data 

Instances 

Missing or Abnormal 

Values 

Dsrc 
Mooloolaba, 
Australia 

26° 33.960' 153° 10.870' 36 meters 
Date, Time, Hs, Hmax, 
Tz, Tp, Pdir, SST 

20-Apr-2000  
31-Dec-2014 

235,708 22,003 

Dsub 
Mooloolaba, 

Australia 
26° 33.960' 153° 10.870' 36 meters Date, Time, Hs, Tp 

1-Jan-2001 

31-Dec-2008 
136,481 3,774 
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In the second step, it is important to identify the magnitude 
of data anomalies and gaps at both temporal scale and 
parameter level. Thus, at the parameter level, a statistical 
analysis for data anomalies, such as negative or extremely large 
values, is conducted. The results of this investigation are 
presented in Table II, which indicates the absence of any such 
anomalies. 

TABLE II. SUMMARY OF THE DATASET (2001-2008) 

Measure Significant Wave Height Peak Wave Period 

Instances Count 136,481 136,481 

Mean 1.15 8.88 

Standard Deviation 0.49 2.50 

Minimum Value 0.22 2.05 

Maximum Value 5.88 19.22 

25% 0.81 7.02 

50% 1.05 8.74 

75% 1.39 10.55 

In the third step, to identify missing values on a temporal 
scale, a series at a half-hourly step size is generated for each 
day for 8 years starting from January 1st, 2001, to December 
31st, 2008. A date and time-based one-to-one mapping of 
values from Dsub is completed on the generated series. This step 
identified 3,774 missing values in Dsub. The magnitude of 
missing values was smaller than the magnitude of missing 
values in the dataset Dsrc. Interpolation is not applied to the 
segment in which a large series of missing data points is 
identified. For the rest of the data, the linear interpolation 
technique is applied to fill in the missing values. Some 
examples of the interpolated values are presented in Fig. 3. 

At this stage, as per recommendation of a previous study 
[11] and to answer RQ2, three datasets of 2,4 and 8-year data 
are created. These datasets are used to train, validate, and test 
the LSTM model. 

D. Hardware and Software Setup 

For the experiment, the LSTM model is written in the 
Python programming language using the Keras framework. For 
data processing, NumPy and the Pandas libraries are used. The 
programming environment is built on a Windows 10 Pro 
system running on an Intel (R) Core (TM) i7-9750H CPU at a 
clock speed of 2.60 GHZ. All experiments are executed on an 

NVIDIA GeForce RTX 2070 with a Max-Q Design GPU with 
8 GB of RAM. 

E. Long Short-Term Memory Model 

Long short-term memory (LSTM) is a variant of RNN that 
with the help of a forget gate solves the RNN’s problems of 
exploding and vanishing gradient [21]. In an LSTM, each time 
step is represented by an identical neural network cell, which 
by passing its non-linear activation to the next cell builds a 
system memory. This system memory is used to model time 
series data. In Fig. 4, the LSTM network cell is depicted. The 
equations for LSTM cell are given in equations 1-6. 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓)            (1) 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑥𝑡 +  𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖)            (2) 

𝑜𝑡 = 𝜎(𝑊𝑥0𝑥𝑡 + 𝑊ℎ0ℎ𝑡−1 + 𝑏0)            (3) 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑔𝑥𝑡 +  𝑊ℎ𝑔ℎ𝑡−1 + 𝑏𝑔)           (4) 

𝑐𝑡 =  𝑓𝑡⨂𝑐𝑡−1 + 𝑖𝑡⨂𝑔𝑡             (5) 

ℎ𝑡 =  𝑜𝑡  ⨂ tanh (𝑐𝑡)             (6) 

 

 

Fig. 3. Examples of Interpolation Results (Dataset 2001-2008). 

 

Fig. 4. Long Short-Term Memory Configuration. 
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Where, 𝜎 = sigmoid function, W = weight for each layer, xt 
= input in time step t, b = bias, tanh = hyperbolic tangent 
function, ⨂ = element-wise product, ct = main message passed 
between the steps, ft = forget gate, and ht = value passed to the 
next cell. 

An LSTM model is designed to predict half-hourly 
forecasts for significant wave height (Hs) and peak wave period 
(Tp) at four different forecast windows. The model takes 
historical values of Hs and Tp as input. The model has three 
layers (L1, L2, and L3). A dropout layer (D) is added after the 
L2 layer. For its better performance, Adaptive Moment 
Estimation (ADAM) is employed [13]. The parameters of the 
LSTM model are provided in Table III. 

TABLE III. LSMT MODEL PARAMETERS 

Parameters Value 

L1 32 

L2 16 

L3 8 

D 0.2 

Activation Functions Hyperbolic Tangent 

Optimizer  ADAM 

Learning Rate 0.001 

Patience  5 

F. Evaluation Criteria 

To evaluate the prediction efficiency of the model, the root 
mean square error (RMSE) measure is used. The formula to 
calculate RMSE is presented in equation 7. 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑜𝑖 − 𝑝𝑖)2𝑛

𝑖=1             (7) 

Where oi = observed value and pi = predicted value. 

V. RESULTS AND DISCUSSION 

To predict significant wave height and peak wave period 
for the WEC site, four experiments are designed for each 
dataset in which a combination of historical inputs (Hi) and 
batch sizes (BS) are used to train the LSTM model. The 
validation data split of 20% remains constant across 
experiments. The evaluated combinations are presented in 
Table IV. The model is tested on its half-hourly prediction 
accuracy at four near-future windows, i.e., three, six, twelve, 
and twenty-four hours, and their results, in the form of RMSE 
values, are presented in Table V. 

The RMSE values for the near-future prediction of 
significant wave height indicate that the model trained on 4 
years of data, 20 historical inputs, and a batch size of 256 
outperformed all other Hs prediction experiments. The RMSE 
values for the half-hourly 3, 6, 12, and 24-hour forecasts are 
0.0279, 0.0268, 0.0334, and 0.0327, respectively. It is also 
observed that the lowest RMSE values for half-hourly 3, 6, 12, 
and 24-hour forecasts are produced by model trained on either 
2 or 8-year of data. This indicates that the optimal prediction 
efficiency of the LSTM model is related to the dataset size, 
which in this case is 4 years. Hence, to predict the complex 
behaviour of Hs optimally, 4-year significant wave height 
historical data is sufficient. The best-performing prediction 
results for significant wave height are shown in Fig. 5(a). 

TABLE IV. EXPERIMENTAL COMBINATIONS 

Dataset Historical Inputs (Hi) Batch Size (BS) 
Forecast 

Windows 

2-year  

4-year  

8-year 

10 128 
3-hour 

6-hour 
12-hour 

24-hour 

10 256 

20 128 

20 256 

TABLE V. PREDICTION RESULTS (RMSE) 

   Significant Wave Height Peak Wave Period 

Datasets Hi BS 3H 6H 12H 24H 3H 6H 12H 24H 

2 Years 

 

10 128 0.0356 0.0417 0.0701 0.0693 0.1260 0.1713 0.2369 0.4094 

10 256 0.0338 0.0411 0.0720 0.0705 0.1653 0.1973 0.2569 0.4123 

20 128 0.0361 0.0401 0.0693 0.0690 0.2223 0.2574 0.2972 0.4157 

20 256 0.0374 0.0421 0.0696 0.0708 0.1901 0.2311 0.2777 0.4200 

4 Years 

10 128 0.0356 0.0315 0.0467 0.0444 0.9196 1.6406 1.6669 2.0899 

10 256 0.0306 0.0286 0.0461 0.0426 0.8620 1.7244 1.7385 2.0853 

20 128 0.0470 0.0427 0.0537 0.0499 0.8360 1.7622 1.7986 2.1027 

20 256 0.0279 0.0268 0.0334 0.0327 0.8545 1.8000 1.8334 2.1314 

8 Years 

10 128 0.0623 0.0546 0.0484 0.0463 0.2872 0.4008 1.1169 0.8585 

10 256 0.0595 0.0558 0.0534 0.0542 0.3865 0.4624 1.1541 0.9006 

20 128 0.0734 0.0624 0.0559 0.0518 0.3668 0.4501 1.1378 0.9234 

20 256 0.0582 0.0543 0.0516 0.0516 0.4556 0.5137 1.1858 0.9310 
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(a) 

  

  
(b) 

Fig. 5. Best Prediction Results for, (a) Significant Wave Height, (b) Peak Wave Period. 

For all near-future forecast windows, the forecast for the 
peak wave period is best produced by the smallest dataset and 
with the minimum historical inputs and batch size (i.e., 2-year 
dataset, Hi=10, BS=128). The RMSE values for half-hourly 3, 
6, 12, and 24-hour forecasts are 0.126, 0.1713, .2369, and 
0.4094, respectively. However, when compared to the model’s 
forecasting ability for significant wave height, these values 
remain high. This indicates that for Tp prediction, the model is 
not efficiently identifying the trend for a relatively much 
dynamic pattern of Tp. It is also observed that the model trained 
on a larger dataset, i.e., an 8-year dataset, performed well as 
compared to the model trained on a 4-year dataset. The worst 
performing RMSE values for Tp are generated by the model 
trained using 4-year data. Fig. 5(b) depicts the best-performing 
prediction results for the peak wave period. 

VI. CONCLUSION AND FUTURE WORK 

A wind wave is a type of ocean wave that is generally 
present on the sea surface and affects navigation, commercial, 
power generation, and non-commercial activities taking place 
in a maritime environment. Thus, the study of wind-wave state 

prediction plays a pivotal role in the planning, execution, and 
safety of these activities. 

In this study, from the point of view of a near-shore wave 
energy converter site, the effect of minimal training parameters 
and dataset size on the LSTM-based significant wave height 
and peak wave period prediction model is investigated. 

Three datasets with variable temporal length were prepared, 
and on each dataset, four experiments were conducted to 
investigate the prediction ability of LSTM based on the target 
parameter’s historical inputs and batch sizes. In addition, the 
study investigated the minimum dataset size required for the 
training of the LSTM model. 

It was found that for significant wave height, the LSTM 
model generated better results using a 4-year dataset, 20 
historical inputs, and a 256-batch size. It was also observed that 
for the peak wave period forecast, the model didn’t perform as 
well as compared to the significant wave height forecast. 
However, it was identified that a 2-year dataset with 10 
historical inputs and a 128-batch size yielded the best results 
for Tp prediction. Based on the presented results, the study 
concluded that future values of Hs and Tp can be predicted by 
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training an LSTM model on their historical values only. 
Additionally, the study also identified the minimum size of the 
dataset (4 years for Hs and 2 years for Tp) required to train and 
predict the future values of Hs and Tp. 

Development of a LSTM model which can forecast both Hs 
and Tp with a similar sized dataset and accuracy can be 
considered as future work of this study. 
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Abstract—The significance of context-based services is 

significantly increasing with the advancement of integrated 

technologies of sensors and ubiquitous technologies. The existing 

approaches are reviewed to find out that identification of user's 

activity has more scope of improvement. After reviewing the 

current literature towards context-based methodologies, it is 

found that existing methods are devoid of considering dynamic 

context; while the modelling perspective is mainly towards 

considering predefined and static contextual information. 

Further, existing models doesn't have any inclusion of potential 

belief system nor any incorporation of service matching. Further, 

practical world case-studies is characterized by complex activity 

of user while it is quite challenging to extract the accurate 

contextual information associated with complex user activity. 

From the practical deployment scenario, the existing system 

offers less supportability toward collaborative network, which is 

highly essential to be considered for constraint modelling for user 

activity detection. Therefore, the proposed manuscript 

contributes a solution towards existing research problems by 

introducing a Dynamic User Activity Prediction using Contextual 

Service Matching Mechanism. A mixed research methodology is 

used to prove how service matching mechanism is important in 

contextual service discovery using multimodal activity data. The 

first contributory solution towards addressing the research 

problem is by introducing a novel and simplified belief system 

that considers both static contextual parameters as well as 

dynamic activity-based contextual parameter. The second 

contributory solution towards existing problem is to develop a 

novel service matching module that takes the input from service 

reposit, user calendar events, and collaborative units for assisting 

in similarity-based recommendation system. The model considers 

Hidden Markov Model for activity determination considering 

states of activity. With a combined usage of user activity context, 

feature management, and collaborative model, the proposed 

system offers better granularity in investigating user activity. 

The experimental and simulation analysis of the proposed 

outcome shows the enhanced accuracy performance of proposed 

system under different test environment. The study also 

investigates the impact of the service matching mechanism as 

well as relevance feedback on the accuracy to find that the 

proposed system excels better accuracy. 

Keywords—Contextual information; service discovery; 

prediction; ubiquitous computing; user activity 

I. INTRODUCTION 

With the significant advancement in Information and 
Communication Technology (ICT) in various fields e.g. mobile 
network, cloud computing, Internet-of-Things (IoT), etc. there 

is abundant information in multiple forms [1][2]. However, 
such raw information is never directly useful for anyone and 
hence this leads to the birth of contextual information [3]. The 
usage of contextual information is found in the human-centric 
application, community-based application, and opportunistic 
application. They are further found in various classified 
applications e.g. user tracking, identification of human activity, 
social network, environmental monitoring, healthcare sector, 
etc. The majority of the identification of the human-based 
activity is carried out using smartphones, wearable sensors, 
development boards, etc. A context can be defined as sensed 
data utilized for representing the specific state/circumstances of 
a defined entity [4]. Contextual information is closely 
associated with sensory data. It is quite evident that there are 
various sources of origination of contextual information where 
the major complexity is to represent the accurate context in 
presence of higher uncertainty [5]. Various forms of reasoning 
approach, as well as dynamic interpretation, is essential for 
modeling contextual information from abstraction process at 
high-level [6][7]. The robustness of the contextual modeling 
must be minimized to enhance their technology adoption as 
well as to ensure better compatibility with the upcoming 
application of ubiquitous computing. Effective modeling of 
contextual-based services also calls for the inclusion of 
heterogeneity as well as comparability, which is highly 
essential in framing up the application of user activity 
detection. At present, there have been various research work 
being carried out towards context-based application, where 
different methodologies and environment has been considered 
[8]-[12]. 

However, irrespective of such research work, various 
challenges still exist in the area of contextual modeling. 
Various researchers have reported various levels of difficulties 
as well as technical challenges associated with contextual 
information [13]-[17]. Out of various challenges, some of the 
challenges associated with contextual information modeling 
are the complicated relationship among the context along with 
ambiguity in the dependencies of various internal factors [18]. 
If the model suffers from inaccurate reasoning then it fails to 
offer a significant conclusive interpretation of the queried 
context. To improve the accuracy of user activity detection 
from contextual information, existing research approaches are 
found to adopt supervised learning techniques (e.g. k-nearest 
neighbor, Support Vector Machine, etc.), fuzzy logic, naïve 
Bayesian, Decision tree, and stochastic approach. The prime 
issues in such algorithms are i) hardcoded thresholding, ii) no 
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preference to quality, iii) problematic validation scheme, iv) 
less computationally efficient, v) accuracy depends on the size 
of the dataset, etc. All these issues have not yet been solved in 
the present state of research work and only some of them have 
been addressed concerning user activity. From the viewpoint of 
user-activity detection, one of the most challenging aspects is 
to perform prediction of upcoming user activity as well as 
intention. This research problem is less emphasized in the 
existing system and hence this manuscript introduces context-
based solution to address this problem. 

The proposed system also implements a novel mechanism 
of Markov modeling for enhancing the predictive operation of 
dynamic user activity using contextual service mechanism. 
Section II discusses the existing research approaches towards 
using contextual information followed by outlining problem 
identification in Section III. The adopted research methodology 
is briefed in Section IV followed by a discussion of the 
analytical model in Section V. The discussion of the predictive 
approach is illustrated in Section VI. The simulation approach 
is discussed in Section VII while the discussion of obtained 
results is discussed in Section VIII. Finally, Section IX 
summarizes the finding as well as the contribution of the 
proposed study. 

II. RELATED WORK 

Usage of context has always been proven to be an essential 
factor for extracting certain latent traits when the information is 
quite bulky and unorganized. Existing research work has a 
different mechanism to use the service factor for catering to the 
demands of the developed design. 

Most recently, the formulation of the context factor is 
implemented by Ehatisham-Ul-Haw [19] towards an activity 
recognition system. In this approach, the granularity of the 
context is obtained from the behavioral aspects of the user 
where a classification modeling is carried out to identify fine 
and course-grained activity. Yachir et al. [20] have introduced 
a framework for service discovery followed by service 
selection in IoT applications. However, less evidence is shown 
to prove that the selection process offers higher reliability. 
Other authors e.g. Guo and Ma [21] and Yao [22] offer to 
construct a ubiquitous system with an aid of context. The 
uniqueness in the study of Guo and Ma [21] is that a scheduler 
system is designed for context-awareness based on activity 
data obtained from wearables. This system makes use of a 
smartphone that acts as a gateway for data aggregation from 
multiple wearables as well as it also carries out scheduling 
operations to implement a context-aware engine. 

The work carried out by Klimek [23] has developed an 
intelligent mechanism for context-awareness associated with a 
use case of mountain hikers. The data is obtained from various 
sensors as well as mobile networks followed by data 
processing and analysis of human activity. The work carried 
out by Shen et al. [24] have developed a model where activities 
of human are assessed for understanding its gesture The data is 
captured from the wristband followed by applying 
classification technique to determine the activity context. The 
performance of such monitoring-based applications could be 
further enhanced using ontology as seen in the work of Ni et al. 
[25]. Pahlevan et al. [26] have harnessed the potential of 

contextual information for developing a dynamic algorithm 
using financial data captured from web services. Although such 
an approach assists in the identification of activity to some 
extent there was no inclusion of a classification approach for 
further enhancing the performance of detection of user activity. 
There are various studies to prove that the process of 
identification of various activities can be further enhanced 
using the clustering approach. Existing studies have witnessed 
the usage of extreme learning mechanisms for activity 
recognition systems as seen in the work of Chen et al. [27]. 
The study has used a neural network for identifying the activity 
of humans based on sensory data. Study on classifier design for 
a similar purpose is also seen in the work of Wang et al. [28]. 

Various studies are being explored towards user activity 
prediction. The work carried out by Alam et al. [29] has 
presented an algorithm that can predict user activity using the 
Markov model of finite order to ensure the prediction accuracy 
of 88%. The sensor-based contextual data can be also used for 
developing an application for identifying user activity. The 
work carried out by Pham et al. [30] has used a sophisticated 
machine learning scheme for recognition of human activity 
motivated by Long Short Term Memory and Convolution 
Neural Network. The activity data used in the study bears the 
characteristic of spatial and temporal aspects using capsule 
networks. A study towards a prediction-based approach was 
also presented by Huang et al. [31] that takes the contextual 
information for forecasting the most probable mobile 
application using time and location information as the context. 
The study outcome is benchmarked with linear and Bayesian 
network models. However, the limitation of this model is its 
higher dependency on manual setting of threshold that is not 
feasible in many of the smart applications. The work carried 
out by Kim et al. [32] has used a Bayesian network for 
predicting using historical contextual data showing 90% of 
accuracy performance. Lawal and Bano [33] have used a 
convolution neural network with two streams to localize 
human activity. 

Elmalaki et al. [34] presented a framework that can 
significantly discretize between decision-making and 
application logic. The authors have presented a system to 
configure sensitivity using a java package for discovering the 
level of upcoming sensitivity. Implemented using the 
prototype, the study outcome has proven reduced overhead and 
reduced processing time. However, the model significantly 
misses analysis of any significant behavior as it is too dynamic. 
Xu et al. [35] have used q-networks to localize the human 
activity from the video sequence using Spatio-temporal 
aspects. At present context-based research work is also studied 
concerning ubiquitous and pervasive computing for better 
compatibility with upcoming wearable devices. A learning 
approach with a higher degree of activeness can superiorly 
assist in exploiting the power of context factors as shown in the 
study of Hsu et al. [36]. A development environment is 
designed for building navigation systems with better efficiency 
in learning. However, the model misses various essential 
functional tracks important in ubiquitous learning as well as it 
doesn’t discuss any form of synchronization/communication 
among multiple devices for sharing context. Most recently, 
Kamberov et al. [37] have performed an investigation about the 
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significance of device integration for contextual sharing. 
However, the idea presented is without any numerical proof 
despite its potential thought. Popescu et al. [38] have 
developed an automated machine learning system for human 
activity recognition systems. 

Xu [39] has also presented a study towards context-based 
services towards mobile data associated with activity detection. 
According to Khalid et al. [40], a better optimization principle 
can upgrade the performance of predictive accuracy that can be 
used for recommendation systems as well. Hence, the author 
applied swarm intelligence on the contextual information 
aggregated from the social network to perform 
recommendations. The recommender also maps various cloud-
based services for the users to offer better precision. A similar 
form of study has also been carried out by Kim and Yoon [41] 
by additionally using probabilistic-based graphical structure. 
Study towards recommendation system is also carried out by 
Neto and Sales [42] in the context of the education system. 
Therefore, this section offers evidence that there has been 
considerable work being carried out towards using context-
based information for curving activity detection by multiple 
means. Apart from these, there are some recent studies that has 
been carried out towards similar direction viz. classification 
system of activity (Singh et al. [43]), activity modelling using 
behavioral context (Asim et al. [44]), adaptive model of 
intervention using user-centric approach (Bilal et al. [45]), 
recognition of human activity (Siddiqi et al. [46]). 

Therefore, various studies have evolved out to address the 
problems in activity detection and analysis characterized by 
benefits as well as issues. The next section outlines the 
research problems extracted from existing studies. 

III. RESEARCH PROBLEM 

The previous section has briefed that various research-
based approaches do exist to offer to the model of the user 
activity. However, there are following open-end issues that are 
required to be addressed for further improving context-based 
user activity identification-based services. The open end 
problems captured after reviewing the existing literature in the 
prior section are as follows: 

 Lack of Considering Dynamic Context: Existing 
studies mainly consider the static context where the 
information is either from a dataset or from a synthetic 
approach without the inclusion of any time-based 
properties in it. Hence, modeling of user activity 
detection based on static context is less reliable when 
exposed to the real-time environment of deployment. 

 Doesn’t include Robust Belief System: A robust belief 
system is always dependent on the deciding factor as 
well as dynamic observation. Normally, information 
related to belief is considered to be stored in an 
information server that is used for matching the queried 
user identity. Hence, the normal (or static) belief 
system is not in a condition to offer stable specificity 
performance and very often its accuracy degrades 
exponentially. 

 Non-Inclusion of Service Matching: Existing system 
has less potential contributions towards an effective 
service discovery for assisting multiple numbers of 
users with heterogeneous context. Developing a service 
matching system is yet a computationally challenging 
problem in the case of the availability of dynamic 
context. At present, there is no such research work that 
has proven cost-effective service matching based on 
dynamic contexts. 

 Complex User Activity Detection: At present, there are 
large numbers of studies in the last decade 
corresponding to user activity detection. But the major 
pitfalls are i) considering less number of features (or 
context), ii) less change of environmental parameters 
during the collection of context, and iii) usage of 
available optimization techniques that use an iterative 
process. It should be known that such a model of user 
activity detection is not in support of low-powered 
devices in mobile networks. 

 Less Supportability of Collaborative Network: The 
absence of a collaborative network is another 
significant loophole that doesn’t support the 
application to support ubiquitous computing. Although 
there are many research works claiming to support 
ubiquitous computing, none of the research work at 
present is reported to offer the supportability of a 
collaborative network that is an essential backbone of 
any ubiquitous application. 

Apart from the above highlighted research problem, an 
essential observation is that there is a potential research gap 
where the core limitation of an existing literatures that 
considers static context. However, the practical applications of 
user activity determination demands inclusion of dynamic 
context. Hence, the prime motivation is to develop a scheme 
which can be practically validated where dynamic context 
modelling can be carried out with a potential and simplified 
belief system. With an upcoming smart and intelligence 
applications, services, and robots [47]-[49], there is a need to 
include the dynamic context as well as service modelling to 
make it properly functional. Hence, this acts a prime 
motivation factor to carry out development of proposed system. 
The proposed system considers the adoption of dynamic 
context, includes a comprehensive belief processing system 
using the CIOB model [50], develops a novel service matching 
mechanism with higher supportability of a collaborative 
network, and offers cost-effective user activity detection. The 
above-mentioned points of research problems are addressed in 
the proposed system as discussed in the next section. 

IV. PROPOSED METHODOLOGY 

The present work is an extension of the prior contextual 
model named CCSS [51] that uses a Context Collection and 
Request analysis Unit (CCRU) for refining the user request at 
the first level using beliefs and further refines the request using 
Collaboration Unit (CU) to match the service requirement of 
the user. The use of user activity as a context in Ubiquitous 
computing has been shown in many studies, by using 
inefficient service matching in the service discovery model. 
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This motivated us to address the use of user activities as one of 
the important contexts in the service matching process of the 
service delivery model. 

The main aim of the proposed model DUAP is to 
incorporate the additional context of multiple user activities 
along with user profile and another context into the CIOB 
model [50] to get the best possible match of the desired service 
for the user in the ubiquitous application. 

The idea is also to extract significant features from the 
activity context to generate dynamic belief and predict the most 
appropriate service. Referring to Fig. 1, the Service Matching 
Mechanism (SMM) exploits both static and dynamic context as 
multi-modal context along with recommendations and 
relevance feedback mechanism. The mechanism functionality 
is as described. The basic CIOB model takes multi-modal static 
context parameters such as user profile, location context, 
environmental context, etc. There is the inclusion of additional 
context information in the CIOB model namely activity 
context. The activity is dynamic as well every activity context 
holds certain hidden intentions. Getting the context as an 
intention from users’ activity may assist SMM, service 
discovery, and customization of service. If the accurate activity 
and their respective features of the user are known then it is 
possible to determine the multi-modal user activities such as 
the status of different gestures like walking, sitting, running, 
etc. This is feasible by computing from linear and angular 
acceleration in x, y, and z planes given by accelerometer and 
gyro meter fixed with the portable mobile devices. These 
gestures along with their other context can be mapped to their 
probable intentions by behavioral pattern analysis. For 
example, if a person is running from the past one hour from 
one location to another in the early morning then the system 
predicts his behavior or intention as the user is jogging. This 
user may look for some health drinks, so that the health drink 
service discovery may notify and collaborate both the user and 
the service content. If the past pattern of the user is captured 
and the system has a continuous learning mechanism then the 
ultimate goal of the context-based service tailoring may be 
achieved. 

The research methodology adopted for the study is a 
mixed-mode where experimental, analytical, and simulation 
have been carried out. Fig. 2 shows the flow adopted in 
designing the research methodology. The contribution of the 
proposed system are as follow: 

 Capturing Data from Wearable Device Module: A 
prototype is developed for a wearable device using a 
microcontroller and Smartphone. It can capture the 
sensory signals and split the signals into two forms of 
features i.e. time domain and frequency domain 
feature. This offers better granularity in numerical 
analysis resulting in enhanced accuracy. 

 Context Formulation: A significant mathematical 
modeling is carried out for formulating the context of 
the user activity. The prior CCSS model is used as well 
as the CIOB model where the context parameters are 
directly fed to the belief model to formulate a belief 
system regarding the queried activity tracked from 
wearable devices. 

 Similarity Matching Mechanism: This block mainly 
takes the input of belief and along with service 
deposits, user event calendar, and the collaborative 
unit, it performs matching of the queried user activity 
to understand its intention. The term intention could be 
also related to any emergent action undertaken by the 
user owing to certain critical conditions in either 
positive or negative aspects. It performs further 
operations: 

o User Activity Modeling: This block is 
responsible for allocating mathematical variables 
for defining user activity concerning time 
instances and contextual information. 

o Model Fitness: This block maintains a check on 
the goodness of the proposed model in presence 
of uncertainties. This is mainly used for ensuring 
prediction of the next level of activity also. 

o Anticipation Function: As the proposed system 
performs predictive analysis hence this function 
is used for retaining the anticipated outcomes for 
analysis of the correctness of the identified 
user’s intention. 

o HMM Incorporation: Hidden Markov Model 
(HMM) is mainly used for modeling the 
proposed analytical model and it is explicitly 
used for determining the upcoming user activity 
based on the higher probability value of the user 
context. 

 

Fig. 1. Schema of Proposed System of DUAP. 

 

Fig. 2. Top Level Architecture DUAP. 
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The complete modeling is carried out in two stages i.e. 
training stage and the validation stage. The training stage 
consists of capturing the real-time multiple dynamic activities 
from multiple users to build a trained dataset using the main 
block of SMM. In the validation stage, the inputs are taken 
from different users to formulate a query for testing the 
effective predictive capability of DUAP. The contribution of 
the proposed methodology is that it offers discrete set of 
information that assists in analyzing the model more 
effectively. For this purpose, the experimental approach is used 
for aggregating data while the analytical approach is used for 
the complete implementation of the predictive approach based 
on contextual user activity. Finally, the simulation method is 
used for assessing the final trends of research outcomes. The 
next section illustrates the analytical modeling of DUAP. 
Hence, adoption of all the three research methodologies, unlike 
any existing system reported in Section II, assists to 
accomplish the target aim of proposed model. 

V. ANALYTICAL MODELING 

This section presents an elaborated discussion of the 
proposed analytical modeling meant for signifying the 
importance of the service matching mechanism towards 
contextual service discovery. For effective analytical modeling, 
the study consider a situation where heterogeneous sensors 
were deployed in the embedded form to extract dynamic user 
activity-based information. Consider that variable I to represent 
set of information captured from the wearable device where the 
study considers different sets of user activity as u1, u2, u3, u4, 
and u5. Consider that a variable S represents problem space 
where different contextual information about the features 
resides corresponding to all the instances of sensory data 
collected. Empirically, it can be expressed in Equation (1) as, 

                                (1) 

The study considers that A: S x I is an analytical model that 
is responsible for mapping all the test order o such that o ϵ I as 
well as S x Iβ, where the variable β may consider as service 
decision in terms of problem space. To check the significance 
of user activity in proposed model, a function ϕ is deployed to 
check the mode fitness. It can be expressed in the form of 
Equation (2): 

 ( )                  (2) 

In the above equation, the argument x of the function ϕ 
represents [   (    )]    while the variable y should 
represent m.I and the variable m represents times of 
information being relayed from the sensor. Therefore, it can 
say that service decision β is nearly equivalent to the problem 
space of the information instance. The model fitness of the 
work initiates by considering instances of the test say δ; hence, 
δ will be a subset of m. I consider that γ(o) be the probability 
factor where the order o is a part of δ itself. The anticipation of 
the assessment function ϕ(x) is represented mathematically as, 

  ∑ ( ( )  ( ))                (3) 

In above Equation (3), the numerical outcome of ϑ is 
required to be emphasized for enhancing the service discovery 
as well as service matching mechanism to obtain best-matched 

services. Therefore, considering that Aop is the optimized 
analytical model representing best-matched service, the above 
expression (3) is reformulated as follows: 

        [ (   )]             (4) 

Although, there are various forms of context-based 
information associated with belief formation. Different forms 
of user activity will also have different forms of context and 
hence, it is not possible to give a shape of every discrete 
morphology of all contexts. Therefore, the study considers that 
there are two cases of context say αa and αp that corresponds to 
the active context and passive context respectively. The 
proposed model will also consider that these two forms of 
context (active/passive) will be evaluated based on the 
corresponding analytical model's Aa and Ap respectively for 
formulating a better predictive model. The inclusion of 
probability is considered in this i.e. γ(αa) and γ(αp) 
corresponding to type αa and αp respectively. Lemma-1 
illustrates this operation as follows: 

Lemma-1: Consider that Aop is the best service model on 

instance δ i.e. Aop= Aop(a)+ Aop(p), which will mean that 

Aop(a) is the best-matched service for δa and Aop(b) is the 

best-matched service for δp. 

Proof: It is obvious that despite the presence of different 

forms of context viz. α1, α2, α3, …. αn, which will mean that 

there are n-number of context information about the user 

activity, then, 

α=α1 + α2+ α3+ ….+ αn                                (5) 

Consider that αa={ α1, α7, α9, ……} and αp={ α2, α4, α10, 

……} than it can be said that, 

α= αa+ αp           (6) 

where, (αa+ αp) ≤ n. Similar fact discussed above is also 

applicable to the time instance δ with respect to δa and δp. 

Hence, it can also be written as, 

Aop(a)=MaxA(a) ϑ[δa, Aa]          (7) 

Aop(p)=MaxA(p) ϑ[δa, Aa]          (8) 

The above expression also assists to offer the conditions 

e.g. γ(αa). ϑ[δa, Aop(a)] is greater than γ(αa). ϑ[δa, Aop]. 

Similarly, the next condition will be γ(αp). ϑ[δp, Aop(p)] is 

greater than γ(αp). ϑ[δp, Aop]. The concatenation of these 

will yield, 

γ(αa). ϑ[δa, Aop(a)]+ γ(αp). ϑ[δp, Aop(p)]        (9) 

and the above expression (9) is always greater than ϑ[δ, 

Aop]. However, logically, as Aop=MaxA. γ[δ, A]. Therefore, 

from Equation (9), it can be mathematically presented that, 

ϑ[δ, Aop]=γ(αa). ϑ[δa, Aop(a)]+ γ(αp). ϑ[δp, Aop(p)]     (10) 

However, in simpler meaning, it can be said that Aop= 

Aop(a)+ Aop(p). 
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The advantage of using the Lemma-1 is that the proposed 
system can apply its process of service matching mechanism 
for all the time instances of context data by exploring the 
optimized composition of the time instances itself within the 
scope of contextual forms. Hence, the inference of the term 
active and passive is highly flexible and extensible too and can 
be fine-tuned as per any application-level deployment. 
However, still, it is quite a challenging task for exploring the 
best service associated with the obtained belief from dynamic 
data of user activity. Hence, Hidden Markov Model (HMM) is 
applied over the various instances of information I. Once the 
system develops the belief factor considering both static as 
well as dynamic context (user activity context parameters), the 
service matching model will be responsible for predicting the 
form of the context based on the input of user activity. Hence, 
HMM can be significantly used for determining the 
consecutive probable activities and it can potentially assist in 
user activity prediction based on its corresponding contextual 
information. Therefore, the variable I is considered as training 
data that will be used for computing the HMM parameters and 
hence it splits the variable I in such a way that I=[I1 I2], where a 
subset of information I1 is used for training purposes for 
implementing the predictive operation of HMM while I2 could 
be used for enhancing the contextual performance during 
comparative analysis with the trained data. Hence, better 
training using HMM could be used for contextual prediction of 
user intention. 

VI. HMM-BASED ACTIVITY DETERMINATION 

This section presents the mechanism of determination of 
consecutive probable activity with the help of HMM. The 
concept of the analytical model is presented in the prior section 
to develop a similar HMM-based model for user activity 
determination. For this purpose, a matrix mU is considered to 
denote all feasible dynamic activity of user such that consists 
of elements as u1, u2... uN. The algorithm takes an input of user 
activity (Line-1) and performs extraction of the features f 
concerning time (ft) and frequency (ff) domain (Line-2). For all 
the values of service reposit and user calendar events (Line-3) 
to assess the user activity u, Markov model A, transition state, 
and anticipated outcome of the prediction. Further elaboration 
is as follows: Here, the variable A is considered to be a Markov 
chain for assisting in determining the transition state in the 
form of probability γ(uj | ui). This denotes the transition of user 
activity ui to uj. The algorithmic steps for this purpose is shown 
as following: 

Algorithm for User Activity Determination 

Input: u (user activity) 

Output: ϑ (expected outcome), trans_state (transition state) 

Start 
1. get U(t)={u1, u2, ….uN} 

2. f[ft ff] 

3. For i=1:p 

4.  Obtain α={αa, αp} & A={Aa, Ap} 

5.  trans_state=[γa(uj |ui) γp (uj| ui)] 

6.  ϑ[δ, Aa, Ap]=γ(αa). ϑ[δa, Aa]+ γ(αp). ϑ[δp, Ap] 

7. End 

8. End 

End 

Hence, it can be said that u  mU. Hence, the maximum 
probability of transition associated with user activity can be 
denoted as a(u) corresponding to the user activity u. 
Mathematically, it can be represented as, 

 ( )         (   )           (11 

According to the principle of HMM, the Markovian 
characteristics can be depicted for a(u) that is considered to be 
an elite forecast for the consecutive activity of the user. This 
condition is only valid if u is considered to be the present form 
of activity (or state). Therefore, a better form of user intention 
can be formulated from multiple dynamic activities where a 
selection of the most elite transition state is carried out for the 
consecutive state in the predictor design. Considering arbitrary 
samples from the δ instances of the HMM, the model can 
easily compute the accuracy of the HMM prediction as 
following: 

     ∑                  (12) 

As the presented model is all about probability for 
computing the next transition state, hence, the right-hand side 
of Equation (12) will signify probability γ as γ(u). γ(a(u)|u). 
The model uses similar contextual parameter α= αa+ αp where 
Aa and Ap is considered as similar chain parameters for HMM 
corresponding to context form of αa and αb respectively. It will 
also mean that the system implements Aa and Ap Markov chains 
for determining the contextual form of ua and up respectively. 
Therefore, 

Transition state of Aa= γa(uj |ui) 

Transition state of Ap= γp (uj| ui)          (13) 

Therefore, equation (10) in Lemma-1 can be now 
remodeled concerning Aa and Ap HMMs corresponding to 
instances of δa and δp respectively as follows, 

 [       ]   (  )  [     ]    (  )  [     ]        (14) 

The above-mentioned formulation is only valid if a 
selection of δa and δp is carried out based on arbitrary order to 
Aa and Ap. In the above Equation (14), the variable γ(αa) and 
γ(αp) represent test order in terms of probability whose scope 
resides within the two contextual categories. It will eventually 
mean that ϑ[δa, Aa] and ϑ[δp, Ap] is empirically equivalent to 
γa(u). γa(aa(u) | u) and γp(u). γp(ap(u) | u) respectively. One 
interesting fact about this model is that it suits very well with 
the CIOB model [43] in the decision generation module which 
consistently interacts with the belief processing module, where 
both update the information server. Therefore, the suitability of 
this predictive model is better justified using HMM approach 
over the contextual user’s activity data. 

The Lemma-2 discussed above exhibits the significance of 
retaining HMM features only in the cases when the information 
includes the inherent characteristics of the Markov principle. 
Therefore, this provides the evidence that incorporating HMM 
significantly assists in the prediction of user activity as a next 
probably states. However, the complete accuracy is directly 
depending on the size of the data. The significant contribution 
of this model of HMM is that it splits the data (to be trained or 
already trained) into multiple smaller parts to extract the 
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context of the user’s intention, unlike any existing approaches 
reported in literature. The next section discusses the outcome 
accomplished from the proposed study. 

Lemma-2: The significance of user activity and service 

matching mechanism for a model A is developed on the basis 

of on trained information I where Aa and Ap and designed 

depending upon Ia and Ip respectively. Therefore, the 

significance of service matching is maximum only when ϑ[δa, 

Aa] is found greater than ϑ[δa, A]. Similarly, it is also valid for 

ϑ[δa, Aa] is found greater than ϑ[δa, A] 

Proof: In this case, the model considers that the initial 

contextual form αa has the probability of γ(a(u), u|αa) 

representing its present user activity being u and consecutive 

user activity being a(u). Hence, it can be stated that updated 

anticipation function ϑ[δa, A] is equivalent to the summation 

of γ(a(u), u|αa), where u  mU. The overall sum is also said to 

be equivalent to the summation of γ(a(u)|u, αa). γ(u|αa). The 

generalized structure of this summation then becomes the 

summation of γ(a(u)|u, αa). γ(u). Therefore, a closer look at 

this logic will show that the expression γ(a(u)|u, αa). γ(u) is 

very much lesser than γa(aa(u)|u, αa). γa(u), which can be 

shortly written as ϑ[δa, Aa]. Hence, this will prove that ϑ[δp, A] 

is significantly less than ϑ[δp, Ap]. 

VII. EXPERIMENTAL ANALYSIS  

The analysis is carried out by capturing real-time data with 
multiple forms of bio-signals to understand the significance of 
user activity. The purpose is to predict user intention based on 
the computed contextual data. This section outlines the 
application environmental parameters as well as the 
performance assessment process undertaken to discuss the 
simulation settings considered for the study. 

A. Application Environment 

The application considered for the proposed system is a 
pervasive context-awareness system exclusively generated for 
predicting the user’s intention related to their health. The 
model assumes that a user is equipped with a wearable device 
that has 4 different forms of sensors e.g. i) ambient temperature 
sensor, ii) heartbeat sensor, iii) body temperature sensor, and 
iv) accelerometer. The analysis uses an ambient temperature 
sensor TF41 that is cost-effective and can perform tracking of 
temperature under all forms of environmental conditions. A 
readily available heartbeat sensor circuit is used that works 
quite well with the 8051 microcontrollers. The heartbeat sensor 
is integrated into the board using amplifier LM358 OP-AMP. 
MAX30205 is used as the body sensor that is found to be 
directly under the compliance of ASTE E1112 with 16-bit 
resolution in temperature reading. Finally, ADXL335 is used 
as the 3-axis accelerator that works on low-power devices. An 
android application is developed that is wirelessly integrated 
with the transceiver module. The data captured by the 
temperature sensor will be related to both room and body. The 
corresponding inference is coded to identify certain standard 
situations e.g. hot (>40

o
C), cold (<10

o
C), fire (>100

o
C), normal 

(10-30
o
C), etc. Similarly, an inference system is developed for 

heat beats i.e. normal (60-100 beats per minute), tachycardia 

(>100 beats per minute), and bradycardia (< 60 beats per 
minute). Usage of the accelerometer can be used for 
identifying the states/gait patterns e.g. walking, sitting, 
running, climbing up/down, etc. 

 

Fig. 3. Laboratory Prototype of DUAP. 

The proposed prototype shown in Fig. 3 has been tested on 
25 subjects to capture the data related to the user’s activity. The 
raw data of user activity is then subjected to the proposed 
analytical model, where the prediction is carried out. Following 
are the steps to summarize the prototype implementation viz. 

 Step-1: A hardware model is developed with 8051 
microcontrollers and android application connected in 
the wireless medium. 

 Step-2: The prototype of the wearable device is tested 
on 25 subjects to capture the raw data about user 
activity. 

 Step-3: All the captured data of 25 subjects are 
subjected to training operation as discussed in HMM 
implementation in algorithm section. The captured 
trained data is exported to MATLAB for effective 
analysis, although any data analytic software can also 
be used. 

 Step-4: The model considers new 10-15 subjects to 
captured the raw signal (untrained data). 

 Step-4: The prediction algorithm is applied to 
understand the user’s intention. 

The final processing of the algorithm in MATLAB gives 
the predictive outcome to show the effectiveness of the 
proposed service matching mechanism. The next section 
discusses the performance assessment to validate the outcome. 

B. Performance Assessment 

The study outcome of the proposed system is assessed 
using standard parameters of True Positive (P1), False Negative 
(P2), False Positive (P3), and True Negative (P4). The model 
defines P1 as the number of all the captured data of user 
activity that is precisely identified. P2 is defined as several all 
the computed user activity that is captured with a higher degree 
of error. P3 is the number of non-event-based data that has not 
been identified correctly, while P4 represents several non-
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event-based data that are precisely identified. The assessment 
of the proposed system is carried out using True Positive Rate 
(P5), False Positive Rate (P6), and Accuracy (P7). Following are 
the expression for the same: 

   
(     )

∑   
 
   

⁄            (14) 

   
  

     
            (15) 

   
  

     
            (16) 

Equation (14), (15), and (16) represents the computation of 
True Positive Rate (P5), False Positive Rate (P6), and Accuracy 
(P7). The proposed system also uses precision (P8), recall (P9), 
and accuracy (P10) for finally assessing the outcome using the 
following expression: 
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VIII. RESULTS ANALYSIS 

The study outcome of the proposed system is initially 
assessed using Receiver Operating Characteristics (ROC) 
curve where P5 and P6 are the dependable characteristics’ (Fig. 
4). The trend for the empirical ROC is computed from the 
obtained numerical outcomes and the outcome that is further 
normalized using the binormal model. However, there are all 
the possibilities that there are certain levels of inaccuracies 
owing to the impartial or irregular distribution of data. Hence, 
for effective analysis of data, a smoother estimation of 
parametric ROC trend is applied by implementing a binormal 
model which shows dependencies on Gaussian distribution. It 
is also observed that the reliability of the ROC trend has higher 
dependencies on the threshold factor. If the threshold factor of 
P3 is configured to 0.1 then the numerical value of P5 will be 
approximately 80% in the trials. A closer look into the Area 
Under Curve (AUC) shows maximum coverage that directly 
interprets that the proposed system has the enhanced capability 
to perform efficient identification of the user’s intention in the 
presence of the increasing value of the P3 threshold. 

The ROC performance in Fig. 4 highlighted the better 
performance of the proposed system while it is essential to 
understand various other parameters e.g. recall, precision, and 
accuracy. Table I highlights the numerical outcomes to shows 
that the proposed system offers approximately 89% of recall, 
91.78% of precision, and 91.33% of accuracy for 10 different 
trials. By trials, it will mean that different subjects being used 
in the prototypes and tested for consistency in the outcomes at 
least 5-6 times. The observations against all the test cases are 
recorded as a single trial. 

 

Fig. 4. Analysis of ROC Trend. 

TABLE I. SUMMARIZED NUMERICAL OUTCOMES 

Trials Recall Precision Accuracy 

Trial-1 81.6% 83.8% 89.7% 

Trial-2 87.8% 86.9% 91.6% 

Trial-3 86.2% 91.7% 93.5% 

Trial-4 82.8% 95.7% 87.9% 

Trial-5 89.8% 98.6% 98.7% 

Trial-6 90.6% 87.9% 91.6% 

Trial-7 91.7% 89.2% 87.9% 

Trial-8 97.6% 96.5% 91.4% 

Trial-9 87.9% 89.7% 89.5% 

Trial-10 95.9% 97.8% 91.5% 

Average 89.19% 91.78% 91.33% 

The effectiveness of the proposed model is assessed if the 
component block for Service Matching Module SMM is used 
or removed. Fig. 5 shows that the proposed study offers better 
accuracy on an increasing number of observations if the SMM 
block is considered. In absence of an SMM block, the accuracy 
drops, and thereby it shows the significance of the proposed 
SMM block in identifying the user’s intention based on the 
HMM-based approach as well as contextual-based approach. 

It is quite clear from Fig. 5 that the proposed system offers 
significantly better accuracy; however, a relevant feedback is 
applied to understand the self-sustainability towards accuracy 
performance. Relevance feedback is a mechanism where the 
outcome is once again cross-checked by the user. It is the cross 
to increase the probability of identification in presence of 
uncertainties. Fig. 6 showcases the impact of relevance 
feedback towards accuracy. 
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Fig. 5. Accuracy Observation. 

 

Fig. 6. Analysis with Relevance Feedback. 

The graphical outcome in Fig. 6 shows that relevance 
feedback has the least significant impact on accuracy. Both the 
curve has a nearly similar performance of accuracy towards 
100 observations. The prime reason behind this is the 
algorithm of the analytical modeling possesses the capability to 
perform uncertainty modeling while applying HMM for 
detecting the next state of transition. This phenomenon 
significantly reduces all the possible errors to a large extent in 
increasing time series analysis giving more stochastic 
characteristics to the accuracy curve. Hence, this states that the 
proposed system is highly reliable and requires lesser 
dependencies from a human user. 

Discussion: From the outcome obtained in proposed study, 
it has been observed that the model offers better accuracy 
performance over increasing number of observation. The 
contribution as well as novelty of the proposed system, are as 
follows: 

 With an aid of mathematical modeling, the proposed 
framework is highly capable of making a reliable 
prediction compared to existing approaches. The 
complete model is assessed for increasing number of 
trials to find the consistency of the prediction accuracy 
over multiple iterations. 

 The proposed study adopts HMM in a very unique 
way, unlike existing system, that is reported to suit 
very well with any form of collaborative units. One of 
the essential contributory points observed from the 
numerical outcomes is that proposed system offers an 
efficient contextual learning operation, where sequence 
of raw data can be directly used for learning with 
potential statistical foundation. Adoption of HMM will 
permit consistency towards adding or deleting penalties 
while it offers more potential towards managing any 
form of inputs with variable length. Better flexibility in 
modelling the proposed scheme is therefore ensured. 

 The overall runtime of the proposed system is 
approximately 0.56227 seconds in core i7 machine to 
make a prediction (or recommendation). The 
performance in this regards is nearly similar over other 
test environment too. 

 The outcome of the study shows that proposed system 
can offer the clear establishment of a complex 
relationship with the complicated context captured 
from the wearable devices. 

IX. CONCLUSION 

The model presented in this manuscript is associated with 
the design of an activity-based context-awareness system 
where multimodal activity data is considered followed by 
feature extraction while the learning mechanism is applied 
further to develop to support an intelligent recommendation 
system. This paper discusses the significance of SMM in 
identifying the dynamic user activity using mixed-mode 
research analysis. The applicability of such an approach in the 
wearable device is designed keeping healthcare applications in 
mind due to its faster response time. At the same time, there is 
significant algorithm complexity of DUAP under several 
rounds of observation. This proves that the proposed algorithm 
offers cost-effective identification of user identity. 
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Abstract—Convolutional Neural Networks (CNNs) have been 

used to handle a wide range of computer vision problems, 

including image classification and object detection. Image 

classification refers to automatically classifying a huge number of 

images and various techniques have been developed for 

accomplishing this goal. The focus of this article is to enhance 

image classification accuracy implemented on CNN models by 

using the concept of transfer learning and progressive resizing 

with split and train strategy. Furthermore, the Parametric 

Rectified Linear Unit (PReLU) activation function, which 

generalizes the standard traditional rectified unit, has also been 

applied on dense layers of the model. PReLU enhances model 

fitting with almost little significant computational cost and low 

over-fitting hazard. A “Progressive 3-Layered Block 

Architecture" model is proposed in this paper which considers 

the fine-tuning of hyperparameters and optimizers of the Deep 

network to achieve state-of-the-art accuracy on benchmark 

datasets with fewer parameters. 

Keywords—CNN; transfer learning; progressive resizing; 

PReLU; deep network 

I. INTRODUCTION 

Image classification methods using convolution neural 
networks (CNNs) have recently achieved remarkable success 
in the field of computer vision, compared to other classic 
machine learning techniques [1-3]. Many Computer Vision 
tasks, such as image segmentation and object identification, 
can be simplified to image classification, thereby enhancing 
accuracy of classification can have a broad impact across a 
variety of application domains. The automatic feature 
extraction capability of the CNN network replaces the 
conventional feature extraction methods (e.g., SIFT, HOG, 
GIST), etc., as the deep learning network does not require 
hand-engineered feature design [4]. 

We have seen remarkable advancements in the image 
classification domain in the last several years, owing primarily 
to advances in two technical directions: creating more 
sophisticated network architectures and designing efficient 
techniques to handle overfitting. As neural networks become 
more complex (e.g., increased depth [1, 2], increased width [5, 
6], as well as the utilization of shorter strides [5, 6, 2], new 
non-linear activations emerge [7-12], and as more complex 
layer designs emerge [1, 13]), the ability of neural networks to 
fit training data is improving. On the other hand, effective 
regularization approaches [12,14-16], active data 
augmentation [1, 2, 17, 18], and large-scale data [19, 20] lead 
to greater generalization. Considering the factors which affect 

the performance of deep models, this paper proposes a 
"Progressive 3-Layered Block architecture" for image 
classification by implementing transfer learning and 
progressive resizing concept. Transfer learning technique not 
only reduces the problem of network overfitting but also 
reduces the training time and addresses the issue of 
insufficient training data in deep models [21]. Progressive 
Resizing is a technique for resizing all of the images in a 
sequential manner while training CNN models on lower to 
larger image sizes, which results in fine-tuning the final model 
as well as increasing the accuracy score. Furthermore, on the 
dense layers of the proposed model, we have employed the 
Parametric Rectified Linear Unit (PReLU) activation function 
[22], which generalizes the standard rectified unit. PReLU 
enhances model fitting at a low computational cost with little 
possibility of overfitting. The developed model is trained 
under optimized hyper-parameters and experimental 
evaluation is carried out on benchmark datasets.  The 
proposed model achieves higher accuracy and leads to better 
performance with fewer parameters as compared to previously 
developed models. 

The rest of the paper is organized as follows: Section II 
describes the theoretical background of the concepts used in 
developing the model. Section III presents the related research 
on image classification using deep learning models, focusing 
on three aspects viz. model development based on parameter 
efficiency, progressive training and improvement on datasets, 
optimization strategies and developmental platforms. 
Section IV deals with the proposed architecture and 
implementation setup. Section V reports the results obtained 
on benchmark dataset and Section VI presents concluding 
remarks. 

II. THEORETICAL BACKGROUND 

The theoretical background used in the proposed 
“Progressive 3-Layered Block and developmental platforms 
Architecture for image classification” is described in this 
section 

A. Transfer Learning 

Deep learning suffers from the problem of data 
dependence as it requires a massive amount of training data to 
understand the latent patterns in the data. Deep learning has a 
linear relationship between the model and the size of the data 
set.  It is not feasible in deep learning to train an entire 
Convolutional Neural Network (CNN) from the beginning as 
it is very challenging to obtain a large enough dataset. 
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Therefore, it is common to pre-train a CNN on a very large 
dataset like ImageNet and then reuse the CNN either as a 
starting point or as a feature extractor for the second target 
task. This technique has gained huge success in particularly 
the computer vision field because of its extraordinary setting 
[46]. Transfer learning addresses the problem of insufficient 
training data and training time but also it reduces the problem 
of network overfitting [21]. The proposed work implements 
the EfficientnetB5 as a pretrained model which has been 
trained on the popular imageNet dataset. 

EfficientNet is a recent CNN architecture developed by 
Google. EfficientNet sets new records for both accuracy and 
computational efficiency in image classification and it 
outperforms the present state of the art. Mingxing Tan and 
Quoc V. Le of the Google Research Brain team introduced the 
EfficientNet model in [54]. According to the paper, optimizing 
the depth, width, and resolution of networks helps to improve 
classification performance.The family of EfficientNet is 
scaled up in multiple block layers (from B0 to B7 through 
compound scaling formula i.e., all three dimensions such as 
depth, width and resolution are scaled up together to make it 
more accurate and effective, and there is an optimal balance 
between all the dimensions. Compared to other previously 
developed pretrained networks EfficientNet is more effective 
because it follows the compound scaling formula. Fig. 1 
depicts a visualization of the compound scaling method of 
EfficientNet [54]. 

A comparison of EfficientNet's performance on the 
ImageNet dataset with other sophisticated transfer learning 
models is also documented in the literature. The most recent 
version of EfficientNet, EfficientNet-B7, has been shown to 
have the highest accuracy of all with the fewest parameters as 
depicted in Fig. 1. 

B. Progressive Re-Scaling 

The notion of progressively re-scaling image datasets has 
been introduced into Deep Learning Networks to improve 
accuracy [33]. Super-resolution [47] and GAN training [48] 
have both leveraged progressive re-scaling approaches. 

 

Fig. 1. Recent Version of EfficientNet and their Accuracy and Parameters 

with respect to other Networks [54]. 

The progressive training of image data begins with low-
resolution images and incrementally changes the image 
resolution as training continues. In general Progressive Image 
resizing is a strategy for resizing the image dataset 
successively while the CNN models are trained on lower to 
larger image sizes as shown in Fig. 2. 

One way to apply this technique is to train a model on 
smaller image sizes, such as 128 by 128 pixels, and then use 
the weights of this model to train another model on larger 
images, and so forth. Larger models use layers and weights 
from earlier smaller models in their architecture, which allows 
them to fine-tune their models and improve their accuracy 
scores. To the human eye, resizing images from (64 x 64) to 
(128 x 128) is an insignificant change. However, to CNN 
models, it provides a whole new dataset to train on. 

Image size is vital in improving model accuracy, and 
several studies have been published in which researchers 
dynamically modify image sizes throughout training [34]. 
Three image sizes have been input into the system in the 
proposed “Progressive 3-Layered block Architecture”, while 
the regularization parameter has been considered to combat 
over-fitting of the deep model during training (Algorithm 2). 
The pipeline of progressive resizing of images in all three 
blocks of images is shown in Fig. 3. 

C. Parametric ReLU (PReLU) Approach 

The activation function of a neural network can be defined 
as in equation 1. 

 
0

, 0

i i

i

i i i

y yif
f y

a y yif


 


             (1) 

Where yi, denotes the input to the nonlinear activation 
function f on the i

th
 channel, and ai is a coefficient which 

governs the negative part's slope. The subscript i in ai denotes 
that we enable nonlinear activation to vary across channels. 
When the value of the coefficient (ai = 0), the activation 
function is denoted as ReLU; and when ai is a learnable 
parameter, the (1) is referred to as Parametric ReLU (PReLU) 
[13]. A Parametric Rectified Linear Unit, or PReLU can be 
defined as an activation function that generalizes the 
traditional rectified unit by adding a slope for negative values 
as shown in Fig. 4. 

 

Fig. 2. Progressive resizing of Image. 

 

Fig. 3. Progressive resizing Pipeline. 
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Fig. 4. ReLU Vs PReLU((In PReLU the Coefficient is Not Constant in the 

Negative Part and is Adaptively Learned). 

Different layers may have different forms of nonlinearities. 
According to the literature, the PReLUs for the initial layers 
have more positive slopes while investigates with 
convolutional neural networks (CNNs), i.e., closer to linear. 
Because the initial layers' filters are Gabor-like filters like 
edge or texture detectors, this demonstrates a situation in 
which positive and negative filter responses are respected. 

In contrast, the authors find deeper layers have smaller 
coefficients, suggesting the model becomes more 
discriminative at later layers (while it wants to retain more 
information in earlier layers). 

III. RELATED WORK 

There has been a lot of research work in the literature to 
improve deep learning models for image classification. In 
recent years, with the growth of deep learning, in the realm of 
image classification, various deep architectures, including 
CNNs, R-CNN, Caps Net, ResNet, etc., have been introduced 
through which deep-level features can be obtained [23,24]. 
This section presents the related work on image classification 
using deep learning into three aspects viz. model development 
based on parameter efficiency, progressive training and 
improvement on data-set, optimization techniques and 
developmental platforms. 

A. Model Development based on Parameter Efficiency 

In recent years, Convolutional Neural Networks (CNNs) 
have considerably improved performance on a variety of 
computer vision applications. [1-3]. Many studies, including 
DenseNet [25] and EfficientNet [26], concentrate on 
parameter efficiency, with the goal of achieving higher 
accuracy with fewer parameters. In the present day, the 
variations of ResNet such as EffNet-L2 (SAM (Sharpness 
Aware Minimization)), PyramidNet (SAM) [27] BiT-L 
(ResNet), BiT-M (ResNet) [28], TResNet-L-V2 [29], etc. with 
their improvements have gained huge success in the image 
classification domain over various benchmark datasets. 

B. Progressive Training and Improvement on Dataset 

Progressive training relies on dynamically changing the 
setting of the network during training. Some new techniques 
such as transfer learning [30], adversarial learning [31], and 
language models [32] have recently gained popularity. 
Introducing Progressive rescaling of image data in a deep 
learning network is one of the major factors which can 
improve accuracy of the model [33]. Image size is a vital 
component for CNN models accuracy, and several studies 
have been published in which throughout training, researchers 
dynamically change the image size to improve model 
performance. However, accuracy and training speed both are 

influenced by progressive rescaling of image data and related 
works such as   Mix & Match [34] has been found in the 
literature on resizing of image data where similar 
regularization is applied to all image sizes resulting in a 
decrease in model accuracy. There is another work on 
regularization where both training speed and accuracy can be 
improved by adjusting regularization in an adaptive manner 
[26]. 

C. Optimization Techniques and Developmental Platforms 

Increasing the number of layers in a network raises the 
network's complexity, necessitating the use of optimization 
techniques. SGD, Adam [35], AdaGard [36] and AdaDelta 
[37] are some of the different optimization strategies 
implemented in the deep architectures such as CNN model 
along with hyperparameter optimization [38], of the deep 
network which is vital for better performance as well as 
network optimization. The advancement of deep learning 
techniques with GPU processing in combination with a vast 
dataset enables researchers to solve research issues across 
different application domains. Many popular frameworks for 
deep learning applications viz. Tensorflow, Caffe, Torch, 
Theano, CNTK, and libraries like Pydrive, Cuda, OpenCL, 
OpenCV, OpenMP, Keras, etc. allow the development of deep 
learning applications rapidly [39] [40] [41]. Image 
categorization [42] and object detection [43] are examples of 
applications where neural architecture search (NAS) has been 
applied in network architecture optimization.  NAS initiatives 
in the past have primarily focused on increasing the efficiency 
of FLOPs [44, 45]. 

This paper aims to improve model accuracy, training 
speed, and parameter efficiency significantly over the state of 
the art by taking into account the aforementioned factors. 

IV. PROPOSED ARCHITECTURE 

The proposed “Progressive 3-Layered Block Architecture” 
model for image classification is presented here. The model 
has three phases as shown in Fig. 5, the model uses the pre 
trained architecture of EfficientNet5 as a transfer learning 
model and constructs the model by adding layers with the 
concept of compound scaling. The proposed architecture 
applies the PReLU activation in the dense layers which 
adaptively learns the parameter from the data. As in (1), the 
controlling coefficient ai controls the slope of the negative 
part by adaptively learning the parameters. The total amount 
of additional parameters introduced by PReLU is negligible 
while considering the total weights. In the proposed 
“Progressive 3-Layered Block Architecture”, progressive 
rescaling technique on images has been implemented to 
improve the accuracy while considering the regularization 
parameter along with image size. As an improvement on the 
progressive learning, the split and train strategy has been 
implemented which speeds up training along with improved 
resizing dataset. 

The “Progressive 3-Layered Block Architecture” contains 
three phases: 

Phase I: In the phase I, we build a base model for 64X64 
image size: 
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Step 1: Load the pre-trained model 

Step 2: Load image dataset for training 

Step 3: Set the parameters and add layers implementing 
compound scaling 

Step 4: Set PReLU activation for model layers 

Algorithm 1(PReLU activation on model layers) 

Step i: Initialize the value of PReLU (ai) for equation 1, where   

ai is the controlling coefficient. 

Step ii: Update the value of ai for one layer as in equation 2,  

      

  
 

 

i

i

yi i i

f y

a f y a

   


  


             (2)

   

Where,  is the objective function and 
 if y




  is the gradient 

that has been propagated from a deeper layer. 

Step iii: The summation 
iy runs all the positions of the 

feature map to   update     the value of all the layers. 

Step iv: Adopt momentum as in equation 3 while updating ai 

  
i i

i

a a
a





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
                           (3) 

           Where  denotes momentum and  denotes learning 

rate. 

 

Step v: Repeat step (1-4) for all the layers. 

  

Step 5:  The network takes a set of training images as 

input, performs feed forward propagation 

(convolution, PReLU, and pooling operations, as 

well as forward propagation in the Fully Connected 

layer), and calculates the output probabilities for each 

class.. 

Step 6:  Calculate the output layer’s total error by, 

Total Error= ∑ ½ (target probability- output   

probability)
 2
 

Step 7: The CNN model goes through several 

convolutions and pooling phases during training and 

updates the weights with a backpropagation 

algorithm to minimize the output error. 

Finally, save the model weights of the first phase. 

 

Phase II: Build a model for 128x128 image size where the 

output of the first block is the input of the second block. The 

progressive resizing on images is performed considering 

adaptive regularization. 

 

Algorithm 2 (Progressive rescaling on images considering 

regularization) 

             Step i: Initialize image size S0, set regularization 0

k , 

where k is dropout. 

Step ii: Set target image size St, set regularization

 k

t . 

Step iii: Total model training has N steps and P 

stages 

  Where, for every stage 1 ≤ i ≤ P,  

  Now, for i=0 to P-1 do 

Size of the input image: 

 Si ← S0 + (St – S0. 
1

i

P 
 

Regularization parameter:  

Ri ←  k

i  =  0

k + ( k

t  − 0

k ) · 
1

i

P 
 

Train the model for 
N

P
 steps with Si and Ri. 

End for  

 

Now, train the model by following the steps of Phase I and 

save the model weight of the Phase II. 

 

Phase III:  The third block loads the weights of block 2 as an 

input and builds a model for image size 224X224 by repeating 

all the steps of Phase I and Phase II 

 

Fig. 5. The “Progressive 3-Layered Block Architecture” for Image Classification. 
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V. DATASET AND EXPERIMENTAL SETUP 

A. Dataset 

To ensure the robustness of the proposed “Progressive 3-
Layered Block Architecture”, the network is trained and 
evaluated on three publicly available datasets: CIFAR-10, 
CIFAR100, and CALTECH 101. The datasets were randomly 
split into 90:10 (CIFAR-10), (CIFAR100) and 80:10:10 
(CALTECH101) proportions for training and validation 
respectively. The CIFAR-10 dataset comprises 60,000 color 
images from diverse objects with and categorized into 10 
classes (airplane, bird, dog, frog, deer, dog, horse, ship, and 
truck, automobile) for a total of 6000 images per class [49] 
Fig. 6. During the training of the proposed method, the 
datasets were automatically split into 50000 training images 
and 10000 test images. CIFAR100 is similar to CIFAR10, 
with the exception that it has 100 classes, each with 600 
images. Each class has 500 training images and 100 testing 
images. The CIFAR-100's 100 categories are divided into 20 
super classes. Fei-Fei Li et. al gathered the CALTECH101 
dataset in September 2003. 

It is made up of images of objects from 101 different 
classes, as well as one backdrop clutter class. Each class has 
approximately 40 to 800 images, for a total of approximately 
9000 photographs.Images come in a variety of sizes, with 
common edge lengths ranging from 200 to 300 pixels. The 
detail of datasets used for the experiment is presented in 
Table I. 

 

Fig. 6. Data Set of CIFAR10 and CALTECH1. 

TABLE I. DETAILS OF DATASETS FOR EXPERIMENT 

Name of the 

Dataset 

Training 

Images 
Validation Images Classes 

CIFAR-10 [49] 50,000 10,000 10 

CIFAR-100 [49] 50,000 10,000 100 

CALTECH101 60,000 15,000 101 

B. Implementation Setup 

The network architecture is implemented in Python using 
Keras [50], a deep learning framework, with TensorFlow [51] 
as the backend. The experiments for image classification are 
conducted using model and data-parallelism. The setup 
includes a GPU environment running the Linux operating 
system which comprises over 2,000 CPU cores, 1.5TB 
memory, and GPU accelerators (NVIDIA Tesla V100 32GB) 
using Google collab pro version. By using the GPU 
configuration platform, a pretrained network has been 
implemented on ImageNet and the network has been re-
trained on the CIFAR10, CIFAR100, and CALTECH101 
dataset using fine-tuning approaches. Moreover, an adaptive 
learning schedule has been considered where each iteration of 
the learning process uses 150 epochs with a decreasing 
learning rate schedule of 5% for every 10 epochs. 

VI. RESULT AND DISCUSSION 

The experimental setup and outcomes of the proposed 
network model on benchmark data sets are presented in this 
section. This section compares and contrasts recent deep 
model progress with the proposed model of “Progressive 3-
Layered Block Architecture” for Image Classification. 

Accuracy and error rate is calculated to compare various 
models [55]. Models attaining the lowest error rate and the 
highest possible accuracy are usually the most desirable. 

The accuracy and the error rate is defined as follows: 

 

 

TN, FN, TP, FP are the number of true negatives and false 
negatives, true positives and false positives respectively. 

A. The PReLU Setup and Comparison Experiment 

An improved accuracy of PReLU over ReLU is observed 
in the “Progressive 3-Layered Block Architecture'' for Image 
Classification over benchmark datasets. The training 
implementation gained 96.15% accuracy and 96.47% accuracy 
on CIFAR10 and CIFAR100 using 10 view testing 
respectively. The model has been trained with ReLUs in all 
layers by implementing progressive training on different 
blocks without loading the weight of the previous block which 
gains average 3% accuracy in all three blocks. Later the model 
is trained by replacing all ReLUs with PReLUs and also 
performs progressive training by loading weights from the 
previous block. Table II details the result obtained where 
PReLU gains 3.2% accuracy over ReLU in CIFAR10, 3.73% 
accuracy gain over ReLU in CIFAR100 and 2.67% accuracy 
gain over ReLU in CALTECH101. The better value for each 
dataset is denoted in boldface. 

TP TN
Accuracy

TP TN FP FN



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FP FN
Error

TP TN FP FN



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TABLE II. THE PERFORMANCE COMPARISON OF PRELU AND 

RELU ON THREE BENCHMARK DATASETS 

Datasets 
Activation 

Function 

Image size(Progressive 

scaling 

Performance 

Metric 

(Accuracy) 

CIFAR 10 

ReLU 

64 X 64 79.70 

128 X 128 83.96 

224 X 224 93.66 

PReLU 

64 X 64 81.26 

128 X 128 87.26 

224 X 224 96.15 

CIFAR 100 

ReLU 

64 X 64 54.90 

128 X 128 86.69 

224 X 224 92.99 

PReLU 

64 X 64 59.78 

128 X 128 88.44 

224 X 224 96.47 

CALTECH101 

ReLU 

64 X64 63.31 

128 X 128 85.91 

224 X 224 93.95 

PReLU 

64 X 64 64.88 

128 X 128 86.94 

224 X 224 95.39 

Table II presents the performance comparison of PReLU 
and ReLU on three benchmark datasets where 
experimentation is carried out considering the three image 
sizes viz., 64x64, 128x128, and 224x224. Since 
implementation of Parametric Rectified Linear Unit (PReLU) 
activation function on model layers generalizes the classic 
rectified unit and enhances model fitting with almost no 
additional computing cost and no risk of overfitting, it shows 
better performance on all the datasets with rescaled images. In 
CIFAR10 the model obtained 96.15% accuracy compared to 
ReLU (93.66%) in 224x224 image data. In CIFAR100 and 
CALTECH101, the model obtained 96.47% and 95.39% 
accuracy respectively on PReLU which was higher than ReLU 
at 92.99% and 93.95 % in both the cases.  Fig. 7. further 
compares the training and validation curve of this approach 
where ReLU is 93.66% and PReLU is 95.17% on 50 epochs 
on CIFAR10 dataset. These results suggest that the 
“Progressive 3-Layered Block Architecture” for Image 
Classification model generalized well in all three datasets 
while implementing PReLU with a progressive approach. 

B. Progressive Learning Setup and Experiment 

The size of the image has a significant impact on the 
effectiveness of training and accuracy improvement of Deep 
Neural Networks (DNN). This experimentation considers 
three parameters while training the network with resized 
images as presented in Table III. 

 

Fig. 7. Accuracy Plot of PReLU over ReLU on CIFAR 10 (a) Loss and Accuracy Plots of ReLU on CIFAR10 where ReLU is 93.66 (b) Loss and Accuracy Plots 

of PReLU on CIFAR10 where PReLU is 95.17 on 50 Epoch. 
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TABLE III. PROGRESSIVE RESCALING SETUP PARAMETERS 

Parameters 

First training 

stage 

Second  training 

stage 

Third  training 

stage 

Min Max Min Max Min Max 

Image Size 64 244 64 244 64 244 

RandAugm-ent 5 10 5 15 5 20 

Dropout rate 0.1 0.3 0.2 0.5 0.1 0.5 

In literature, it is found that the accuracy of deep models 
depends on the regularization parameters of the model while 
implementing progressive rescaling on image data, it is 
recommended to adjust the regularization parameters for 
better accuracy instead of keeping fixed regularizations. In 
[43] it is mentioned that, to combat overfitting in large 
models, stronger regularization is required: EfficientNet-B7, 
for example, employs larger dropout rates and stronger data 
augmentations than EfficientNet-B0. In the present 
experimentation, Dropout [15] and RandAugment [52] 
regularization has been considered with progressive training 
of images for three training stages for different image sizes. 

This experimentation presents the performance over three 
benchmark datasets with the experimental setup presented as 
in Table III where for each stage 100 epoch is set. 

Through Table IV, we observe that the accuracy is 79.28% 
in CIFAR10 while the image size is 64X64 with weaker 
regularization (RandAugment =5, Dropout 0.1) and on the 
other hand the accuracy is increased to 93.17 after the third 
training stage with bigger image size and stronger 
regularization. For CIFAR100 and CALTECH101 datasets, 
we observe that the accuracy increases as well to 93.99 and 
92.72% respectively with a larger image size and stronger 
regularization parameters. The progressive rescaling of the 
dataset improves the model's accuracy as well as its training 
time. 

From the experiments conducted it is observed that, in a 
high-accuracy regime, scaling up data size is more effective 
than merely scaling up a model size, where it can be 
concluded that, for instance, when the accuracy of CIFAR100 
is beyond 96.47, it is quite challenging to further increase its 
accuracy by simply increasing model size and so in other 
image datasets used in this experiment. Fig. 8, further 
illustrates the training and validation accuracy of CIFAR10 
and CIFAR100 on progressive rescaling setting where we 
observed that the model obtained 96.15% accuracy on 
CIFAR10 and 96.47% accuracy on CIAFR100 after certain set 
of training on each stage while implementing progressive 
rescaling setting. 

TABLE IV. PROGRESSIVE LEARNING FOR DIFFERENT IMAGE SIZES AND 

THEIR ACCURACY WHILE CONSIDERING REGULARIZATION PARAMETERS IN 

CIFAR10, CIFAR100 AND CALTECH101 

Dataset Image size 
RandAug-

ment 

Dropout 

rate 
Accuracy 

CIFAR10 
64 5 0.1 79.28 

224 20 0.5 93.17 

CIFAR100 
64 5 0.1 57.89 

224 20 0.5 93.99 

CALTECH 

101 

64 5 0.1 62.19 

224 20 0.5 92.72 

 

Fig. 8. Plotting the Training and Validation Accuracy of CIFAR10 and 

CIFAR100. 

C. Performance Comparison 

This section presents the comparative results on ImageNet, 
and the performance comparison of the proposed “Progressive 
3-Layered Block Architecture” with other models on CIFAR-
10, CIFAR-100, and CALTECH 101. 

The proposed model uses the pre-trained transfer learning 
model Efficientnet-B5 trained on ImageNet, ILSVRC2012 
and fine-tuned with the same ImageNet setting as in [53].  A 
smaller batch size of 512, and small initial learning rate of 
0.001 with cosine decay has been used. Table V demonstrates 
the performance comparison of the proposed "Progressive 3-
Layered Block architecture" with other models where the top-
1 Accuracy is 86.52 %. 2.49%, 2.52 % and 3.51% 
improvement compared to EfficientNet (2019), ResNet-RS 
(2021), and DeiT/ViT (2021) respectively. At the same time, 
the proposed model has fewer FLOPs and fewer parameters 
compared to other models, which implies that scaling up 
image size seems more effective than increasing model size by 
adding layers over the considered datasets. 

Table VI presents the performance comparison of the 
proposed model with other models on all three datasets. 

The “Progressive 3-Layard Block architecture" model for 
image classification combines the progressive rescaling setting 
with transfer learning technique and PReLU activation where 
better optimizers and fine-tuning of hyperparameters improve 
the model accuracy. The model is trained for 65 hrs.’ 70 hrs.’, 
and 71 hrs.’ respectively for all three datasets which are 
comparatively less than other benchmark models in the 
literature. The accuracy on CIFAR10 is 98.79%, CIFAR100 is 
96.47% and CALTECH101 is 95.39% for 224X224 images 
while loading the previous weight of images during training 
and follows the split and training strategy while training. Fig. 
9. further compares the loss and accuracy of CIFAR100 and 
CALTECH101 where the accuracy is 96.47 % and 95.39% 
respectively on 224x224 images where the proposed model 
outperforms the accuracy of CIFAR100 and CALTECH101 
with other benchmark models. 

TABLE V. PERFORMANCE COMPARISON AND RESULTS OF THE PROPOSED 

MODEL IN TERMS OF ACCURACY, PARAMETERS, AND FLOPS ON IMAGENET 

Name of 

the 

Network 

EfficientNet 

2019 

ResNet-RS 

2021 

DeiT/ViT 

(2021) 

Progressive 

3-Layered 

Block 

Architecture 

Top 1 

Accuracy 
84.3% 84.0 % 83.1% 86.52% 

Parameters 43 M 164 M 86 M 36 M 

FLOPs 19 B 64 B 56 B 20 B 
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TABLE VI. PERFORMANCE COMPARISON AND RESULTS ON CIFAR10, CIFARR100 AND CALTECH101 

Datasets Network Models Accuracy PARAM Flops Training time(Hours) 

CIFAR 10 

AlexNet (Doan Cong Danh  2019) 89.67% 27.31M --- 144 

BiT-L(ResNet)Kolesnikov, A et al., 2019 98.91 928 --- ---- 

EfficientNet-B7 (Tan & Le 2019) 98.9 64 M 38B 139 

EffNet-L2(SAM) 99.70 0.575114 --  

Progressive 3-Layered Block Architecture 98.79 36 M 20 B 65 

CIFAR100 

AlexNet(KP) Akrout, M et.,al 2019 66.78 61 M ----- 146 

BiT-L(ResNet)Kolesnikov, A et al., 2019 93.51  ------  

EfficientNet-B7 (Tan & Le 2019) 91.7 64M 38B 138 

EffNet-L2(SAM) Foret, P et al., 2020 96.08 56 M   

Progressive 3-Layered Block Architecture 96.47 36 M 20 B 70 

CALTECH101 

Alexnet -----  ------  

ResNet34 95 60.5 M ----  

EfficientNet-B7  
(Tan & Le 2019) 

93.0 64 M 38 B 139 

EffNet-L2 (SAM) Foret, P et al., 2020 94.32 56 M   

Progressive 3-Layered Block Architecture 95.39 36 M 20 B 71 

 
(a) CIFAR100 (96.47% 

 
(b) CALTECH101 (95.39) 

Fig. 9. Plotting the Loss and Accuracy Plot of CIFAR100 and CALTECH101 on 224x224 Images. 

https://paperswithcode.com/paper/large-scale-learning-of-general-visual
https://paperswithcode.com/paper/large-scale-learning-of-general-visual
https://paperswithcode.com/paper/efficientnet-rethinking-model-scaling-for
https://paperswithcode.com/paper/sharpness-aware-minimization-for-efficiently-1
https://paperswithcode.com/paper/large-scale-learning-of-general-visual
https://paperswithcode.com/paper/large-scale-learning-of-general-visual
https://paperswithcode.com/paper/efficientnet-rethinking-model-scaling-for
https://paperswithcode.com/paper/sharpness-aware-minimization-for-efficiently-1
https://paperswithcode.com/paper/efficientnet-rethinking-model-scaling-for
https://paperswithcode.com/paper/sharpness-aware-minimization-for-efficiently-1
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VII. CONCLUSION AND FUTURE WORK 

Accuracy improvement in image classification has a wide 
ranging impact on various application domains and deep 
convolution neural networks (CNNs) have gained remarkable 
success in this area. This paper proposed a “Progressive 3-
Layered Block Architecture” for image classification by 
implementing transfer learning and progressive resizing 
concept. The proposed architecture applies the PReLU 
activation in the dense layers which adaptively learns the 
parameters from the data. The efficiency of the proposed 
architecture is established by its superior performance, low 
execution time and fewer parameters compared to other 
models in literature. We evaluate the model in tensorflow 
environment using three benchmark datasets viz.CIFAR10, 
CIFAR100 and CALTECH101. The evaluation of proposed 
“Progressive 3- Layered Block Architecture” is carried out in 
three different experimental setup viz.PReLU setup, 
progressive rescaling setup and performance comparison with 
other CNN models.  At the same time, our proposed model 
has fewer FLOPs and fewer parameters compared to other 
models. From the results obtained it may be concluded that 
enhancement in learning strategies, adopting standard 
activation functions, fine-tuning of hyper-parameters and 
optimizers and scaling up image size is more effective than 
increasing model size by adding layers in high accuracy 
regime. With increased performance, less execution time, and 
fewer parameters, the suggested architecture outperforms the 
competition in all three benchmark datasets. However, more 
testing on multiple datasets with different image sizes and 
training samples is required for general applicability. 
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Abstract—Face recognition is one of the cornerstones of the 

face processing schemes that composed the contemporary 

intelligent vision-based interactive systems between computers 

and humans. Instead of using neurons of the Self-Organized Map 

(SOM) neural network to cluster the facial data, in this work, we 

applied an agglomerative hierarchical clustering to cluster the 

neurons of the SOM network, which in turns, used to cluster the 

facial dataset. In prior, Principal Component Analysis (PCA) is 

employed to reduce the dimension of the facial data as well as to 

establish the initial state of SOM neurons. The design of the 

clustered-SOM recognition engine involves post-training steps 

that labeled the clustered SOM neurons resulting in a supervised 

SOM network. The effectiveness of the proposed model is 

demonstrated using the well-known ORL database. Using five 

images per person for SOM training, the proposed recognizer 

results in a recognition rate of 94.7%, whereas using nine images 

raise the recognition rate up to 99.33%. The facial recognizer has 

attained a notable reliability and robustness against the additive 

white Gaussian noise, where increasing the level of noise variance 

from 0 to 0.09, the recognition rate decreased only by 8%. 

Furthermore, time cost is analyzed, where using 200 images for 

training takes less than 4 seconds to be performed, whereas 

testing using a new set of 200 images takes less than 0.013 

seconds which is competitive to many artificial intelligence and 

machine learning based schemes. 

Keywords—Artificial intelligence; machine learning; 

clustering; agglomerative hierarchical clustering; face recognition; 

neural network; self-organizing map; principal component analysis 

I. INTRODUCTION 

As a basic definition, facial recognition is the process that 
utilizes techniques and algorithms to match the physical 
characteristics against the photos of peoples’ faces where face 
identification allows faster and more accurate face 
identification rather than that is carried out by the naked human 
eye. Face recognition can take variants spheres of face 
recognition-related activities and operations to new ambits. For 
example, in the fields of security, face recognition can do a lot 
more to enhance security extends from street crime to airport 
security where these issues have been dominated the headlines 
in many countries all over the world. The limited information 
in security cases opens the doors for a wide band of 
accusations related to bias or discrimination. 

Face recognition systems open the counterpart door that 
entails no antecedent information related to age, race, or gender 
especially face recognition that is carried out based on classical 
techniques that adapt prior saved databases composed of the 

faces of persons of interest or persons who are suspected to 
involve in a serious violent crime. In the nutshell, face 
recognition systems offer up a further intelligence in people 
identification, especially in situations where it is considered a 
tedious task to be done by human staff alone as encountered in 
the large, crowded areas and establishments. 

This recent surge of facial recognition usage increases the 
demands on recognition performance metrics included: (1) 
recognition accuracy and (2) the speed of response. The 
majority of facial recognition methods and schemes in 
literature have been built based on two major cascaded 
engines: (1) facial data representation (facial 
features/characteristics extraction) engines (2) Facial 
classification engines. 

Facial representation engines can be either supervised such 
as Linear Discriminative Analysis (LDA) [1][2] or 
unsupervised such as Principal Component Analysis (PCA) 
[1][3], Locality Preserving Projection (LPP) [4], Discrete 
Wavelet Transform (DWT) [5] and other sparsity-based 
techniques [6] [7] or it can be a merged of supervised and 
unsupervised techniques as proposed in [8]. 

Facial classification engines can also be categorized as 
unsupervised [9], [10] or supervised such as using group 
sparsity representation-based classification [11], or using 
techniques that built based on deep learning [12] such as 
artificial neural networks [13], [14],[15], [16][17],[18], Support 
Vector Machine (SVM) [19], [20], or Decision Tree and 
Random Forest [21]. Furthermore, the classification engines 
can be built based on a hybrid of supervised and unsupervised 
techniques [22]. 

A considerable portion of artificial intelligent and machine 
learning based schemes is simple to be implemented, however 
the recognition performance is moderate, or the reliability of 
the facial recognizer show dramatic changes against changes 
occur in the number of training images used per person, or 
against additive white Gaussian noise. 

The other portion of techniques, that adapt complex 
frameworks (such as complex-structured neural networks) 
show high to moderate recognition performance associated 
with high computational overhead and time cost that lessen the 
applicability of these techniques. 

In this work, we aim to design an intelligent facial 
recognizer model that can be deployed with low computational 
overhead and time cost yet have competitive facial recognition 
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rate. Furthermore, we aim a high level of reliability in our 
designed model through a high robustness against sizeable 
change in the volume of available training data as well as 
against high levels of additive Gaussian noise. 

 To achieve these goals, in this work, we use an effective 
combination of the simple standard PCA algorithm that 
modified mathematically to suit the high dimensionality of the 
facial data and to dramatically lower the computational 
overhead. Then, we designed a special variant of SOM, 
denoted as clustered SOM to perform the classification step, 
where instead of using the converged SOM neurons as our 
classifiers, we applied an agglomerative clustering algorithm, 
to obtain a set of clusters composed of SOM neurons, 
afterwards, these clusters are labeled based on the training 
dataset yields a supervised version of clustered SOM. The 
training data with labeled exemplars are used to label the 
different generated clusters by measuring the distance between 
the facial vectors that composed the training data and the 
neurons that play the role of “cluster members”. Then, the 
different labeled SOM clusters used to classify the new coming 
facial data into their corresponding classes. 

This hybrid framework has the ability to learn and response 
fast due to the flexibility of the supervised clustered SOM, 
where it can learn easily and with low computational overhead 
as well as it has a high detection performance where the 
operational neurons undergo two cascaded refinement one 
during raw SOM neural network training and the other one 
during the agglomerative clustering applied on these converged 
neurons. Thus, we can summarize the contribution of this work 
in five-fold: 

 We present the design and implementation of a human 
facial recognition system based on PCA as a feature 
extractor (facial representation) and the agglomerative 
hierarchical clustered SOM as the recognition engine. 
Moreover, we study the recognition performance of the 
system using a benchmark ORL dataset. 

 The proposed system shows supremacy in terms of 
time-cost and computational overhead to perform either 
training or test stages where the processing time per 
image in the training stage is as low as 0.0182 sec per 
training image whereas it expends less than 7e-5 sec per 
test image. 

 The system shows robustness against the noise addition, 
where the recognition performance can tolerate high 
levels of Gaussian noise with zero mean and different 
levels of variations. 

 We compare the performance of the PCA-clustered 
SOM model with other methods that either involved 
SOM or SOM-variants, where our proposed method 
show supremacy in terms of recognition rate. However, 
it shows comparable or underperformance with nuance 
differences to other schemes that built using other 
techniques, where these methods show vast inferiority 
in other aspects of recognition performance such as 
time cost, complexity overhead, and robustness 
especially against adding white Gaussian noise. 

 Based on the several performance analyses that 
conducted to measure the reliability and the robustness 
of the proposed recognition model, it can be 
implemented in the real time applications where the 
high robust against noisy signal as well as the fast time 
response and fast learning of new coming images, make 
the model mostly appropriate for security systems that 
utilized the personal biometric features. 

The rest of this paper is organized as follows: related works 
that constructed based on SOM network is discussed in 
Section 2. Section 3 details the proposed method. Section 4 
presents the experimental results and analysis. Section 5 
presents the results discussion and Section 6 concludes the 
paper. 

II. RELATED WORK 

One of the efficient yet robust unsupervised neural 
networks is Self-Organizing Map (SOM) as it can play a dual 
role in the field of face recognition, where it can be used either 
to represent the facial data (as a feature extractor and 
dimensional reduction tool), or it can be used as a classification 
engine. SOM network can be even integrated with other 
dimensionality reduction techniques such as PCA as proposed 
by Kumar et al. [23]. SOM network can be used as a 
dimensionality reduction as well as facial data representation as 
proposed by Lawrence et al. [24]. 

As a pre-processing step applied to the SOM network 
before the output of the network can be fed to the classification 
engine, Ruiz and Jaime [25] applied Fourier transform to the 
output of the SOM network (optimal weight vectors of the 
SOM neurons) to attain a translation invariance to the feature 
map generated by applying a two-dimensional Gabor filter to 
the input raw facial images. Afterwards, backpropagation 
neural network was used for sake of classification. 

In a facial recognition scheme uses K-Nearest Neighbor 
(KNN) as a classification engine, Yodkhad et al. [26] used the 
clustering capability of the SOM network to group the training 
data and extract the representative prototype of each group, 
which, accelerate the classification duty of KNN algorithm. 

Using SOM network as the major classifier engine of the 
face recognition system is proposed by Neagoe and 
Stanculescu [22], where PCA, LDA, and ICA techniques of 
data representation and feature extraction were used for 
comparison purposes cascaded by a SOM-variant scheme 
called concurrent SOM (CSOM) which was proposed and 
developed by the first author of [22]. In this scheme, the 
training data is partitioned into multiple sub datasets 
(partitions), each partition represents one class of data. Then, 
multiple SOM networks are generated and each one is trained 
by one partition of training data. In the testing stage, the 
Euclidean distance between the testing vectorial image and 
each trained SOM network is calculated, and the winner “SOM 
network” with the minimum distance gives the class to the 
input testing image. 

Besides the eigenfaces that can be generated by the PCA 
method and the fisher face that can be generated by LDA (or 
Fishers’ Linear Discriminant), SOM network can be used to 
generate what is called SOM-face as proposed in [27] where an 
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enhanced version of SOM network, called as kernel-based 
SOM network is used to extract the representative features of 
the facial data, where authors called it as SOM-face [27]. 

Based on SOM-face, Zhi and Meng [28] proposed a face 
recognition method based on multiple training images, where, 
in addition to the topological shape-feature vector generated by 
SOM network, a wavelet-feature vector is generated by a 
wavelet-network, then both feature vector representations fed 
to the classification engine. 

Instead of training the SOM network via the individual 
vector facial images as a holistic, Tan et al. [29], partitioned 
each facial image into equal-sized nonoverlapping subblocks. 
Then, the resulted subblocks used to train the SOM map or 
multiple SOM maps in a step called by the authors as the 
localizing step. The major goal of this step is to generate the 
local vector representation of facial data to be fed to a soft 
KNN-ensemble classifier for sake of facial recognition. 

Using the SOM network as a classifier engine, Monteiro et 
al. [30] proposed four schemes of SOM/SOM-variant-based 
classifiers. Since SOM is used as a classifier, all four 
classifiers’ engines that implemented by the authors use either 
SOM grid neurons pre-training labeling or post-training 
labeling step. The first proposed classifier used the labeled 

training data for SOM neurons labeling which, in turn, used as 
the classification engine of the recognition system. The second 
classifier uses the centroids of the labels available for each 
class of facial data to label the SOM neurons after the training 
process, where the centroids of labels of each class are pre-
computed. The third classification engine is built by turning 
SOM into a supervised classifier by augmenting each input 
vector with its corresponding class label, where these vectors 
are used to adjust the corresponding augmented weight-vectors 
of SOM neurons. The fourth SOM-based classifier was built by 
using an entire SOM network to represent one single class of 
the available facial data. Afterwards, these networks are trained 
separately using the corresponding input facial vectors for each 
class. During the testing phase, however, the best-matched 
neuron (winner) is chosen via all the available trained SOM 
networks and the winner trained SOM network assigns its class 
to the incoming test vector. 

III. METHOD 

The high-level block diagram of the proposed method is 
shown in Fig. 1. Seeking an optimal representative subspace of 
the input facial data, classical PCA is applied as a first step. 
Then, facial data is projected on the resulting PCA-subspace 
and split into projected training and projected testing datasets. 

 

Fig. 1. High-level Block Diagram of the Proposed Face Recognition System Work Flow. 
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The projected training dataset is used to establish the 
topological space of the SOM neural grid. Then, the best-
matched units of the SOM network undergo a hierarchical 
clustering for sake of optimal robust and compact 
representation of facial data. As a post-training step, the 
projected labeled training data used in analyzing and labeling 
SOM clusters based on the majority occurrence voting of a 
specific subject (face image belongs to a specific person in the 
training dataset). Then, new coming facial data is classified by 
the proposed facial recognizer into their corresponding classes. 

In subsequent sections, each step of the recognition model 
is explained in detail. 

A. Principal Component Analysis (PCA) 

Formally, the ORL database is composed of   gray-scale 

images, that can be represented by the matrix     
   

, where     

corresponds to the vertical and horizontal dimensions of the     

image (                       ) of the     person 

(subject/class). As a first step, the pixels of     
   

 are vectorized 

into an n-dimensional vector:   
     where        by 

reading the pixel values in the image     
   

 in a raster-scan 

manner, in our case,         . 

Thus, the set of images in the ORL database can be 
represented as a rectangular matrix   of columns   
             where   index represents the total number of 

images in the raw dataset. 

The dimensionality of these images is too large to be fed 
and efficiently analyzed by the recognition engine of the 
proposed model. For sake of obtaining a more compendious 
representation of data, the regular form of the principal 
component analysis technique is used. 

Given as input, a rectangular matrix   whose columns are 
seen as variables, the main objective of the principal 
component analysis is to create a new set of variables (called 
principal components) that have a linear combination of the 
input variables in such a way that the variance between the 
principal components (resulted basis vectors) and each of the 
original variables is maximized. 

As a first step, the vectorized dataset   is split into two sub-

datasets: the first one is the training dataset        
              which used to produce the principal components 
basis vector used to establish and train the SOM network, and 
to label the clusters of the clustered SOM,   represents the 
total number of involved images in the training stage. The 
other sub-dataset is the testing dataset                     
which is used to test the recognition performance of the 
proposed model,   represents the testing images involved in 
the testing stage, where       . Fig. 2 shows the pipeline 
of the facial data representation stage using the PCA method. 

As PCA is a variance optimization process, if some 
variables (vectors of matrix   ) show a large variance 
compared to other variables, then, during variance 
maximization, PCA will load on the ones of large variances. 
Therefore, as a prior step to PCA, is to normalize the data in 
two succeeded steps. First, the average of vectorized training 

images            is obtained as in (1): 

       
 

 
 ∑   

 
                (1) 

Each vectorized image vector            is subtracted 

from the average image vector       to obtain the normalized 
training dataset as elaborated in (2) and (3): 

  
         

                        (2) 

  
        

                       (3) 

Let the set of all standardized image vectors   
        

    compose the standardized training dataset matrix 

                     , whereas                      
represents the standardized testing dataset matrix composed of 

all standardized image vectors   
          .                

  . 

 

Fig. 2. Flowchart of the PCA-based Feature Reduction Scheme. 
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Fig. 3. Average Image       and the Deviation of a Randomly Selected Set 

of Training Images   
      from the Average Image   . 

As a visual illustration of the outputs of (2) and (3). Fig. 3 
shows the average image and the deviation of a randomly 
selected set of training images from the average image      . 

Let   be defined as a linear transformation that maps the 

standard version of n-dimensional        matrix onto a feature 
subspace of  -dimensional feature vectors, where    . By 

projecting        on   space, the new formed feature vectors 

  
          are defined as in (4): 

                                        (4) 

Based on (4) we can define the matrix        
[  

        
          

     ]  as that represents the projected 

training dataset that will be used to train the neurons of the 
SOM network in the recognition stage of the proposed model. 

Same wise is applied on the standardized testing dataset as 
defined in (5): 

                                       (5) 

Based on (5), we define,          
       

         
     , as 

the result of projecting the standardized testing data       on 

the eigenspace defined by   . The columns of   matrix are the 
eigenvectors    that represent the eigenstructure decomposition 
of the covariance matrix   that can be defined as in (6) and (7): 

          
                      (6) 

                
             (7) 

     , the scalars    are the eigenvalues of the covariance 
matrix  . 

The covariance matrix   is of high dimensionality to be 
computationally processed by the PCA engine for sake of 
finding the eigenvectors    in an efficient manner. To solve this 
problem, many previous works had handled this difficulty via 
different tactics. In this work, we adapted the solution proposed 
by [31]. 

First, let   
  be the eigenvectors correspond to the 

covariance matrix   that defined in (7) and let    
  be the 

eigenvectors corresponds to the new-defined matrix   that 
constructed by switching the order of the transpose in (7) as 
illustrated in (8): 

          
                   (8) 

The eigenvectors   
  and the eigenvalues   

  corresponds to 
the matrix   are given as in (9): 

   
     

   
                       (9) 

Pre-multiplying both sides of (9) by matrix        , we have 
(10): 

         
            

   
           (10) 

Substitute the value of   of (8) and rearrange the terms, 
yields (11): 

              
         

     
          

          (11) 

based on the basic definition of the covariance matrix   in 
(7) we have (12): 

         
     

          
            (12) 

It can be noted from (12), that the terms “        
 ” and   

  
represent the eigenvectors and the eigenvalues of the 
covariance matrix   respectively. Thus, based on (12), to find 
the eigenvalues and the eigenvectors of the matrix  , we first 
construct the matrix   and then find the corresponding 

eigenvalues   
  and eigenvectors   

 . Then, the eigenvalues of 

  are set to   
  whereas the eigenvectors of   are obtained by 

multiplying the standardized training matrix        by the 
eigenvectors of the matrix   as summarized in (13) and (14): 

  
           

             (13) 

  
     

             (14) 

Fig. 4 shows the first nine eigenfaces    corresponding to 

the first nine eigenvalues   
  for           . 
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Fig. 4. First Nine Eigenfaces    Corresponding to the First Nine 2D -

Eigenvalues   
  for           . 

B. Hierarchical Clustered SOM Network 

The second stage in our proposed model is the recognition 
engine. The hierarchical agglomerative clustering was applied 
on the well-trained neurons of the self-organizing map 
(converged map) yields clusters that were labeled by training 
data and used as the classification engine of the system. 

As illustrated in Algorithm I, the first step of the 
classification engine is to establish the SOM grid which is used 
as a second layer of dimensional reduction and facial data 
representation. SOM networks belong to the family of 
topographic maps, represents a type of competitive 
unsupervised learning systems where the input space, which in 

our case is        is “mapped” in a less-dimensional output 
space with the following principle: the similar feature vector 

  
               will be projected into the same neuron or, at 

least, in the neighborhood of it, in the output space of the SOM 
grid. 

As can be shown in Fig. 1, in our proposed model, we have 
two cascaded projections: first projection is when the 

standardized training data        and the standardized testing 
data       projected onto the eigenvectors of the   space 

producing        and      .The second projection,         is 
projected onto the SOM grid to construct the output space of 
the SOM neural network. 

Typically, the incremental-learning algorithm of SOM 
networks proceeds as follows [32]: Let the codebooks of the 

SOM neurons modeled by the vectors        whereas 

          represents the observation vectors (input space). 
Then, we can define the regression of a set of weight vectors 

codebooks       into the input space        by the 
following mathematical relation (15): 

   
       

      (  
     )(  

         
 )         (15) 

     : 

   is the sample index. 

           ( ) is called the neighborhood function, which 
is often, chosen to be as Gaussian defined by (16): 

    ( )        (
 ‖     ‖

 

   
 

⁄ )         (16) 

Algorithm I: SOM Training Algorithm 

Input  
: 

Specify the size (number of grid units) and the 

dimensions (width, Hight) of SOM map. 

Initialize wights vectors, Initialize  ( ). 

Normalize training data             

define value for the maximum number of epochs as 

       

K: total number of SOM neurons on the grid 

M: total number of training input vector 

presentations. 

    
          // the accumulated value of the 

numerator of equation (18) 

    
          // the accumulated value of the 

denominator of equation (18) 

 

Output : Converged 2D SOM grid. 

1 : FOR (                   ) 

2  Specify a new value for  ( ) 

3  //for each data item        

4 :  FOR (t      )  

5 :  t = t+1 

6 :  //for each neuron k on SOM grid. 

 FOR (       )  

7   Compute the distances   ( ) using: 

  ( )   ‖  
          ( )‖

 
 

8 :  END FOR 

9   Compute winning (BMU) neuron using:  

      ( )       (  ( )) 

10 :  //for each neuron k on SOM grid. 

 FOR (       )  

11   compute the neighborhood function value for j 

presentation of input as: 

      ( )       ( ‖         ‖  ( ) ) 

  

12   accumulate     
      as: 

     
            

              ( )  
      

 accumulate     
      as: 

     
            

              ( ) 

13 :  END FOR 

14 :  END FOR 

15 : // Weight Update at the end of each Epoch 

16 :  FOR (       )  

17   Update weight vectors    using: 

      
    

     

    
       

18 :  END FOR 

19 : END FOR 
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where, “   ” refers to the “winner” neurons on the SOM 

grid, where the weight vectors     
 of winner neurons are 

defined by the condition (17): 

‖  
           

 ‖   ‖  
         

 ‖              (17) 

     ,   represents the total number of neurons of SOM 
grid              

   : represents the learning rate which decreases in a 
monotonic manner according to learning steps (iterations) and 
has the value of:       . 

   : represents the width of the neighborhood function 
which decreases monotonically with learning steps. 

     : represent the 2D vectorial locations in the display 

SOM grid, where         and        . 

In the incremental (online) learning described by (15) The 
unsupervised learning is accomplished recursively for each 

presentation of the     training feature vector   
      . 

However, in our work, we use batch SOM [33] instead of an 
online SOM variant. Thus, weight updating takes place at the 
end of each epoch. Mathematically, let's define    and    as the 

start and finish of each epoch, then, weight updating is given 
by (18): 

  (  )    
∑       ( )  

    
      

∑       ( )  
  

           (18) 

A self-organizing map in its raw version described in 
equations (15) to (18), serves as a dimensional reduction and 
facial representation analysis scheme and the next step of the 
recognition stage is to predict the SOM neuron's membership 

of a new (testing) facial feature vector matrix  that is 
presented to the output layer of the SOM network. 

This process yields a set of contiguous neurons in 
correspondence to a particular facial pattern in the testing 
dataset. As a consequence, a set of facial patterns might belong 
to different persons mapped to the same set of contagious 
neurons in the output layer of the SOM network. However, in 
our model, the SOM network is required to serve as a facial 
recognition engine that can recognize among 40 classes 
represents the subjects (person labels) of the original dataset. 
This entails SOM-nodes to be highly subject-oriented (high 
dependable on the person class). To enhance the uniqueness of 
SOM response, we apply a hierarchical agglomerative 
clustering on the SOM neurons themselves successively. 

There are two main schemes of hierarchical cluster 
analysis: Agglomerative Hierarchical Clustering (HAC) and 
Divisive Hierarchical Clustering (DAC). In our proposed 
model, we used the agglomerative hierarchical clustering 
scheme as illustrated in Algorithm II. This type is of a bottom-
up approach where each SOM codebook neuron is treated as a 
singleton cluster at the outset, then it agglomerates each pair of 
clusters successively. This process continues until clusters are 
merged into a pre-specified number of clusters that are 
specified at the beginning of the process. The prespecified 
number of clusters, in turn, represents the different target 
classes of the recognition process. 

Algorithm II: Agglomerative Hierarchical Clustering (AHC) Algorithm 

Input  
: 

Converged SOM network (weight vectors) with   

neurons. 

 : pre-specified number of clusters resulted from AHC. 

 

Output : Clustered SOM 

1  Let each neuron on SOM grid form one cluster 

 NO clusters _initial =   // each cluster contain a single 

SOM Neuron. 

                  

 

2      // initialize the index of while loop. 

3 : WHILE (     )  

4 : Find a pair of clusters with the smallest cluster-to-cluster 

distance (linkage) that given by : 

        (                 )  

  
 

    
(∑∑    (       )

  

   

  

   

) 

where,       : are the number of elements in 

                      respoectively.          

represents the members of                       

respoectively. 

 

5 : Based on a distance computed. Merge the two clusters of 

least distance into one cluster. Update while loop index:  

        

6 : ENDWHILE  

As a post-training step, the projected labeled training data 
used in analyzing and labeling the resulted SOM clusters based 
on the majority occurrence voting of a specific subject (face 
image belongs to a specific person in the training dataset). 
Then, new coming facial data is classified by the proposed 
facial recognizer into their corresponding classes. 

IV. EXPERIMENTAL RESULTS 

In this section, the facial recognition performance of our 
proposed system as well as a comparison to other facial 
recognition systems are represented. Moreover, a series of 
experiments are carried out to evaluate the efficiency and the 
robustness of the proposed facial recognition model. 

A. Experimental Setup 

All experiments are performed using the ORL (Olivetti 
Research Lab) [34] dataset, which is a classical dataset 
composed of 400 sample images, each of 92×112 grayscale 
pixel resolution with 256 intensity levels. The dataset contains 
images for 40 persons (subjects), 10 images for each person 
(subject). As shown in Fig. 5, The images were taken at 
different lighting conditions, even for some subjects they are 
taken at different sessions, which adds kind of facial distortions 
such as different facial expressions (smiling, nonsmiling, open 
eyes, and closed eyes) and different facial details (wearing 
glasses or no glasses). 
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Fig. 5. Examples of Raw Facial Images of ORL Database show the different Lighting Conditions, different Facial Expressions and different Facial Details. 

Although all images are taken in an upright position in the 
frontal view, it exhibits a slight left-right rotation in the pose 
angle and alignment, which, in turn, can be exploited to 
examine the robustness of the proposed system against 
imprecise facial alignment. 

We measured the performance based on the recognition 
rate criterion basically, which required setting up an 
experimental protocol same as used in several previous works 
in this field, where the images per person are randomly 
permutated. Then, five images of each person are used for the 
training stage whereas the other five images are used for testing 
purposes. Moreover, for sake of examining the efficiency and 
the reliability of the proposed system, we experimented with 
different sizes of training dataset per person. The results for 30 
runs of the experiment were recorded and the average is taken 
and analyzed in the following experiments. 

B. Experiment 1 

The performance of our proposed model as well as the 
recognition performance of other recognition schemes are 
shown in Table I and Table II. 

TABLE I. COMPARATIVE RESULTS OF THE PROPOSED TECHNIQUE WITH 

OTHER EXISTING SOM-BASED FACIAL RECOGNITION SCHEMES BASED ON THE 

ORL DATASET. 

Author Year Method 

train to 

test 

ratio 

Recognition  
Rate  

Lawrence 

et al.[24] 
1997 

SOM + Convolutional 

ANN 
5:5 94.25% 

PCA 5:5 89.5% 

Zhi and 

Ming [35] 
2005 

SOM + Wavelet 

Network 
7:3 92.5 

Regular SOM 7:3 84 

RBF-Kernel SOM 7:3 85 

Kumar et al 
.[36] 

2005 PCA + SOM 5:5 62.64 

Neagoe and 
Anton [38] 

2010 

PCA+ Concurrent SOM 5:5 93 

Comon ICA + 

Concurrent SOM 
5:5 88 

INFOMAX PCA + 
concurrent SOM 

5:5 94 

Proposed 

Model 
2022 

PCA + Hierarchical 

Agglomerative Clustered 
SOM 

5:5 94.7 

TABLE II. COMPARATIVE RESULTS OF THE PROPOSED TECHNIQUE WITH 

OTHER EXISTING FACIAL RECOGNITION SCHEMES BASED ON THE ORL 

DATASET 

Author Year Method 

train 
to 

test 

ratio 

Recognition  

Rate  

Tan et 
al.[37] 

2009 Partial Similarity 5:5 97.3 

Feng et al. 

[6] 
2016 

Fast Superimposed 

Parameter Classifier 
5:5 94.5 

Hamdan 
and 

Mukhtar 
[19] 

2016 
Moments-based Angular 

Radial Transform 
5:5 87.7 

Abuzneid et 

al. [13] 
2018 

LBPH + multi-KNN + 

Backpropagation ANN 
5:5 98 

Kong et al. 
[39] 

2018 
CSGF(2D) 2 PCA Net + 
Linear SVM 

5:5 97.5 

Sun et 

al.[17] 
2020 

Gradient Number Pattern 

+Fuzzy Convex-

Concave Partition + 
CNN 

4:6 95.69 

6:4 98.28 

Qin et al. 
[40] 

2020 

Collaborative 

Representation (CR)+ 
Enhanced Nearest 

Neighbour 

5:5 92.5 

Gupta et al. 

[21] 
2020 

Combination of SIFT 

(64-components) and 
SURF (64-components) 

+ Random Forest 

8:2 94.7 

Combination of SIFT 
(64-components) and 

SURF (64-components) 

+ Decision Tree 

8:2 86.2 

Proposed 

Model 
2022 

PCA + Hierarchical 
Agglomerative Clustered 

SOM 

5:5 94.7 

In Table I, we compared favorably with other facial 
recognizers which were built using either SOM or SOM-
variants. However, based on a recently published survey, the 
SOM network has limited usage [41] in face recognition 
systems either using SOM as a feature extractor, data 
representative or using it as a face recognition engine. 
Therefore, to better discuss and interpret the results obtained 
from our proposed method, a comparison with other existing 
schemes that used different machine learning and artificial 
neural networks other than SOM network are shown in Table 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

517 | P a g e  

www.ijacsa.thesai.org 

II. It is worth to mention that all schemes listed in Table I and 
Table II are built based on ORL dataset. 

C. Experiment 2: Impact of Training Dataset Volume 

In this experiment, the impact of increasing the ratio of the 
size of facial data involved in the training stage to that used for 
testing purposes is demonstrated. Fig. 6 and Fig. 7 show the 
relationship between increasing the ratio of training to testing 
data versus the achieved recognition performance. The 
experiment is set up by varying the number of involved 
training images from 5 to 9 images. The characteristic curve 
between the recognition rate and the number of training images 
involved is computed for every case. 

Obviously, as the size of training data increases, the 
principal components analysis algorithm generates more 
representative eigenvectors which, in turn, reflects in more 
accurate dataset projection and further enhanced dataset 
presentation enabling clustered SOM network to recognize 
better. 

D. Experiment 3: Impact of Adding Noise  

To discuss the robustness of our model against additive 
noise, we have conducted noise sensitivity experiments on the 
ORL dataset where the noisy testing images were generated by 
adding Gaussian additive noise of zero mean and different 
values of variation to each test image as illustrated in Fig. 8. 

 

Fig. 6. Impact of Increasing the Size of Training Dataset on the Achieved 

Recognition Performance of our Proposed System in Terms of Average 

Recognition Error. 

 

Fig. 7. Impact of Increasing the Size of Training Dataset on the Achieved 

Recognition Performance of our Proposed System in Terms of Average 
Recognition Rate. 

TABLE III. AVERAGE RATE RECOGNITION RATE (OVER 30 ITERATIONS 

WITH 5:5 TRAINING TO TEST DATA VOLUME RATIO) OF OUR PROPOSED PCA-
CLUSTERED SOM MODEL AGAINST ORL TEST IMAGES DISTORTED BY 

ADDING GAUSSIAN NOISE OF ZERO MEANS AND FIVE DIFFERENT VALUES OF 

VARIATIONS   

Variations ( ) 
Average  Recognition 

Rate (%) 

Average Recognition 

Error (%) 

0.00 94.15 5.58 

0.01 94.15 5.85 

0.02 93.88 6.11 

0.05  91.95 8.05 

0.09 86.88 13.11 

We run the experiment at five levels of deviation   and the 
corresponding average recognition rate over 30 iterations using 
200 images of the ORL dataset as training images (training to 
test ratio is 5:5) was reported as shown in Table III. In addition 
to using the raw images of the ORL dataset without any type of 
pre-processing. 

TABLE IV. TIME COST OF PROPOSED PCA-CLUSTERED SOM MODEL 

AVERAGED OVER 30 RUNS WITH DIFFERENT TRAINING TO TESTING DATASET 

VOLUMES USING ORL DATASET 

Size of Training 

Dataset 

              * 

Ratio 
Average Training 

Time (sec) 

Average Test 

Time (sec) 

200 5:5 3.65 0.0129 

240 6:4 4.389 0.0120 

280 7:3 5.128 0.0114 

320 8:2 5.98 0.0102 

360 9:1 7.00 0.0085 

               : ratio of training dataset volume to testing dataset volume. 

E. Experiment 4: Time Cost 

The objective of this experiment is to verify the proposed 
model in terms of overhead complexity where the average 
training and average testing time corresponding to different 
sizes of training to test ratios were recorded in Table IV. 
Simulations are done on MATLAB 2021a, executed on an Intel 
Core (TM) i7-4500U CPU, 8 GB RAM in Windows 10 
platform using customized code developed for this model and 
using SOM toolbox [42]. 

V. DISCUSSION 

It can be noted from Table I and Table II, our proposed 
model shows supremacy against most of the different methods 
that used SOM/SOM-variants network either as a classifier or 
as a feature extractor as in using the regular SOM in [23] or as 
RBF-kernel based SOM presented in [42] or concurrent SOM-
based technique proposed in [22]. 

 The system proposed by Tan et al.[11] has about 3.15% 
average improvement over our proposed method, however, this 
improvement comes with a computational cost as a normal 
result to portioning each image into sub-block for sake of 
extracting local-features of facial data, although Tan et al.[11] 
didn’t refer to the time expended, extensive computations 
always reflect as time-consuming and power-hungry face 
recognition style. The same scenario repeated for [24] where 
SOM is used as a feature extractor that fed a CNN network 
with optimal facial data representation. 
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Zhi and Ming [35] had achieved comparable performance 
to our method, however, the training data size used is large 
than that used in our method. Moreover, for the same training 
data size used by [35], our proposed system can achieve an 
average performance reaches up to 97.61% as elaborated in 
Fig. 7. Although superior results are reported in Table I for 
methods that used techniques other than PCA and SOM, these 
methods have underperformance in contrary to our proposed 
system in other aspects of recognition performance. 

Abuzneid et al. [13] combined different types of machine 
learning methods that led to a computationally intensive 
solution including increasing the system latency resulted from 
by recognizing facial images in the test phase of the system. 

On the other hand, authors [13] had conducted image-
preprocessing including cropping, resizing, and histogram 
equalization and it took 25 hours to perform the 
backpropagation network training, where nothing was recorded 
about the time required for the testing stage. The proposed 
method proposed by Abuzneid et al. [13] has several cascaded 
computational blocks as LBPH, BBNN representation, and 
multi-KNN which is considered a huge computational 
overhead. 

As another example, in the proposed system by Sun et al. 
[43], two types of descriptors, Local Gradient Number Pattern 
(LGNP) and Fuzzy Convex-Concave Partition (FCCP) were 
used to represent facial data. Moreover, a deep neural network 
was used as a classification engine which represents a 
recognition system with high complexity. 

Lawrence et al. [24] reported in their experimental results 
that without preprocessing step, the resultant error yielded two 
times greater error rate which means that the average 
recognition rate will decrease down to 88.5%. 

The authors reported that the training time required to train 
the CNN network was approximately 4 hours. Although Gupta 
et al. [21] achieved a comparable recognition performance 
using SIFT-64 and SURF-64 facial data representation that 
cascaded by random forest as a classifier, authors [21], as can 
be noted from Table II used 80% of the ORL dataset to train 
their model. However, as shown in Table III, our model can 
achieve a higher recognition performance reached up to 
98.16% for using this percentage of training data. 

As a typical example of image pre-processing that can 
enhance the overall performance but at the same time can blur 
many of the facial recognition performance drawbacks is that 
proposed by Qin et al [44] where down sampling algorithm is 
used to resize the facial image down into 46×56 pixel matrix 
proceeded by a non-linear transformation stretching gray image 
enhancement as a pre-processing step. Collaborative 
Representation (CR) was used as a feature extractor whereas an 
enhanced KNN was used as a classification engine. In our case, 
we have used raw images for training and testing to test the 
robustness of our system against different facial effects in one 
hand and to keep the computational cost down to the minimum 
in the other hand. 

 

Fig. 8. Subset of Original Test ORL Dataset and the Corresponding Noisy 

Ones after Adding Gaussian Noise with Zero mean     and different Levels 

of Variations  . First Row Represents the Original ORL Test Dataset. Second 

Row Represents Noisy Test Images using       . Third Row Represents 

the Noisy Test Image using       . Forth Row Represents the Noisy Test 

Images using      . Fifth Row Represents the Noisy Test Images using 

        

As shown in Fig. 8 and as revealed in Table III, our 
proposed system can handle adding additional white Gaussian 
noise at different levels of variations and beyond that can occur 
in real-time photo capturing. 

As with all face recognizers that built on the machine 
learning techniques, one major limitation to our proposed 
model is the need to re-train in case of a new persons (subjects) 
are added to the database. However, as shown in Table IV, the 
time cost required for training 200 images is less than 4 
seconds and that required for 360 images is less than 8 seconds 
which is substantially low if it is to be used in real-time 
applications. 
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VI. CONCLUSION 

This paper has presented an agglomerative clustered SOM-
based face recognition model where regular PCA was used to 
extract the eigenfaces of the facial data for purpose of facial 
data representation whereas supervised clustered SOM was 
used as the recognition engine of the proposed model. The 
proposed model is found to be efficient in terms of time cost 
for both training and testing stages where it takes less than 3.7 
seconds to train the model using 200 training images whereas 
identifying one single image takes less than 7e-5 seconds. 
Therefore, the online training version of the system can be used 
efficiently for real-life applications where the cost of training 
and testing is as important issue same as the recognition 
accuracy. The proposed model is rigorously validated using the 
ORL dataset and based on the comparative analysis conducted 
in this work, the recognition performance is superior to 
methods that used SOM/SOM-variants. Moreover, the system 
shows robustness against adding Gaussian noise at different 
levels of variations as well as robustness against using the raw 
facial data without the need for an image pre-processing step. 
Using the clustered SOM with features processors other than 
PCA or using an ensemble of SOM networks are a possible 
extension for our future work. 
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Abstract—VANET has many opportunities to manage vehicle 

safety on the road efficiently. The standards from European 

Telecommunications Standards Institute (ETSI) for Intelligent 

Transport System (ITS) provide necessary upper-layer 

specifications for safety message dissemination between vehicles 

using Cooperative Aware Messages (CAM) and Decentralized 

Event Notification Message (DENM). Besides, mobile radio 

technology of Long-Term Evolution (LTE) in Release-14 comes 

with two modes of communication, which is mode 3 and mode 4 

to support vehicle to vehicle communications. The relationship 

between vehicle time gap, speed, and UE transmit power 

significantly impacts the Packet Delivery Ratio (PDR) and 

throughput. With higher vehicle moving speeds, longer safe 

distances must be kept in ensuring safety. However, at longer 

safe distances, we have proven that communication may be lost 

because CAM messages cannot be exchanged successfully. As a 

result, no vehicle safety can be guaranteed using V2V 

communication. This may get worse in urban or cities 

environment where interference is dominant. Simulation results 

provide evidence that variable distance between vehicles cannot 

be ignored to ensure vehicle safety with successful message 

communication among them. 

Keywords—Time gap; safe distance; collision; VANET; CAM 

I. INTRODUCTION 

In recent years, vehicular systems have gotten a ton of 
consideration from specialists, mainly communicating a 
message for improving vehicle [1]. VANET is an exceptional 
and conceivably the most significant class of Mobile Ad hoc 
Networks (MANETs). The transmission of messages between 
vehicles within VANET is not enough to prevent vehicle 
collisions. Therefore, this research aims to study the safe 
distance between the vehicle and the message disseminate 
within a safe distance. Collisions between vehicles occur on 
roads on daily basis. Vehicle collisions occurred on roads 
because of human factors. For example, due to human 
behaviors tending to drive at high speeds, vehicles could not 
brake safely to avoid a collision with other vehicle because 
there is no sufficient braking time maintained. The time gap is 
the safe distance required for the vehicle to press the brake 
before a collision occurs. Based on the human factors driving 
with different speeds of the vehicle, the time gap is significant. 
Different vehicle speeds also require different time gaps 
because they have a proper distance between them before they 
stop. During braking, the vehicle must maintain a safe time gap 
for a safe distance to avoid the collision happen [21]. 

In this research, the focus is on vehicle communications in 
a mode 3 environment. The two major problems for moving 
vehicles are maintaining safe distances or safe time gaps 
between them to avoid collisions at the desired speeds. These 
are done by periodically exchanging safety messages using the 
CAM message as specified in the ETSI standards. Maintaining 
safe distances between any vehicles is paramount in avoiding 
collisions and ensuring safety. However, even with the 
dissemination of CAM messages between vehicles, a message 
that is received by any moving vehicle does not guarantee 
safety as it still does not meet the Safety Avoidance Time (AT) 
or safe time gap. A collision is still highly probable even if 
vehicles at the time of successful CAM message receptions, do 
not keep safe distances between them. There is a potential 
trade-off between safe time gap and vehicle safety, influenced 
by the transmit power. At higher speeds, the time gap required 
increases, hence the safe distances that must maintain between 
vehicles get larger, potentially leading to loss of 
communication. This research will study the relationship 
between vehicle time gap, speed, and UE transmit power 
significantly impacts the Packet Delivery Ratio (PDR), 
throughput. Simulation results provide evidence that variable 
distance between vehicles cannot be ignored to ensure vehicle 
safety with successful message communication among them. 

The rest of the paper is organized as follows. Background is 
overviewed in Section II. Section III describes research 
methodology using avoidance time. Section IV addresses result 
and discussion. Finally, conclusions are given in last section of 
the paper. 

II. BACKGROUND 

The smart transportation system has become a new factor 
for the economic development. Intelligent Transport Industry 
has made great investment and dedicated development 
resources for the vehicle-to-everything technology, 
autonomous vehicles. One of the smart transportation systems 
is already in use that is Dedicated-short-distanced-
communication (DSRC) and now next level for this is cellular-
V2X by using IEEE 802.11p and 3GPP-LTE/5GNR which is 
being deployed as a new emerging smart transportation 
technology. The author described all the positive, negative 
factors and the challenges faced by these two technologies and 
how IoT technology can well collaborate and integrate with 
DSRC and Cellular-V2X to cope with the new economic 
challenges [21][23]. One of the smart transportation techniques 
in order to increase safety and efficiency along with decreased 
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fuel consumption is to move vehicles in squad. In this 
situation, vehicles communicate with each other through radio 
signals in send any alert/safety messages while moving on 
road. The author [23] described that emergency message 
communication between vehicles-to-everything can be more 
efficient by redesigning platooning-application for vehicles 
along with considering the communication with 3GPP 
scheduled mode. There is not a single authorized algorithm for 
administration of resources. Therefore, vehicles forming a 
squad can communicate with one data packet at a time to 
occupy the communication medium. For platooning, the real 
time message packet delivery using 3GPP, can only be possible 
with distributed time slots for communication using IEEE 
802.11p. Reliability and throughput of message packet delivery 
was simulated under variable traffic of data packets using 
cellular-V2X factors. In [25], the authors presenting an 
analytical survey regarding the new emerging cellular vehicle-
to-vehicle and cellular vehicle-to-everything technologies and 
how the standard 3GPP wireless communication network is 
struggling to cope with the real time emergency 
communication and reliability challenges associated with C-
V2V and C-V2X in both homogeneous and heterogeneous 
smart transport systems. The authors are mainly focusing with 
the challenges associated with the typical and more advanced 
reliable and secure traffic system by evaluating the wireless 
technologies for inter-connected vehicle communication. In 
this survey, different types of wireless communication methods 
and the applications used are classified along with the 
challenges faced by radio technology for inter-vehicle 
communication [27]. As the 5G network promises massive 
communication with reliable connection, it has brought a 
dynamic progressive change in wireless communications. As in 
Internet-of-vehicles, quick, safe and reliable message 
communication is required in order to meet requirements for 
the end-user as well as for the business purposes and 5G 
technology can well facilitate this purpose when it comes to 
vehicle-to-everything and autonomous-vehicle applications. 
The authors [27] describes that 5G technology advancement 
not only facilitate users in terms of vehicle communication but 
also provides us reliable and correct traffic alerts along with 
helping the environment by decreased pollution and mishap 
ratio. Therefore, this survey paper well advocates how 5G 
technology advancement and its communication protocols can 
facilitate vehicle-to-everything and internet-of-vehicles cellular 
networks by protecting the environment. In this era, everything 
related to vehicle-to-everything demands a safe, secure, 
reliable, trustworthy, environment and fuel friendly smart 
transportation system not only for the vehicles driven by 
humans but more needed for the autonomous vehicles [28]. To 
ensure all these economical, humanitarian and environment 
friendly requirements and to cope with the challenges 
associated with them, newly developed European and 
American technologies named “Europe-ITS-G5” and “DSRC 
(US-WAVE) are ready to be used on vast dimensions based on 
IEEE 802.11p. Other technologies like “C-V2X (LTE)” have 
less capability to integrate well with 5G technology in order to 
meet the new emerging future requirements for smart 
transportation system and inter-vehicle communication. The 
authors [28] presented a detailed analysis for the existing 
technologies and how vehicle industry is facing the challenges 

along with its positive and negative effects on transportation 
system. Internet-of-Vehicles is an emerging technology which 
needs a lot of development and improvements as it involves 
real time communication among heterogeneous vehicles [29]. 
Vehicles can be both human-driven and autonomous ones, but 
the challenge is to broadcast massive and instantly changing 
messages among vehicles to ensure safety along with ever 
changing over the time vehicle volume is another factor to be 
considered. Different studies have been done to understand the 
response spectrum and message communication using IEEE 
802.11p of vehicle-to-vehicle single-hop communication along 
with resource distribution time slots among heterogeneous 
especially in traffic congestion. For multi-hop V2V message 
transmission, not only vehicles on road broadcast signals but 
also if they get disconnected then radio broadcasters along 
roadside were also being analyzed [29]. 

A. Safety Message Dissemination 

VANET is a distinctive sort of portable correspondence 
where topology changes powerfully because of vehicles' high 
portability. Vehicles utilize two sorts of messages to refresh 
their status and to disseminate a message to other vehicles. 
Security message scattering in VANETs has been tended to in 
vast numbers of the distributed articles. The issues related to 
the congestion control with regards to VANETs. The essential 
issue brought about by the congestion control is the 
communicated storm issue that prompts organize clog and 
bundle crashes bringing about parcel misfortune. It examines a 
few varieties of direct flooding and different kinds of 
forwarding protocols to moderate this issue [5]. The cross-layer 
communication, known as Cross-Layer Broadcast Protocol 
(CLBP), for crisis message dispersal in VANETs. CLBP 
utilizes a measurement, considering physical channel 
conditions and the moving vehicles' speed to choose many 
messages handing-off hubs towards the goal. The creators of 
CLBP perform recreations to approve their plan. The other 
exploration paper [6] proposes a direction-based plan for 
security message dispersal and contrasts its presentation and 
the direct flooding [7]. Based on all the research from this 
current paper, it does not mention a safety avoidance model for 
message dissemination. Furthermore, most recent research 
does not mention a safety message successfully sent within a 
safe distance. Therefore, to ensure maximum data packet 
delivery, focusing on finding the optimal combination of 
Beacon Generation Interval and transmission range [18]. The 
author described that previous research work in VANET 
focused on uniform vehicular networks and they totally 
ignored the presence/interruption of other broadcasting or radio 
signals from wireless devices. Therefore, multi-variant wireless 
signals increase the complexity of inter- vehicle 
communication. The author presented critical review of two 
types of heterogeneous wireless communication technologies 
which are DSRC and C-V2X, afterwards suggested an 
approach for reliable communication between heterogeneous 
vehicles having multiple radio access devices. It claims that the 
proposed Quality-of-service-aware-Relaying algorithm (QR) 
provide efficient results for message broadcasting and relaying-
count in contrast of other standard-protocols [18]. In this paper 
[19], author is focused only on V2V communication 
comprising on heavy vehicles like trucks by using platooning 
to ensure safe distances between heavy vehicles on road which 
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increases traffic safety along with decreased fuel consumption. 
Cooperative-Adaptive-Cruise-Control is one of the devices to 
ensure safe V2V communication. The paper presented a 
comparison between two types of radio/wireless technologies 
which are IEEE 802.11p and 3GPP-Cellular-V2X. The later 
radio technology being used in proposed framework for V2V 
communication which consists of two modes that are Mode3 
which is base-station-scheduled and Mode4 which is 
autonomously scheduled. Simulation results advocates that 
minimum feasible vehicle spacing between trucks in extra 
over-crowding of multiple radio message distribution by 
heterogeneous vehicles was more efficiently achieved with 
Cellular-V2X radio technology as compared to IEEE 802.11p 
[20]. In this paper the authors [6] described that by improving 
cellular-systems, V2X can be more efficient with increased 
throughput and decreased response time. It is acquired by 
replacing Long-term-Evolution-V2X with New-Radio-V2X as 
the prior one can provide primary road-safety-applications and 
later one can provide more enhanced smart road safety 
application systems. The author of this paper introduced 
Cellular-V2X as an essential technology either in terms of 
centralized or distributed network system to ensure primary 
and enhanced road safety applications with the development of 
Long-term-Evolution-V2X to New-Radio-V2X. Smart 
transportation system cannot rely on smart-single-vehicle 
system but it requires inter-connected smart heterogeneous 
vehicle system and to ensure this smart heterogeneous vehicle 
system, integration of Cellular-V2X and 5G smart technology 
has become crucial for autonomous and smart transportation. 
Moreover, it analyzed the possible issues to cope with the 
combination of 5G radar and Cellular-V2X communication 
system. The authors [26] advocates that the importance of 
vehicle-to-everything applications can never be ignored as they 
made drastic improvements in terms of traffic safety and 
reliability and lessen fuel consumption but due to high cost of 
smart vehicle applications, developers must test these through 
simulation before the release of actual application in market. 
They used ns3 simulator to test their proposed vehicle 
communication model using an open-sourced easier to 
configure, quick and simple simulation model to combine 
multiple communication heaps instead of single 
communication stack using IEEE 802.11p, C-V2X mode4, 
3GPP and LET-transmission models. To handle emergency, 
speed and space alerts using ETSI standards, sample 
applications were presented. 

B. Collision Avoidance in VANET 

VANET uses several various safety applications for safety 
purposes. VANET is owned by a Cooperate Collision 
Avoidance System (CCAS) class which is also called 
Intelligent Transport Systems (ITS). Most of the collision 
avoidance systems in VANET research consists of two 
different approaches: proactive and reactive [8]. Proactive 
approach uses data through neighboring vehicles to prevent a 
collision. While reactive approach is activated when a vehicle 
sends emergency warnings messages to neighboring vehicles 
and an irrational behavior happens such as instant hard and 
strong braking and mechanical failures in the vehicle. 

Based on the research, most of the system and design were 
proposed to use the same fundamental technologies, which are 

the Global Positioning System (GPS) wireless communication 
devices. However, when DSRC wireless technologies have 
been introduced, all the designs based on preventing rear-end 
collision scenarios have become one of the significant research 
areas [10]. An algorithm used to prevent a collision at the 
scenarios of road intersection has been proposed by the 
researchers [11]. This proposed significant concept is mainly 
focused on the scenarios of road intersection where an 
algorithm is implemented to prevent a collision occurred. By 
improving the ready used roadsides' infrastructures with an 
improved communication coverage and another traffic signal, 
it could significantly avoid collisions at the intersections. These 
researchers utilized an estimator that consolidates the 
measurement from in-vehicle sensor and GPS. Moreover, 
authors [9] also proposed an improved algorithm that is 
suitable for the curve’s environments. Apart from that, there 
are several works have been designed to enhance the warning 
system. As such, assistant of lane changing, forwarding 
collision, and intersection warning systems are designed to 
operate in different types of function. Now a days, safe and 
reliable method for massive vehicle transportation is vehicle 
patrolling able to communicate with each other using radio 
technology. Communicating emergency safety messages with 
each other ensures an improved traffic reliability and decreased 
fuel consumption. The authors [24] described that to ensure 
message delivery from the leading vehicle in a patrol to other 
vehicles to improve safety messages regarding geographical 
positioning of vehicles and to maintain safe distances among 
them, separating message broadcasting by using relays is the 
proposed method from the leading vehicle to other vehicles. In 
order to align variable information origins and restrict 
parameters for the reported vehicle squad positioning, an 
adaptive distributive-model-predictive-control (DMPC) was 
proposed in the research to avoid errors regarding vehicle 
geographical positioning. Therefore, consequently provides an 
effective framework for collision avoidance in V2V. In 
automatic vehicle driving, vehicles are programmed to 
understand its local commands and there is a great lack of 
understanding the emergency messages sent by other vehicles 
[30]. Therefore, relying on local radio environment is not 
useful and there should be other techniques for vehicle-to-
network message transmission by using 5G technology or any 
Wi-Fi. Therefore, author presented an approach for make 
learning pattern better for autonomous vehicles in response in 
efficient manner using V2X learning system for better collision 
avoidance system. 

C. Packet Delivery Rate in V2V Safety Communication 

Most of the research does not mention and claim that the 
time gap(s) must be considered when sending and receiving a 
message. It is very crucial in order to ensure the rate of data 
packet delivery is maximum in vehicle-to-vehicle (V2V) safety 
(broadcast) communication. A beacon message is also called a 
CAM (Cooperative Awareness Message), where it broadcasts 
the position, the vehicle direction, the speed, and the other 
information or forms the backbone of the analysis done by the 
ITS Stations in range [15]. This paper also only focuses on 
PDR results on clustering head to sending and receiving a 
message. The cluster head of each cluster member will receive 
the forwarded packet from its cluster member. All the 
forwarded packets by the cluster members are probability 
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calculated which is associated with the number of times the 
same packet is received during one interval [9]. The elected 
cluster head will continue to distribute it towards the 
transmission direction upon receiving the sent packet by the 
cluster member. In the conventional way of multi-hop 
broadcasting, every vehicle requires to disseminate the 
received data by simple re-broadcasting. However, this 
broadcasting method will create redundant data in re-
transmissions, resulting in an unused radio channel occupation 
and interfering with the radio channel. Therefore, decreasing 
redundancy and at the same time to ensure its reachability is 
very crucial in order to improving data delivery in a VANET. 
Hence, the simple way and efficient approach to achieve this 
goal is to re-broadcast the probabilistically [12]. A lot of 
research is going on integration of vehicle-to-everything and 
device-to-device communication with the development of 5G 
technology but still many challenges are to be coped with 
integration of vehicle-to-everything and device-to-device 
communication. The author is presenting an approach for 
quality enhancement of message delivery over VANET by 
dealing with all possible antecedent issues. Considering 
vehicles as clusters by using adaptive-mobility-aware-path-
similarity algorithm. Cluster head selection was proposed on 
numerous factors, one of them was future-path sameness. It 
used Bayesian-rule-based-fuzzy-logic algorithm for vehicle-to-
vehicle and device-to-device communication. It used two kinds 
of safety messages which are “accident” and “traffic” for safe 
message distribution. The author [17], modeled the projected 
cellular-5G VANET in OMNET++ simulator and was aimed to 
increase packet delivery ratio, turnout and to decrease 
communication and distribution time of message in vehicle ad 
hoc networks [17]. The author [22] has described the 
undeniable importance of cellular-vehicle-to-everything(C-
V2X) in today’s 5G technology for the Intelligent 
Transportation System (ITS). Undoubtedly, it played a vital 
role in providing increased turnout, faster message 
communication along with decreased waiting time but there are 
still challenges to be coped with. Some of them are 
heterogeneous vehicles and frequent radio signal losses 
between them in emergency situations to avoid vehicle 
collision or any damage. The author suggested an approach to 
deal with such emergency message communication links 
between vehicles along with assuring the Quality of Service by 
first selecting the best device for message broadcasting in order 
to avoid node-to-node delay with the help of a dedicated 
similarity-based communication link. In case, if it fails to 
search and select any such device to broadcast emergency 
message then alternate selection will be a pedestrian 5G base-
station. To reduce bulk-messages, author suggested Chaotic-
Crow-Search-Algorithm and simulation results via 
Omnet++4.6 simulator showed a little improved output and 
packet delivery ratio in emergency message communication 
along with a minor decrease in node-to-node message delay 
[16]. 

III. OVERVIEW OF METHODOLOGY 

Fig. 1 shows the difference between lane 1, lane 2, and lane 
3 with varying speeds V1, V2, and V3. Vehicle in all lanes 
must maintain different safe AT time [4] to avoid any rear-end 
collisions. To ensure the safe AT time is maintained, all 
vehicles will exchange safety messages to know each other’s 
exact road positions. In lane 1, vehicles A, B and C is assumed 
to be able to maintain safe distances by exchanging the safety 
message because at 40km/hr, the safe distances (or AT time) 
are small. Due to that reason, the amount of transmit power 
needed is also small and may not reach the maximum 
permitted transmit power level. When the received power is 
equal or larger than the received power threshold (Prx ≥ 
Prx(th)), an exchanged safety message can be received, and a 
vehicle can ensure safe distance be maintained. In lane 3 for 
vehicle D and F, when the speed is increased to 100km/hr, the 
required safe distance (or AT time) to be maintained is large. 
Transmission of a vehicle safety message by vehicle F may not 
be received by vehicle D simply because received power is 
lower than received power threshold Prx < Prx(th). Due to this 
reason, communication between vehicle D and F is lost. A 
safety message might not be received because the distance to 
be kept is large. 

Fig. 2 shows the broadcast safety message between Vehicle 
A and Vehicle B. For any vehicle moving speed [4], the AT 
safe parameter is x (s) and actual AT parameter between these 
two vehicles is y (s). Vehicle A and Vehicle B will exchange a 
safety message, both will be sending and receiving. However, 
if at the time of successful message reception for both vehicles, 
y < x, there is no sufficient avoidance time maintained, a crash 
might still happen between these two-vehicles. This 
fundamentally means that even if a message is successfully 
received by a vehicle (vehicle A) from another vehicle (vehicle 
B), vehicle safety still cannot be guaranteed since no 
maintenance a proper safe distance (AT safe). 

 

Fig. 1. V2V Message Dissemination within the AT time within difference 

Speed. 

 

Fig. 2. V2V Communication with Safe AT (Avoidance Time). 
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A. Avoidance Time Concept 

As indicated by the research and exploration on the delay 
of passenger vehicle, the analyst vehicle based on the security 
on passenger vehicle, time gap has been used instead of time 
headway. It is proved that the time gap represents the actual 
time which is only appears to the following vehicle to prevent 
collision of rear-end with a leading vehicle performing a 
uniform deceleration in a VANET. [2] It is fundamental for an 
after the vehicle to hold a protected after separation to the 
primary vehicle to consider enough opportunity to slow down 
upon the leading vehicle plays out a uniform deceleration to a 
halt. VANET time-gap approach could be used as a warning 
system to the following vehicles to avoid collision with the 
leading vehicles in a high traffic density area. Thus, TGFD is 
characterized as the accompanying vehicle's base time to 
decelerate and safely break without crashing the primary 
vehicle when both apply to the emergency breaks due to 
unexpected conditions. The time-gap following distance is 
defined as car speeding calibration and maintaining a pre-
selected time-gap in between both vehicles, the leading vehicle 
and the following vehicle. The researchers discovered that 
time-gap is specified as the critical factor for safety, and proper 
time-gap calculations which could lead to a better performance 
and give allowances for in-vehicle distraction [2]. TGFD 
model for passenger vehicles must consider the passenger 
vehicle braking time and the time factors which are time 
perception, time decision, time broadcast, and time propagation 
in the VANET environment [3]. The Standards for Cooperative 
Awareness Message (CAM) and a Decentralized 
Environmental Notification Message (DENM) defines that 
communication should be delivered with the expected service 
requirement of maximum 100ms end-to-end latency (Final 
draft ETSI, 2014-09). The safety time gap was calculated by 
reference the VANET AT model for autonomous passenger 
vehicle as per below [4]; 

(auto) = 𝑇𝑏 + 𝑇s + 𝑇𝑝𝑟 + 0.28            (1) 

Ts is the reaction time of an autonomous vehicle system, 
and reaction time can be set in the range between 0.011s to 
0.2s. The best time reaction is 0.011s since it is the fastest. The 
reaction time set for this study is 0.2s. 𝑇𝑏 is the broadcast time, 
and 𝑇𝑝𝑟 is propagation time; the value of 0.28. 

The braking time Tbr for a straight road can be calculated 
by converting to the time component. "v" is the speed in km/hr, 
and "a" is the deceleration m/s2. The value of 0.28 is a fixed 
value for the AT model [2]. By referencing from the 
𝐴𝑇𝑝𝑣(auto) model, the reaction time was set to 0.2s, and 
deceleration (it is the variable) was set to -8.8 m/s2 and input 
the overall stopping distance in the unit meter(m), that must be 
set in OMNET++ while running the simulation. 

IV. SIMULATION AND RESULTS 

In this research, Veins (Vehicles in Network Simulation) is 
used as a simulation tool which is a built-in simulation 
framework on OMNeT++ simulation environment. Veins 
recruits OMNeT++ simulation kernel for a discrete event 
simulation whereas all the simulation controls and data 
collections are performed by OMNeT++. Veins instantiate 
SUMO to model a vehicle movement to provides a modular 

framework for the custom applications simulation. An example 
to abstract away from a discrete event simulation of wireless 
channels is by controlling event routing between nodes and 
modeling signal processing. In this case, dedicated model 
libraries are used for simulating such as Internet protocols (IPs) 
or cellular network communications. Veins build on this basic 
concept to provide a suite of model that can be served as a 
framework in modular type for simulating applications. Based 
on the suite of IVC models, the implementation of custom and 
application-specific data generation and dissemination 
protocols could be done referring to the IVC models suite 
available in OMNET++, such as the safety and efficiency of 
traffic. Such application simulations and all Veins modules 
used are consolidated and connected to be executable. This 
executable application could be run as a GUI application or as 
a command-line batch simulation. The combination of precise 
channel and access models, behavior, and mobility feedbacks 
enables wide range captures of necessary factors to investigate 
intersection collision avoidance approaches. The running 
simulation of the vehicle shows in Fig. 3 that running via 
OMNET ++. This simulation will be running within the time 
that was already setting in the code. 

A separate instance simulates the SUMO, as mentioned 
above, a road traffic simulator's vehicle movement, which 
started and controlled by the running simulation. Veins utilize 
the object subscriptions integrated with SUMO to improve its 
efficiency. When vehicles are generated or their states are 
changed, Veins allow it to call updates and push notifications 
from a running simulation. Fig. 4 shows the workspace for 
SUMO. This file of sumo will be integrated with OMNET++ 
when running the simulation. 

 

Fig. 3. Simulation Running in OMNET++. 

 

Fig. 4. SUMO Workspace. 
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The results were evaluated based on the time gap setting 
with different speed measures and vehicle density. 

A. Packet Delivery Ratio (PDR) and Time Gap 

Fig. 5 shows the graph for the results PDR with Time Gap 
setting. The PDR was decreasing when the density was an 
increase. The density set to 30 vehicles with a 50km/hr speed 
shows that highly PDR slowly decreases when the speed was 
increased. The density 100 of the vehicle shows that low PDR 
starts at the beginning 36 of 50km/hr until 120km/hr. This has 
happened because PDR does not been successfully sent when 
the density is increasing. The higher density, PDR will be 
affected, and message dissemination could not be successfully 
disseminated. Even the distance between vehicle to vehicle 
maintained it does not measure the message was successfully 
disseminated. This result meets this research objective, 
investigating the relationship between the safe vehicle time gap 
and the broadcast message's speeds. When vehicles maintain a 
safe time gap to ensure safety, which is to avoid collisions, the 
results show that this impacts the PDR and the distances 
between vehicles increases affecting message reception. The 
average difference PDR between densities 30 and 100 with 8 
points of difference time gap setting is 5%. From Fig. 6 also 
while setting time gap(s) to the default value, the high of PDR 
was achieve. The results show that with a minimum time 
gap(s) setting, which is 4meter = 0.774s, the PDR slightly 
increases to 80% of PDR with low density 30. For the high 
density 100, the PDR slightly drop 40%, which means that in 
high density, the vehicular communication is dropping while 
sending and received message, and some communication is 
loss. Fig. 5 and Fig. 6 can be described that the time gap(s) 
setting affected the PDR. The larger and smaller distance was 
affected the vehicular communication when broadcasting a 
message. 

 

Fig. 5. PDR with Time Gap(s) Setting based on the Converted Time Gap(s) 

Speed. 

 

Fig. 6. PDR with Time Gap(s) Setting based on default Time Gap(s) Speed. 

B. Throughput with Time Gap(s) Analysis Result 

Fig. 7 shows the Throughput and Time Gap. For these 
results, the simulation was tested with the difference in speed 
and safety time gap. This figure shows that the throughput was 
decreased when the velocity and time gap is high. The 
successful message delivery rate over communication between 
V2V decreased when the simulation was run in high densities 
and velocity vehicles. This might be because the larger 
distance-time gap setting affected the packet arrive at their 
destinations successfully. This can be seen at time gap settings 
of 3.788s for vehicle speeds 120km/hr, respectively. 
Furthermore, these results meet with a problem statement 
discussed in Section 1, which is the communication between 
vehicles to the vehicle might be a loss of communication, even 
maintaining the safety distance. The average throughput 
between densities 30 and 100 is 213.72bps. From the average 
results, the successful CAM delivery over communication 
between V2V was decreased when the simulation was run in 
high densities and velocity vehicles. 

 

Fig. 7. Throughput and Time Gap(s). 

C. Different UE Transmit Power with PDR and Time Gap(s) 

Analysis Result 

Other simulation results were measured to investigate the 
packet delivery ratio (PDR) under different time gap settings 
with different vehicle speeds. The setting also under different 
vehicle densities and UE transmit power, as shown in Fig. 8. 
This figure shows that within 19dBm, the PDR was decreasing, 
which means that they send a packet of the message that was 
decreased and did not have been received successfully. The 
higher densities and speed with the high time gap, the PDR 
slowly decreases based on the different densities, the higher 
densities. The UE transmit power also affects the reception of 
messages shown with lower PDR. Higher mobility for 
vehicles, i.e., higher vehicle velocity, has a more substantial 
impact on PDR. This can be seen at time gap settings of 3.472s 
and 3.788s for vehicle speeds of 110Km/hr and 120km/hr, 
respectively. For UE transmit power was set to 27dBm above 
the standard also affected the message reception and slightly 
decrease when vehicle speed increase with higher mobility. 
Again, this result show that time gap settings with a difference 
of UE transmit power affects PDR and potentially vehicle 
safety. 

D. Different UE Transmit Power with Throughput and Time 

Gap(s) Analysis Result 

Fig. 9 shows the performance throughput with different 
speeds, densities, and UE transmits power 27dBm, 23dBm, and 
19dBm. The 27dBm UE transmit power was set above the 
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standard in ETSI. The rate of successful message delivery over 
communication between the vehicle to vehicle slowly 
decreased when the high densities have been tested. This can 
be seen at time gap settings of 3.472s and 3.788s for vehicle 
speeds of 110Km/hr and 120km/hr, respectively. This result 
shows that time gap settings with a difference of UE transmit 
power affect throughput and slightly decrease when vehicle 
speed increase with higher mobility and potentially affects 
vehicle safety. This result shows that in the highest safety time 
gap, 3.788s with 120km/hr, the throughput is in the lowest 
value for densities set to 30 and 50. When a vehicle to vehicle 
broadcast a message with high speed and the distance is more 
significant between the vehicles, some of the messages were 
not successfully sending and received by the vehicle. 

 

Fig. 8. Different Prx for 27dBm, 23dBm and 19dBm. 

 

Fig. 9. Different Throughput for 27dBm, 23dBm and 19dBm. 

E. PDR for each of Vehicle with Different Speed, Time Gap, 

and UE Transmit Power 

This figure shows that the performance PDR per vehicle 
with different speed and time gap settings transmit power 
23dBm. The rate of successful message delivery over 
communication between the vehicle to vehicle slowly 
decreases. This result shows that the distance between the 
vehicle affected the performance of PDR. The performance of 
PDR with the time gap formula shows that the lowest than the 
default time gap setting in veins simulation. The average 
difference between 60km/hr with default time gap setting and 
formula is 51%, and for 100km/hr is 53%. This can confirm 
that the distance between vehicles was affected by the CAM 
message. 

 

Fig. 10. PDR for each Vehicle with Different Speed, Time Gap, and UE 

Transmit Power. 

V. CONCLUSION 

The message dissemination between vehicle-to-vehicle 
communications impacts the packet delivery ratio and 
throughput based on the setting with different speed, time gap, 
and UE transmit power. Based on the findings, the relationship 
between vehicle time gap and speed impacted the packet 
delivery ratio (PDR), throughput, and UE power transmission. 
For the different speed and time gap, PDR's performance 
decreases while the speed was increase and while the vehicle's 
densities are increasing. It can be shown from the results that 
for vehicles to maintain safety on the road avoiding collisions, 
keeping a desired safe distance between them is essential, 
which means maintaining a proper time gap. However, the time 
gap is proportional to vehicle speed. As vehicle speed 
increases, the time gap also increases. The increasing time gap 
means increasing safe distances, and with the increase in safe 
distance, potential messages exchanged between all vehicles 
cannot be received. This will ultimately affect vehicle safety 
severely. It can also be shown that the Tx power of UEs also 
affects PDR, using a lower UE Tx power, while maintaining 
safe distances caused smaller message reception. Finally, it can 
be shown that even when vehicles exchanged safety messages 
between them to ensure safety, this does not necessarily 
guarantee safety as the distances between them grow apart 
(although safe), messages still cannot be received. The future 
work for this research is to evaluate the vehicle safety message 
dissemination performance under the influence of interference 
in an urban radio environment, the relationship and trade-off 
between PDR (successful CAM reception), UE transmit power, 
SNR and safe distances. 
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Abstract—High concentrations of CO2 levels are significantly
present in closed environments that do not have proper venti-
lation. Such high concentrations generate negative health con-
sequences such as dizziness, headaches and various respiratory
problems. For this reason, the design and implementation of
a low-cost CO2 monitoring and control prototype is proposed
to optimize ventilation levels in closed spaces. The parameters
that the proposed device measures are concentration of carbon
dioxide, humidity and temperature. A digital PID controller was
implemented, with the use of C++ programming language and
an exhaust fan to stabilize carbon dioxide levels within a closed
space. The aforementioned parameters can be viewed in two
ways: The first way is locally through a LCD screen and LED
indicators, and the second one, remotely using the free Arduino
IoT Cloud platform. The closed environment was emulated using
a cardboard box and in the tests it was obtained that the
prototype manages to keep the CO2 concentration levels below the
established limit. However, this can be further improved by using
more precise sensors for more accurate results. It is expected
that this model can be successfully scaled to closed spaces such
as classrooms and offices.

Keywords—CO2 Monitoring; IoT; Low-cost Indoor Ventilation
System; NodeMCU; Open Source Software

I. INTRODUCTION

Currently, outdoor air pollution has increased in all coun-
tries due to the growth of automotive fleets and industrial
companies. This affects indoor environments with a significant
increase in CO2 levels in a proportion between 2 to 5 times
more than outdoors [1]. An example of this is reflected inside
different environments such as classrooms, offices, bedrooms,
etc; where the CO2 concentration has values that exceed
the maximum levels recommended by international standards.
These places do not have an adequate mechanical ventilation
system to dissipate the polluting gases that are generated
inside, and even in many cases the doors and windows are kept
closed. Likewise, despite the fact that they have been designed
to accommodate a limited number of people, the maximum
capacity allowed is exceeded on a daily basis.

Different CO2monitoring systems have been developed
for closed spaces that do not directly control this parameter.
A CO2 prediction model has been developed based on the
history of measurements [2]. A user alert system has been also
proposed by means of text messages to the cell phone and an
email notification [3]. The information obtained is even shown

through an LCD screen and warns us with an audible alarm
when the maximum levels established are exceeded [4]. The
aforementioned studies [2], [3], [4] defend the importance of
monitoring the levels of polluting gases, such as CO2, existing
inside a closed space. This, with the aim of analyzing indica-
tors that allow reducing the spread of diseases in the short
and long term. The tendency of the authors in this regard is to
develop portable prototypes that determine the concentration of
harmful agents to health within the environment using low-cost
sensors that provide information in real time, which seeks to
maintain adequate ventilation levels below the recommended
limit.

CO2 is a gas that is released by human respiration and
this is adequate to measure ventilation levels [5]. Because
people exhale predictable levels of CO2, a direct connection
to air pollution can be made [3]. This parameter is extremely
important, since high concentrations of CO2 have very harmful
effects on health [6]. On the other hand, the measurement
of other parameters of air quality, such as particulate matter,
relative humidity and temperature, are very important as well.
Environmental parameters, temperature and humidity, also
influence people’s well-being [7], [8] and these are necessary
to have a correct indoor air quality index [2].

Some devices that has been previously designed to measure
different parameters from air quality have shown data in real
time through the uses of displays. For example, an open
source web platform was developed to display the information
provided by the sensors using a MySQL server for data storage
[7]. ThingSpeak was also used, which is a free web platform
for the collection and representation of the measured variables
[3]. On the other hand, a mobile phone application called
Dataplicity was used to remotely access the pollutant indicators
[9], whereas in another study only a 16x2 LCD screen was
used to fulfill the same purpose [10].

When considering the methodology used by some studies
to develop devices that measure air quality, diverse ones were
followed. For instance, a quantitative experimental investiga-
tion was applied in 10 schools and in 2 training centers for 8
days and between 5 to 10 hours a day taking measurements
from different air quality sensors [11]. A similar methodolog-
ical approach is applied using pollutant weighted calculation
tools and the test is performed in 2 environments. The first is
a laboratory at the University of Warwick (England) during 1
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hour of classes with a number of 100 students. The second
environment is a kitchen of the same school, with a single
person preparing the food for 1 hour [1]. On the other hand,
in one study [8] a qualitative methodology based on surveys
was used as an instrument to understand the experience of
discomfort and evaluate the environment from the participants
own point of view. Then, a statistical analysis was performed
based on census data for 8 hours a day in 4 scenarios. Similarly,
in another study [12] a systemic perspective of the model
designed with a smoothing algorithm to reduce sensor errors
caused by power failures and a data aggregation algorithm that
minimizes network traffic and saves time was developed. In a
research carried out in India [10], empirical methods were used
to know the level of gases harmful to health using the designed
prototype, but they did not specify the place or conditions
where it was used.

A research carried out in Spain [11], presents as a result
a very precise device whose data had a value R2 = 0.902 in
a simple linear regression test, and S = 143 and p = 0.1348
in the Moses test comparing it with the commercial Perfect
Prime CO2000 device. Similarly, researchers in Portugal [13]
presented a very reliable proposal, showing sensors with R2

values between 0.73 and 0.87, obtained from linear regression
tests. Another work in India [3] explained a system with good
sensitivity, which although it was not compared with another
device, had a sensor which was experimentally calibrated for
24 hours.

Some studies have concluded that portable devices are
reliable to measure the quality of the air inside closed en-
vironments and also confirm that the use of IoT sensors is
favorable for these equipments. For example, the use of IoT
technology simplifies access to the information provided by
the different sensors installed in the environment in order to
have a better quality of air [14]. With the information collected
by sensors interconnected by means of IoT technology, it
was possible to develop an anticipated model based on CO2

concentrations to improve ventilation at any time [2]. On the
other hand, Interaction with a wireless sensor network that
provides real-time pollutant gas indices is also affordable for
everyone. Mounting a network of wireless sensors is easier and
more efficient and naturally, it reduces the amount of wiring
used from the end devices to the central monitoring station
[15]. Finally, the Raspberry Pi development board facilitates
the connection with other IoT sensors and not only with analog
or digital sensors to collect information on the contamination
rates in a closed area [12].

In view of this global problem, which is detrimental to
people’s health, of not having an adequate CO2 monitoring
and control system, it is necessary to design and implement
one that optimizes the level of ventilation in closed spaces [7].

II. METHODOLOGY

A. Electronic Components

The prototype is divided into five operating stages and
uses the following electronic components, with the aim of
achieving a low-cost system that can be implemented in closed
environments.

Fig. 1. CCS 811 Sensor.

Fig. 2. DHT11 Sensor.

1) Acquisition Stage: Two types of sensors were imple-
mented in this stage.

• CCS 811 Sensor (Fig. 1): It is an air quality sensor
that allows us to obtain the equivalent concentration of
CO2 from the measurement of Total Volatile Organic
Compounds (VOC) in a very precise way. This sensor
was chosen as a main parameter for CO2 measurement
due to its low economic value compared to other types
of air quality sensor on the market that cost up to 6
times more.

• DHT11 sensor (Fig. 2): It is a sensor that measures
temperature and humidity parameters. It is a digital
type that can be powered with 3.5 to 5V. Its tem-
perature measurement range is 0 to 50◦ C, with an
accuracy of 2◦ C. It allows to measure the relative
humidity of 20-80% with a maximum sampling period
of 1 second.

2) Control Stage: It is made up solely of the NodeMCU
module.

• NodeMCU v3 module (Fig. 3): This module has an
ESP8266 processor at a speed of 80 to 160 MHz. It
has 1 analog port, 17 general purpose ports, 4 PWM
outputs and allows I2C, UART, SPI type communica-
tion and Wifi. This device was chosen because it is a
very popular and cheap module to carry out electronic
projects that are synchronized with a free service in
the cloud every second, due to its low consumption
and high performance.

3) Communication Stage: It will be done wirelessly
through the Wifi technology of the NodeMCU module. This
communication was chosen because this technology is incor-
porated into the NodeMCU development board and that it has
a free server called Arduino IoT Cloud to be able to view the
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Fig. 3. NodeMCU v3 Module.

Fig. 4. 16X2 LCD + I2C Module.

KPI control indicators remotely, both on the web and on the
cell phone.

4) Display Stage: It is made up of a 16X2 LCD screen
with I2C module and 3 LEDs.

• 16X2 LCD Screen + I2C Module (Fig. 4): This
component is a small screen that allows information to
be displayed. It has 2 rows and in each row you have
the possibility of observing up to 16 alphanumeric
characters.

• It consists of 3 light emitting diodes of green, yellow
and red respectively. They will allow to show visually
based on a color of the led a range of the CO2 sensor
to indicate if the ppm values are low, medium or high,
respectively.

5) Actuator Stage: It is made up of 1 pre-actuator and 1
actuator.

• AC 220V / 2A digital dimmer (Fig. 5): Provides alter-
nating current voltage regulation in order to achieve
different levels of voltages that are located within the
voltage range, while varying the power delivered to
the load. This is controlled by a PWM signal. : This
device was chosen as a pre-actuator to gradually vary
the speed of the extractor motor, due to the effect of
the PID controller established to maintain the optimal
CO2 concentration at an approximate value of 1000
ppm.

• 220V Extracting fan (Fig. 6): It is that device that ex-
tracts the air through its rotating blades in a direction
from inside to outside of an enclosure. It works with
voltages of 220-240 VAC and at frequencies of 50 and
60 Hz. In addition, they have a protection impedance.
This device was chosen to extract the concentrated
gas into the environment when CO2 levels exceed a
dangerous value for human health and thus dissipate
it.

A diagram of the five stages working together in the design
of the prototype is show in Fig. 7.

Fig. 5. AC Digital Dimmer.

Fig. 6. 220V Air Extractor.

B. Mechanical Structure

Fig. 8 shows the design of the structure through the CAD
Solidworks 2020 program, with general dimensions of 102 x
50 x 110 mm and 2 mm thick, which will contain the system
components (LCD screen, sensors and plate development) so
that they fit perfectly. After that, a 3D printing can be made
using Acrylonitrile Butadiene Styrene (ABS) as a material, to
protect the elements of the system. ABS material was chosen
because it has sufficient protection against dust and splashes
of water.

The front, side, rear and bottom views are seen in Fig. 9,
Fig. 10, Fig. 11, and Fig. 12, respectively.

C. Software

The programming of the NodeMCU v3 module was done
through the Arduino IDE platform, since the module has
compatibility with that development environment. The goal
is to keep the CO2 concentration at 1000 ppm through the
use of a digital PID controller. Likewise, the temperature and
humidity parameters were considered in order to compensate
for the variations in CO2.

First, the readings of the temperature and humidity sensor
were taken to be able to introduce them to the CO2 sensor
and improve the variation of the reading of its concentration.
The PID controller is activated when the carbon dioxide
concentration exceeds the value of 1500 ppm, because from
this concentration it begins to be very harmful to health. With
the establishment of the desired level of CO2 and the correct
tuning of the controller, the output value of the control signal is
calculated. The power that will be delivered to the air extractor
is the output of the PID controller, therefore a restriction of
its maximum value was established at 100 and minimum at 0.

This rectified output signal will be sent to the dimmer,
which will regulate the power that will be sent to the extractor.
Fina1glly, when the carbon dioxide concentration is less than
900 ppm, the PID controller will stop working, since the
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Fig. 7. Interconnection of the 5 Stages of the System.

Fig. 8. Design View of the Exterior Structure.

ventilation level of the place will be safe. The values of
temperature, humidity and CO2 concentration will be sent to
the cloud, displayed on the LCD screen and there will be 3
LED indicators: green when the CO2 concentration is less than
1000 ppm, yellow when it is between the range 1000 - 1500
ppm and red when higher than 1500 ppm. Fig. 13 shows the
logic used for programming the entire system.

Fig. 9. Front View of the Exterior Structure.

D. Data Transmission to the Cloud

The measurements from the sensors are sent to the Arduino
IoT Cloud platform. This platform is free, easy to use and all
standards are open source. In addition to being compatible with
all Arduino boards, it also has compatibility with the ESP8266
microcontroller, which is used by the NodeMCU module. This
platform uses the MQTT protocol for data transmission and
allows other interaction methods such as command line tools,
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Fig. 10. Side View of the Exterior Structure.

Fig. 11. Rear View of the Exterior Structure.

Fig. 12. Bottom View of the Exterior Structure.

JavaScript, and WebSockets. It even has a data storage of up
to 2 days.

In this platform, 3 variables corresponding to each of the
parameters that are obtained from the sensors were created
and it was established that they are updated when their value
changes. An interface called “CO2 Monitoring and Control
System” was also designed and added a percentage progress

Fig. 13. Flow Diagram of System Operation.

indicator for the humidity value, a nominal progress indicator
for the temperature value and a trend graph for the value of
CO2 concentration in ppm, as shown in Fig. 14.

III. RESULTS AND DISCUSSION

For the tests of the designed prototype, in Fig. 15 we
have emulated a closed environment based on a cardboard
box measuring 41x55x38 cm, in which 27 small holes were
made, with an approximate diameter of 2 cm, on both sides
and in the back of the box so that the air can circulate when
the extractor is turned on, since otherwise there would not be
an exchange of the flow of clean and polluted air inside the
box. The cardboard box was chosen because of its low price
and that it allowed to accumulate carbon dioxide in such a
way as it would be done in a real closed space. However,
the use of other materials such as resin or glass, as in the
case of the research carried out in Algeria [16], would have
allowed allow to observe the total operation of the system and
to obtain a more natural behavior of the CO2 due to a better
permeability. Also, a plastic box with IP56 protection could
be used to protect the system components and be the external
structure of the prototype, as was done in England [17] and
Indonesia [7].

As can be seen in Fig. 16, a hole with a diameter of 11.5
cm was made in the front of the box so that the air extractor
can be installed outside of it. Likewise, 4 small holes were
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Fig. 14. KPI Indicators of the Cloud Interface.

Fig. 15. View of the Cardboard Box where the Prototype was Tested.

made in the corners to hold the extractor with screws and
washers. This extractor will circulate the air from the inside to
the outside of the box when the CO2 levels are not within the
allowed ranges. One type of exhaust fan that should be used in
a real room is the AC180 model from the Broan brand, which
works at 200 VAC 50Hz. In addition, it consumes 18W of
power with an extraction capacity of 163 m3 / h and a noise
level of 45 Db, being indicated for residential environments
such as rooms, offices and classrooms. In a study conducted
in a city in India (Durgapur), 6 conventional ”cooler” type
air extractors were used to ventilate the CO2 produced in the
small environment [8]. Also, in an office space in the same
country, generic mechanical ventilation was used, producing a
lot of noise [18], as well as a conventional extractor that was
activated when the carbon dioxide limits were exceeded [19].

It can be seen in Fig. 17 that inside the box the breadboard
was placed with the different components that intervene in the
system, such as the NodeMCU development board, the CO2

sensor, the temperature and humidity sensor, the LEDs and the
screen. LCD coupled to its I2C module. The LCD screen and

Fig. 16. Hole for Extractor Installation.

Fig. 17. Distribution of the Components within the Cardboard Box.

its module are powered with 5V DC through an adapted cell
phone charger, the Node MCU, through a microUSB cable
connected to the laptop and the other components use 3V
DC provided by the development board. In the middle part
of the box it can be seen the dimmer that will function as a
pre-actuator, regulating the power delivered and enabling the
connection between the control stage led by the NodeMCU
and the power stage where the air extractor is located.

Fig. 18 shows the local display stage made up of the
16x2 LCD screen, which provides us with information about
the values obtained from the CO2 concentration through the
CSS811 sensor in ppm measurements, and the temperature and
relative humidity through the DHT11 sensor in ◦ C and %
measurements, respectively.

In Fig. 19, we roughly mimic the CO2 exhaled by people
through smoke generated by burning paper in order to perform
the tests. A quarter of rolled paper is set on fire and immedi-
ately placed inside the box on a metal container, to finally close
it. The exhaust fan would be located in a real environment at
least 2.3 meters from the ground, embedded in the wall. In the
same way, the prototype that contains the CO2 sensor must be
mounted on the wall with the correct orientation, because CO2
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Fig. 18. Local Display Stage.

Fig. 19. CO2 Generation within the Cardboard Box.

is denser than air, it tends to fall to the ground and with this
it would absorb the CCS 811 sensor located at the interior
of the structure, which has ventilation grills that will allow
the access of this gas. A research work has used the MQ135
sensor to measure the CO2 concentration and have located this
at ground level [12]. Also, in a study in India, the MQ2 gas
sensor is used interconnected with Arduino and installed on
top of a desk [20]. Similarly in another work, an all-in-one
prototype is designed, which is installed on the wall [17].

Fig. 20 shows the result of test 1 represented with a trend
graph of CO2 concentration (ppm) vs. time (seconds), sampled
in 5 second intervals. At the beginning, an establishment is
observed at approximately 8000 ppm, since it was the initial
moment where the smoke was generated and accumulated.
Also, it should be noted that an important factor is the size of

Fig. 20. Test Result 1.

Fig. 21. Test Result 2.

the environment since, being a small box, the smoke generates
a CO2 concentration inside the box much higher than in a
natural and conventional scenario. After some time, a decrease
in the CO2 concentration occurs as a result of the action of
the air extractor, thus achieving an approximate establishment
of 1000 ppm after 800 seconds.

In Fig. 21 the result of test 2 is shown, in addition to
the initial establishment period at 8000 ppm, some downward
peaks are observed since being a non-natural environment and
only simulated, the generated CO2 conditions are not constant,
as if they would be in a traditional environment. Despite this,
in general a similar behavior is observed with respect to the
results of test 1, stabilizing at approximately 1000 ppm after
800 seconds, thus generating a clean and safe environment. In
both tests carried out, the correct extraction of carbon dioxide
inside the box can be observed, through the exponential decay
of its concentration seen in both graphs. This behavior is
repeated in some studies carried out in Italy [21] and the
United States [22] inside classrooms, varying the number of
people and ventilation elements. This was also observed in an
investigation conducted in two laboratories in Indonesia [23].

In Fig. 22 the remote viewing stage is shown through
the free Arduino IoT Cloud platform that can be monitored
through the web or its free software for Android and iOS.
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Fig. 22. Remote Viewing Stage.

In either of these two media, KPI indicators for humidity,
temperature and CO2 concentration are displayed in real time
with a history of up to 2 days.

IV. CONCLUSION

In the present research work, a monitoring and control sys-
tem of CO2 concentration in closed rooms has been developed
using low-cost components and a free software application
to view the data remotely through smartphones, laptops and
desktop computers. The results demonstrate its effectiveness
compared to other studies, since after approximately 800 sec-
onds of having detected the high levels of CO2 concentration, it
reaches adequate levels, less than 1000 ppm, thus producing a
healthy area for the exchange of air of the people who inhabit
it. The finished prototype would be located on the side of
the room for the correct detection of the parameters described
above.

As a future work, it is suggested that the development of

the prototype be located within a structure with a degree of
protection IP (Ingress Protection), with the aim of resisting
dust and humidity found in the environment. Likewise, it is
recommended to use CO2 sensors of the NDIR (Non Dis-
persive Infrared Detector) type, since they are more accurate
for gas detection, easier to calibrate and have minimal error
percentages. Take into account the number of occupants and
the volume of the room, since the precision of the sensors to be
used and the number of air extractors to install depends on this.
Finally, to obtain accurate measurements it is recommended to
install the structure approximately 1 meter from the ground.

REFERENCES

[1] S. Esfahani, P. Rollins, J. P. Specht, M. Cole y J. W. Gardner,“Smart City
Battery Operated IoT Based Indoor Air Quality Monitoring System”, en
2020 IEEE SENSORS, Rotterdam, 25–28 october 2020. 2020.

[2] R. Xiahou, J. Yi, L. He, W. He y T. Huang, “Indoor air monitoring system
based on internet of things and its prediction mode’l’, Proceedings of

www.ijacsa.thesai.org 536 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

the International Conference on Industrial Control Network and System
Engineering Research (ICNSER), vol. 2019, pp. 58–63, 2019

[3] R. K. Kodali, S. Pathuri y S. C. Rajnarayanan, “Smart Indoor Air
Pollution Monitoring Station”, en 2020 International Conference on
Computer Communication and Informatics (ICCCI), Coimbatore, India,
22–24 january 2020. IEEE, 2020.

[4] C. Calvin Adrianto, Y. Calvinus y P. B. Mardjoko, “Design Of CO, CO2,
Temperature, Humidity, And Weather Monitoring System Based On
Internet of Things (IoT) & Android”, IOP Conference Series: Materials
Science and Engineering, vol. 1007, p. 012175, december 2020

[5] D. Thomas, B. Mistry, S. Snow y M. C. Schraefel, “Indoor Air Quality
Monitoring (IAQ): A Low-Cost Alternative to CO2 Monitoring in
Comparison to an Industry Standard Device”, Advances in Intelligent
Systems and Computing, vol. 858, n. 1, pp. 1010–1027, 2018

[6] G. Marques y R. Pitarma, “IAQ Evaluation Using an IoT CO2 Monitor-
ing System for Enhanced Living Environments”, en Advances in Intelli-
gent Systems and Computing, Cham: Springer International Publishing,
2018, pp. 1169–1177

[7] A. A. Hapsari, A. I. Hajamydeen, D. J. Vresdian, M. Manfaluthy, L.
Prameswono y E. Yusuf, “Real Time Indoor Air Quality Monitoring
System Based on IoT using MQTT and Wireless Sensor Network”, en
2019 IEEE 6th International Conference on Engineering Technologies
and Applied Sciences (ICETAS), Kuala Lumpur, Malaysia, 20–21 de-
cember 2019. IEEE, 2019.

[8] P. K. Sharma, B. Poddar, S. Dey, S. Nandi, T. De, M. Saha, S. Mondal
y S. Saha, “On detecting acceptable air contamination in classrooms
using low cost sensors”, 9th International Conference on Communication
Systems and Networks (COMSNETS), vol. 2017, pp. 484–487, 2017

[9] D. Suriano, G. Cassano y M. Penza, “Design and Development of a
Flexible, Plug-and-Play, Cost-Effective Tool for on-Field Evaluation of
Gas Sensors”, Journal of Sensors, vol. 2020, pp. 1–20, august 2020.

[10] P. Satyanarayana y R. Narmadha, “Implementation of Wireless Sensor
Network Based Indoor Air Quality Monitoring System using GSM”,
International Journal of Engineering and Advanced Technology, vol. 8,
n. 6, pp. 4885–4889, august 2019.

[11] M. D. Fernández-Ramos, F. Moreno-Puche, P. Escobedo, P. A. Garcı́a-
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Abstract—The amount of data generated globally is increasing
rapidly. This growth in big data poses security and privacy issues.
Organizations that collect data from numerous sources could
face legal or business consequences resulting from a security
breach and the exposure of sensitive information. The traditional
tools used for decades to handle, manage, and secure data are
not suitable anymore in the case of big data. Furthermore,
most of the current security tools rely on third-party services,
which have numerous security problems. More research must
investigate protecting user-sensitive information which can be
abused and altered from several sides. Blockchain is a promising
technology that provides decentralized backend infrastructure.
Blockchain keeps track of transactions indefinitely and protects
them from alteration. It provides a secure, tamper-proof database
that may be used to track the past state of the system. In
this paper, we present our big data security manager based on
Hyperledger Fabric, which provides end-to-end big data security,
including data storage, transmitting, and sharing as well as access
control and auditing mechanisms. The manager components
and modular architecture are illustrated. The metadata and
permissions related to stored datasets are stored in the blockchain
to be protected. Finally, we have tested the performance of
our solution in terms of transaction throughput and average
latency. The performance metrics are provided by Hyperledger
Caliper, a benchmark tool for analyzing Hyperledger blockchain
performance.

Keywords—Big data security; blockchain; access control; hy-
perledger fabric

I. INTRODUCTION

Since 2011, five Exabytes (1018) of data have been gen-
erated every two days. Nowadays, this is done in less than
ten minutes [1]. Social media data, videos, server logs, and
sensor data are among the many types of data that have
been generated. Compared to a traditional relational database
management system, big data technologies are more equipped
to deal with large volumes and diverse types of data. Large
amounts of information can be gathered from various big
data applications. For instance, these massive amounts of data
always contain sensitive information that might disclose a
person’s identity. Although all of the information required to
identify a person may not be present in the same dataset,
a combination of data sources may be able to reveal their
identity. Because of this, these sensitive data must be protected.
When it comes to storing large amounts of data, distributed
storage like Hadoop Distributed File System (HDFS) [2] is
commonly used. Multiple nodes must cooperate to complete a
single task in distributed storage. Consequently, the reliability
of computing results will be affected if an attack targets one
or more nodes. Distributed data storage significantly raises the

storage node’s obligation to protect the data. Key manage-
ment becomes more difficult in the case of encrypted data
storage. As a result, the traditional symmetric and asymmetric
encryption techniques cannot be directly applied in big data
schemes [3]. In the existing Hadoop implementation [4], the
Portable Operating System Interface (POSIX) architecture is
used to enable access to folders and files stored in HDFS where
users may or may not be granted access to a whole dataset.
However, this does not prevent authorized users from misusing
or abusing the data. It also provides system security auditing
[5]; however, there is no standard format for this auditing,
making it difficult to read and analyze. Our previous work
[6] presented the way for implementing a security framework
in Hadoop. We proposed integrating blockchain technology
with new fragmentation and encryption techniques to increase
big data security. We have tested the performance of our
techniques which imposed negligible computation overhead
in contrast to the security and privacy improvements. Once
the data are fragmented and stored, the next step is to test
the performance when integrated with blockchain. This paper
presents a new security solution for big data, called BCSM,
that leverages the unique security by design and tamper-
proof properties of blockchain technology in contemporary
domains[7], [8]. Data is stored in HDFS, and the related
metadata and permissions will be held as assets inside the
blockchain. We used Hyperledger Fabric [9], a permissioned
blockchain with a distributed ledger that allows smart contracts
[10]. Unlike other public blockchains like Ethereum, Bitcoin,
or Monero, the data in Fabric can only be accessed by those
who have been authorized. Paper contributions are summa-
rized below: 1) proposing a new architecture of integrating
big data (Hadoop) with blockchain (Hyperledger fabric); 2)
enforcing access control policies based on data permissions; 3)
protecting metadata and permissions to be stored and accessed
by blockchain. 4) evaluating the performance of the proposed
solution in terms of throughput and latency for reading and
writing operations. The remainder of the paper is structured
as follows. Section 2 is a compilation of related work. The
proposed BCSM manager is presented in depth in Section 3.
Section 4 presents the findings of the BCSM manager’s testing
and evaluation. The conclusion is addressed in Section 5.

II. STATE OF THE ART

A. Blockchain Technology

Blockchain is a decentralized system for exchanging dig-
ital currencies that were first introduced by bitcoin [11].
Blockchain is managed by a peer-to-peer network. It is a
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distributed ledger that records and stores transactions in blocks
that are linked using cryptography. An untrusted party submits
a transaction block, which is then confirmed by the other
participants in the chain of transactions without any central
authority. The chain expands indefinitely from the first block,
the genesis block, as each subsequent block ties to the previous
one via its hash value. In other words, the hash value of the
preceding block is considered when calculating the hash value
of a new block. As a result, any attempt to alter the hashes of
connected blocks will cause the shared ledger to be tampered
with, making the blockchain tamper-resistant. All members of
the blockchain will have access to a shared ledger. Each peer
will have access to the latest version of the blockchain after
being updated to its unique state.

Tractability is one of the important features of the
blockchain. Transactions on the blockchain are tagged with
a timestamp once they’ve been validated. Thus, allowing users
to track the history of all transactions to facilitate auditing,
which is essential in data management and applications that
need access to a tamper-proof log history.

1) Consensus Algorithms: Consensus algorithms are used
to obtain consensus on the new state of the blockchain. A
consensus algorithm uses a group of participants who are
directly participating in the system to make agreements instead
of using third-party decision-making. Practical Byzantine Fault
Tolerance (PBFT), PBOT, Proof of work (PoW), and proof of
stake (PoS) are some of the most well-known examples of
consensus algorithms on the blockchain. They differ in iden-
tity management mechanisms, adversary power, and energy
savings [12].

2) Smart Contract: The smart contract is stored on a
blockchain which is a piece of code executed when some
conditions are fulfilled. Smart contracts are often used to
automate the execution of business logic. All participants are
instantly receiving the outcome without the engagement of an
intermediary or the loss of time. On the other hand, smart
contracts eliminate the need for a centralized authority. Aside
from just exchanging digital currency, smart contracts can also
be used to build applications in the supply chain, business
process management (BPM), and healthcare, all of which are
areas where blockchain technology has the potential to have a
significant influence.

3) Blockchain Types: Bitcoin was the first public
blockchain. That is, anyone with an anonymous identity can
join and read the blockchain, submit transactions, and partic-
ipate in the consensus process. Although public blockchains
have the advantage of being accessible to anyone with un-
known identities, the rise of private blockchains is more
suited from an intra-organizational viewpoint to incorporating
blockchain into several products. Users who want to join the
private or permissioned blockchain must be authenticated by
an additional permission layer. As a result, the main distinction
between public and private blockchain is participating in the
system. Furthermore, there is a third form of blockchain
known as a consortium blockchain, which can be considered a
hybrid because only certain nodes can participate in consensus,
and access to read or write on the blockchain [13]. Fabric,
Sawtooth, Burrow, and Iroha are examples of open-source in-
dustrial blockchain frameworks under the Hyperledger projects
hosted by Linux. In order to build permissioned blockchain

platforms, Hyperledger Fabric provides a modular design and
contains a Membership component. It contains the ”chain-
code” which is used to implement the application logic, and
transaction functionalities in several programming languages.
The Fabric uses an execute-order-validate approach instead of
an order-execute [14] to solve the drawbacks of permissioned
blockchains, like the non-deterministic execution of concurrent
transactions, inflexible trust model, execution on all nodes, and
hard-coded consensus. The Transaction Log and the World
State are parts of Fabric’s ledger. All transactions are recorded
in a transaction log. By utilizing the world state, a program
may obtain the current value of a state without searching
through the entire transaction log. Key-value pairs are the
default representation for ledger states. When a transaction
updates any value that was previously entered in the ledger
or adds new data, this is a new state for the blockchain that
will be preserved in everlasting; it is impossible to return the
last state of the blockchain [13].

B. Big Data Security and Privacy Issues

1) Access Control: Access Control is a critical aspect of
big data. Organizations and users working with Big Data
must implement access control policies. An access control
mechanism governs the connectivity of various nodes to the
system. A weak access control method can enable attackers to
get unauthorized access to data storage, bringing security and
privacy concerns [15]. Access control lists (ACL) and policies
help protect data by granting nodes and devices privacy and
security permissions. Although numerous research studies have
focused on access control mechanisms, specific difficulties still
need to be solved. For example in cloud, data owners who
outsource their data to the cloud may selectively seek to make
it visible/accessible to other users. Such a feature necessitates
access control in order to enforce the authorizations provided
by the data owners properly [16], [17]. For instance, these
authorizations cannot be implemented in a cloud either by
the data owners or cloud service providers (CSPs). However,
making the outsourced data self-enforce the access permissions
is a promising solution to this problem. The automation
provided by smart contract will make this feasible [18].

2) Data Integrity: Data integrity is another consideration
in maintaining big data privacy and security. Data integrity
entails ensuring the consistency and accuracy of data. In the
big data era, data must ensure its integrity properties from
origination to final destination in analysis reports to provide
valuable outcomes for business and decision-making.

3) Metadata and Policy Protection: Metadata is a type of
data that describes other data with information that makes it
easier to find, use and manage. Policies are sets of rules that
are used to regulate data access. One of the attack methods
is when attackers access or alter metadata and policies to
compromise or get unauthorized access to data. Most of the
time, data owners are unaware of whether these metadata or
policies are accessed and changed by attackers. As few prior
research discuss metadata and policy protection, thus there is
a critical need to focus on this issue.

4) Data Privacy: Data privacy guarantees that only those
with authorization may access the data. Big data may contain
person sensitive data. Thus these data must not been revealed
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without the person permission. Obtaining approval from a
person is also restricted to specific causes. Consequently,
protecting people sensitive attributes such as social security
numbers and addresses is necessary to guarantee data privacy.

5) Data Auditing: Data integrity is not always possible to
be guaranteed. Data loss due to malicious activity or system
failure poses a significant security risk. For instance, numerous
cloud-based big data auditing approaches have been proposed
to maintain the integrity of big data stored in cloud storage[19],
[20]. A third-party auditor (TPA) is commonly used in these
approaches to perform auditing tasks on behalf of data owners.
Although TPA is considered a trustworthy entity that always
acts honorably, it may not be as trustworthy as it appears.
Cloud service providers (CSPs) may even hire a TPA to assist
them in concealing data corruption incidents. Furthermore,
because of centralization, the single point of failure might
have disastrous impacts. TPA system disruptions can be caused
by external attacks and internal abuses flaws. Decentralized
schemes are more reliable and robust than TPA-based ones.

Our research proposes a decentralized big data security
manager based on blockchain technology to address all the
above issues.

C. Related Work

Several research studies have explored the use of
blockchain technology in healthcare to allow patients to own
and control their medical information. Blockchain technology
has the potential to enable secure electronic health record
(EHR) sharing in which patients are the real owners. The
authors of [21] suggested that the blockchain simply stores
metadata relevant to medical events to avoid overwhelming
blockchain limited storage due to storing the entire health
records.

In the work of [22] authors presented a privacy-preserving
framework for EHR by using blockchain technology with a
zero-knowledge proof cryptographic protocol named Identity
Mixer. Their solution aims to protect private data and maintain
anonymity.

L. Yue et al. [23] introduced a blockchain-based big data-
sharing architecture and used smart contracts to facilitate
big data sharing. The Access control mechanism is used for
addressing big data’s privacy and security issues.

A supply chain is a network that transfers products from
suppliers to customers, generating a huge amount of data in the
process. Authors in [24] proposed integration of blockchain-
based supply chain management with big data technology.
However, their contribution is limited to protecting the con-
sumers from the risk of food fraud, and they used big data to
enhance the analysis process for business profits.

I. Makhdoom et al. [25] suggested a ”privacy sharing” on
a blockchain system for the secure and private preservation of
IoT data in smart city environments. Data privacy is managed
by blockchain, and some limited users have access to the
blockchain data, which is encrypted and governed by an
embedded access control mechanism.

To overcome blockchain synchronization time and storage
space limitations, authors in [26] proposed a blockchain-based

personnel management system that provides a new on-chain
and off-chain data storage model to address the problem
of insufficient storage space. However, they used a central
database for out-of-chain storage, which has a risk of a single
point of failure.

To improve Hadoop security, authors in [27] presented
a big data access control approach that maintains metadata
security by enhancing the heartbeat model.

Adopting blockchain technology by means of big data
security and management necessitates more efforts. Previous
research exploited blockchain for limited big data applications,
for example, data sharing and access control. Furthermore,
there is a lack in the state of the art to provide end-to-end big
data security solutions based on blockchain technology which
integrates data security at rest while transmitting and offering
auditing and access control mechanisms. This research intends
to solve the above constraints by presenting a comprehensive
and general blockchain-based security manager for big data.

III. PROPOSED SECURITY MANAGER

In this section, the proposed security manager for big data
is presented. First, we describe the architecture of the proposed
solution, then the details of the components and processes of
our manager are provided.

A. Manager Architecture

As shown in Fig. 1, the manager elements consist of the
following:

• Data Owner (DO) is the entity that owns the data
and wants to access or store it. DO has full control
over his data. DO needs to define policy for his data
access, including data access permissions for others.

• User (U) is the entity that grants access to request
data.

• BlockChain-based Security Manager (BCSM) en-
sures the legitimacy of the system events. The events
involve storing big data and metadata and access-
ing the ledger’s assets and logs. In addition, the
BCSM is responsible for managing blockchain. BCSM
will communicate with other entities via a secured
SSL/TLS connection.

• Big data Distributed Storage (BDS) BDS is in
charge of storing big data after fragmentation and
encryption.

• The BlockChain (BC) is responsible for recording
security events on the blockchain ledger. It includes
the following:
◦ Smart Contract: represents the following logic:

1) creating MD and PL and inserting them as
assets into ledger DB
2) managing and accessing these assets accord-
ing to user or data owner actions.
3) managing the ACL rules used for the autho-
rization process. The smart contract is used to
interact with the ledger to read or modify the
assets ( MD and PL).
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Fig. 1. Manager Architecture.

◦ BC Peers: There are two types of peers en-
dorser which hold the smart contract and com-
mitter; both peers host a copy of blockchain
ledger.

◦ Orderers: are a collection of many nodes in
charge of generating an ordered list of transac-
tions and creating blocks. Orderer is responsi-
ble for transaction hashing and block creation.
The separation of smart contract execution
and ordering transactions derived from Fabric
architecture provides better performance and
solves scalability issues compared to other
blockchain platforms.

Furthermore, BC is responsible for keeping track of
the system auditing logs.

• On-chain and Off-chain Storage Recent studies
advocate storing the highly critical transactions that
must be approved via blockchain consensus in order
to avoid overwhelming the blockchain ledger[28]. Due
to the limitations in blockchain storage, it is rec-
ommended to store the necessary critical data which
require tamper-proof. These blockchain difficulties can
be improved by using additional mechanisms applied
on off-chain data such as fragmentation, scrambling,

and calculating the hash of the dataset to preserve it
on blockchain for checksum purposes.

Specifically, there are the following components that make
up the proposed Security Manager BCSM:

1) Data Sensitivity Detector (DSD): The approaches
of sensitivity detection are classified as automated, semi-
automated, or manual. Our sensitivity detection relies on the
data owner’s (DO) policies and requirements. DO needs to
specify the level of data sensitivity (high, low, or none) and
indicate the sensitive attributes that must be protected.

2) Data Splitter (DS): We take advantage of fragmentation
techniques to give an extra layer of data security. According
to the user requirements, data is divided into sensitive and
non-sensitive collections. By computing the SHA-256 for the
original file and comparing the hashing result to the result
of the file after the reconstruction process, the checksum is
utilized to confirm data integrity. The security of sensitive data
is handled by our manager based on the level of sensitivity.
Scrambling is used to harden the fragmentation process for
low-sensitive data, and this is complemented with distributed
big data storage partitioning. Furthermore, to minimize the
enormous cost of encrypting the entire data volume, our
method performs encryption on the high-sensitive part of the

www.ijacsa.thesai.org 541 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

dataset. The details of our fragmentation algorithm is presented
in [6].

3) Data Distributor (DD): DD assigns dataset-id for each
uploaded dataset to be referred to in merged files. It creates
MD and PL based on a specific structure and inserts the merged
files into big data storage. Moreover, DD sends MD and PL
to be kept on the blockchain ledger and managed by the smart
contract.

4) Data Retrieval (DR): DR gets data-hash and metadata
from the blockchain using dataset-id. After that, it requests
merged files from the BDS. Finally, the DR decrypts the
metadata and sends it to the Data Reconstructor.

5) Data Reconstructor (DRE): DRE returns the data to
its original version according to the metadata stored in the
blockchain. This component applies decryption and defrag-
mentation techniques in order to reconstruct the original data.
Furthermore, the data-hash is retrieved to perform the check-
sum needed to check data integrity.

6) Access Control Enforcer (ACE): ACE handles data
owner and user authentication and authorization processes.
Once the ACE has authenticated the client, the authorization
process is started. To verify the identity of a user, ACE employs
multi-factor authentication. Data can only be accessed with
the privileges specified in PL using ACL rules defined in the
blockchain smart contract. Under the PL, only a selected group
of users have access to the required data.

7) Usage Tracker (UT): This component is responsible for
responding to data owner/auditor requests of acquiring auditing
information. Auditing information related to data access and
usage is retrieved from the blockchain utilizing the traceability
feature given by the blockchain.

Fig. 2 illustrates the communication flow during the write
operation, highlighting the interactions between different com-
ponents starting from the Data Owner’s request to upload the
dataset to inserting in big data distributed storage. Fig. 3 il-
lustrates the communication flow between several components
throughout the reading process for sensitive data.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Performance Measurement Tool

The process of performance evaluation means measuring
the system performance, which is under test. This basically
includes measuring what occurs when dependent variables are
changed. Measuring blockchain network performance has been
a significant concern among researchers and developers. The
blockchain network consists of several peers that communicate
with each other in order to collaborate to perform transactions.

We used Hyperledger Caliper v0.4.2 [29] to evaluate
our solution performance. Hyperledger Caliper is a uni-
fied blockchain benchmark tool that integrates with different
blockchain platforms. It allows us to test the performance
of our manager components running under blockchain when
interacting with client application requests for dataset read and
write operations

TABLE I. EXPERIMENTS SETUP

Components Values
Number of Organizations 2

Number of Endorsor Peers 2

Ordering Service RAFT

Endorsement Policy ”OR(’Org1MSP.peer’)” ,
”OR(’Org1MSP.peer’, ’Org2MSP.peer’)”

Block Size 10 transactions per block

Programming Language for smart
contract

Nodejs

Ledger Database CouchDB

Number of clients 2

Transaction duration 30s

Send Rates 50-650 tps

B. Performance Metrics

• Transaction Throughput is not measuring only at one
node but across all nodes in the network. It is the rate at which
the blockchain commits valid transactions in a specific time
period, represented in transactions per second (tps).

• Transaction Latency is the time it takes for the whole
network to validate a transaction, including broadcasting and
allocation time used by the consensus algorithm.

• Fail Rate is described as the amount of failed transac-
tions performed out of the total transactions

C. Experiment Environment Setup

Our blockchain platform is Hyperledger Fabric v2.3.3.
The experiments were conducted on a host machine equipped
with Intel Core i9 2.3 GHz, 16GB DDR6 memory, and a
1TB SSD hard disk. Table 1 discusses the default Fabric
experiment setup. In this experiment, read or write operation
is performed to virtual Hadoop cluster based on our previous
study experiment [6]. The Hadoop cluster consists of one
Name node and three Data nodes using the virtual machine
manager VirtualBox 6.1.26.

D. Experiments Profile

To conduct our experiments, we have developed a Fabric
Chaincode (smart contract), which is in charge to represent
some functions of our manager components, including the
authorization process of ACE, Data Distributor (DD), and
Data Retrieval (DR). Moreover, the client application sending
write and read requests is also implemented as part of the
Caliper workload module to submit the transactions. Our
previous experiment [6] started with preparing the dataset by
fragmentation and encryption to ensure the efficiency of using
the off-chain data storage security. Along with each operation,
there is a call to blockchain to handle the management of that
operation. In this paper, our concern is to test the performance
of blockchain network during reading and writing operations.
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Fig. 2. Sequence Diagram for Writing Operation.

Fig. 3. Sequence Diagram for Reading Operation.

Fig. 4. Write Experiments Results.
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Fig. 5. Read Experiments Results.

Fig. 6. Failed Transactions with Different Endorsement Policies.

E. Results and Analysis

Write Experiments: Fig. 4 plots the experimental results
in terms of transaction throughput and latency for write
operation. This operation involves two functions which are
creating the metadata and permission lists to be stored in ledger
CouchDB. The throughput increased linearly with the increase
in send rate. The results show a remarkable drop in throughput
when the send rate reaches 150 tps. However, the growth of
transaction throughput had significant decreased approximately
to half of the send rate value when the send rate was above
250 tps. Also, the figure plots the experimental results of
transaction latency. When the send rate was above 150 tps,
the latency had a significant increase.

Read Experiments: We evaluated the performance of our
manager by varying transaction send rates (350 tps to 650 tps)
to measure transaction throughput and latency. The Fabric has
robust performance for reading and accessing assets stored in
its ledger. In our read experiment scenarios, the results show no
impact on throughput and average latency for send rates from
50 to 300 tps. The throughput reaches the same value as send
rate with the same latency equals 0.01 seconds. Consequently,
we started our performance evaluation for reading experiments
from 350 tps when the performance showed a significant
impact. We configured the test with a different number of
transactions in each round of testing. Even though the average
latency grows with the number of transactions, the rise is not
sharp and growing very slowly. Fig. 5 plots the experimental
results in terms of average transaction throughput. As shown
in Fig. 5, the solution can process a throughput of around

350 to 628 transactions per second (authorization decisions)
with an average latency of 0.07 to 4.25 seconds. Fig.5 shows
the transaction throughput increased linearly with the increase
in send rate. However, the transaction throughput increased
until the send rate reached around 500 tps. The transaction
throughput growth decreased when the send rate was above
this point. Fig. 5 also shows the results of transaction latency.
The transaction latency increases with the increase in the send
rate. There is a small growth of latency for send rates from (350
tps to 400 tps). However, the growth of latency is increased
from (450 tps to 650 tps).

Endorsement Policy in Write Experiments: Moreover,
we evaluate our solution with different endorsement policies.
Write experiments include the execution of two functions:
(1) createMeta, which creates and inserts metadata into the
ledger state (2) createPermission, which creates the permis-
sion list then inserts it into the ledger state. As depicted
in Fig. 6, the experiment shows an impact on the number
of failed transactions. In the case of ”OR(’Org1MSP.peer’)”,
the peer from organization1 must sign. In the other case,
”OR(’Org1MSP.peer’, ’Org2MSP.peer’)”, one of any two peers
can sign. This experiment indicates that the choice of endorse-
ment policy has a significant impact on the number of invalid
transactions.

V. CONCLUSION

This study presents our proposed manager BCSM, which
aims to enhance big data security and privacy. Our security
manager is based on blockchain technology, and we have
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developed a prototype manager using Hyperledger Fabric and
Hadoop to test the feasibility of this solution. We have defined
several big data security and privacy issues and proposed
our manager to address these issues. Moreover, our solution
takes into account the limitation of blockchain insufficient
data storage. This solution can effectively solve problems such
as big data leakage and tampering. Blockchain technology is
still in its early stages. There is a limitation in state of the
art to leverage blockchain for improving security for large-
scale data application scenarios, particularly in the big data
industry. The non-tampering and traceability of blockchain are
expected to have significant benefits in the field. Our manager
provides a secure environment for big data sharing, storage,
and transmission. The blockchain is in charge of ensuring the
security of big data storage and retrieval procedures, as well
as access control and auditing mechanisms. Previous studies
have not sufficiently addressed big data security issues; for
example, they mainly focused on access control, data sharing,
and auditing for specific big data applications such as smart
homes and healthcare. We believe that almost all big data fields
can refer to our suggested solution, which better solves big data
security problems and the potential of blockchain technology
in the future.
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Abstract—Recommender Systems depend fundamentally on
user feedback to provide recommendation. Classical Recom-
menders are based only on historical data and also suffer from
several problems linked to the lack of data such as sparsity.
Users’ reviews represent a massive amount of valuable and rich
knowledge information, but they are still ignored by most of
current recommender systems. Information such as users’ pref-
erences and contextual data could be extracted from reviews and
integrated into Recommender Systems to provide more accurate
recommendations. In this paper, we present a Context Aware
Recommender System model, based on a Bidirectional Encoder
Representations from Transformers (BERT) pretrained model to
customize Named Entity Recognition (NER). The model allows to
automatically extract contextual information from reviews then
insert extracted data into a Contextual Machine Factorization
to compte and predict ratings. Empirical results show that our
model improves the quality of recommendation and outperforms
existing Recommender Systems.

Keywords—Recommender systems; context aware recommender
systems; factorization machines; bidirectional encoder representa-
tions from transformers; named entity recognition

I. INTRODUCTION

In the last few years, the number of services and items of-
fered and produced by businesses and websites have increased
quickly, which makes the choice of products and services
meeting customers’ needs more difficult.

Recommender systems (RS) tackle this problem by helping
users to find suitable resources, based on their past behaviors
and preferences. Today, companies use RS in several domains
to assist users, enhance customer experience and make it easier
for them to satisfy their needs by speeding up searches.

Whereas, traditional Recommender systems such as Col-
laborative Filtering techniques [1] are based on two dimensions
(User X Item) and on numeric rating (e.g., 5 stars rating)
to compute similarities between users and items and produce
recommendations. Context Aware Recommender Systems [2]
use other dimensions beside the two classical dimensions,
namely contextual information dimensions (User X Item X
Context) to enhance the accuracy. The contextual information
represents the environmental factors that influence the user’s
decision. In general, numeric rating expresses whether a user
likes or dislikes an item, however, it does not allow us to

understand why, when or where he/she makes this choice and
reasons behind it.

Where sparsity and the lack of information represent
big challenges to Recommender Systems, customers’ reviews
could be a good resource to solve these problems and help
companies to well understand decisions made by users. In
fact, many models have been proposed to extract valuable
information from reviews like sentiment analysis and rating
extraction, but only few works have been presented to extract
contextual information from users’ reviews.

In this article, we present a new model for contextual infor-
mation extraction based on a pre-training language represen-
tation method trained on large amounts of data like Wikipedia
called BERT and a custom Named Entity Recognition. The
extracted data is used by a Contextual Machine Factorization
algorithm to predict the user’s interest.

This paper is organized as follows.

The remainder of this paper is presented as follows. In
Section 2, we give a review of related works. In Section 3, we
define the context dimension and we present the Named Entity
Recognition and BERT. We introduce Factorization Machine
algorithm and its use in Context-Aware Recommender Systems
in Section 4. In Section 5, we present the proposed work
in detail. In Section 6 we discuss obtained results. Finally,
a conclusion of the work is presented in the last section.

II. RELATED WORK

Recently, many works have been proposed for extracting
precious data from reviews and integrating them into recom-
mandation process. This section presents recent applications
of reviews-based Recommender systems.

Zheng et al. [3] presented a Deep Cooperative Neural
Networks (DeepCoNN) model based on word embedding
techniques and two convolutional neural networks (CNNs).
The first network extracts user behaviors from users’ reviews
and the second network extracts item properties from reviews
written on items. The model merges network outputs and trans-
mits it to a factorization machine algorithm for the prediction.

Similarly to DeepCoNN [3], R. Catherine and W. Co-
hen [4] proposed a model called Learning to Transform for
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Recommendation (TransNets) based on two parallel CNNs,
one to process the target review and the other to process the
texts of the user and item pair and Factorization Machine to
predict rating. The difference between the two models is that
the transnet model integrates an additional Transform layer to
represent the target user-target item pair.

McAuley and Leskovec [5], introduced a Hidden Factors
and Hidden Topics (HFT) model that merges reviews written
by users and ratings to provide recommendations. The model
uses Latent-Factor Recommender Systems to predict ratings
and the Latent Dirichlet Allocation to discover hidden dimen-
sions in review text.

Tan et al. [6], introduced a Rating-Boosted Latent Topics
(RBLT) framework which models item features and user
preferences by combining textual information extracted from
reviews and numeric ratings. The RBLT model represents users
item as a latent rating factor distribution, and repeats reviews
with rating n time to dominate topics. To perform predictions
outputs are introduced into a Latent Factorization Machine
(LFM).

Zhang et al. [7], proposed an Explicit Factor Models (EFM)
to produce explainable recommendations. EFM extracts user
sentiments from reviews and explicit item features, then rec-
ommends or not recommends items based on hidden features
learned, items features and users’ interest. All previously
cited works have exploited reviews to boost recommender
systems, but they ignore contextual information which could
significantly improve recommendations.

Other researchers succeeded in integrating context in rec-
ommendation tasks such as Aciar, [8] proposed a Mining
Context Information method based on classification rules text
mining techniques to automatically identify user’s preferences
and contextual information inside reviews, extract it and in-
tegrate it in recommendation. However, this method identifies
sentences containing context but it can not extract contextual
information from these sentences.

Hariri et al. [9] which proposed a Context Aware Recom-
mender system that models user reviews to obtain contextual
data and combines it with rating history to compute the utility
function and suggest items to users. The model handles the
context like a supervised problem of topic modeling and builds
the classifier of context using a labeled-LDA. The system uses
conventional recommendation algorithms to predict ratings.
However, this work predicts the utility function not the rating.

Levi et al. [10] introduced a Cold Start Context-Based
Hotel Recommender System based on context groups extracted
from reviews. This approach uses many elements, including a
weighted algorithm for text mining, an analysis to understand
hotel features sentiment, clustering to build a hotel’s vocabu-
lary and nationality groups. Despite this study tackling the cold
start issue, it doesn’t show how to integrate extracted context
in recommendation adequately.

Compos et al. [11] introduced an approach to extract
contextual information from user reviews using large-scale and
generic context taxonomy based on semantic entities obtained
from DBpedia. In this approach a software tool builds the
taxonomy by exploring DBpedia automatically, and also allows
for manual adjustments of the taxonomy. Despite this work

presenting a semi-automatic method to extract context from
reviews, it does not explain how to use extracted data to predict
ratings.

Lahlou et al. [12] proposed a review aware Recommender
system based on users’ reviews to build a contextual recom-
mendation. The proposed architecture allows to automatically
exploit contextual information from reviews to build recom-
mendations. They also presented a Textual Context Aware
Factorization Machines (TCAFM) which is tailored to context.
This work shows good performances in terms of accuracy, but
it considers the whole review as a context instead of extracting
contextual data, and in the real world datasets only few reviews
contain this kind of data.

III. CONTEXT EXTRACTION

To extract contextual information from reviews, we should
firstly define context dimensions (a.k.a. categories of context).
In the literature, many context modeling approaches have been
introduced, but the most commonly used context representation
is [13], the major of these approaches use ontologies to build
context taxonomy. For instance, Castelli et al. [14] use the W4
model (a.k.a. Who, When, Where, What) as components of
context, “Who” is linked to the Person, “When” is associated to
the Time, “Where” refers to the Location and “What” refers to
the Fact. Similarly, Kim et al. [15] instantiate the 5W1H model
(a.k.a. Who, Why, Where, What, When, How) as contextual
components associated respectively to Status, Goal, Location,
Role, Time, Action. Chaari et al. [16] proposed a basic con-
text descriptor to describe contextual components as Service,
User, Activity, Loation, Device, Resource, Network. Table I
resumes some principle modeling techniques of context. After
revising and analysing proposed works, we choose to use
four contextual dimensions, Time, Location, Companion and
Environmental dimensions.

TABLE I. MAIN CONTEXT MODELING APPROACHES

Ref Context categories

[14]
The W4 model (Who, When, Where, What): Person,
Time, Location, Fact.

[15]
The 5W1H model (Who, Why, Where, What, When,
How): Status, Goal, Location, Role, Time, Action.

[16]
Basic context descriptor: Service, User, Activity,
Loation, Device, Resource, Network.

[17]
Agent, Action, Time, Space, Policy, Event, Person,
Geo-spatial

[11]
Location, Time, Environmental context,
Social context

A. Named Entity Recognition (NER)

NER is one of the most important tasks of information
extraction in Natural Language Processing. The aim of NER
is to identify named entities in unstructured text then clas-
sify them into predefined categories (locations, organisations,
monetary values, percentages, time, persons, etc.) The Named
Entity Recognition is considered as a sequence labeling task
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where a given sentence is presented as a tokens sequence
w = (w1, w2, w3, ..., wn), and transformed to a token labels
sequence y = (y1, y2, y3, ..., yn) [18], the neural model is
generally composed from three elements : word embedding
layer, context encoder layer and decoder layer [19].
Bidirectional long short-term memory networks (Bi-LSTM)
[20][21] is widely applied in Natural Language Processing
tasks and adopted by most of NER, due to its sequential
characteristic and its capacity to learn contextual word rep-
resentations. Despite NER having been employed in several
application domains, many application fields are still not
discovered, such as in Context Aware Recommender Systems.

B. BERT

BERT (Bidirectional Encoder Representations from Trans-
formers) As its name indicates, it is a model of language
representation that relies on a module called ”Transformer”. A
transformer is a component which relies on attention methods
and which is built on the basis of an encoder and a decoder.
In opposition with directional and shallow-bidirectional models
(OpenAI GPT [22], ELMo [23]), BERT pre-trains deep bidi-
rectional representations from unstructured text on both left
and right context in all layers [24]. It has been pre-trained on
large corpus such as the entire BookCorpus and Wikipedia.

Fig. 1 represents BERT architecture, The arrows show
the flow of information from layer to layer. E1, Trm and
T1 respectively represent the embedding representation, the
intermediate representations and the final output for a given
word.

Fig. 1. BERT Architecture.

Language Modeling is a usual NLP task of predicting
the next word given the start of the sentence. The Masked
Language Model (MLM) allows to BERT to learn in an
unsupervised way, the entry is sufficient on its own, no need to

label anything. The principle of Masked Language Modeling
is to predict “masked” tokens from the other tokens in the
sequence. In the first step of BERT’s pre-training, 15% of the
tokens of each sequence are masked, randomly. This step is
very essential because BERT gets its deep bidirectionality from
it.

IV. MACHINE FACTORIZATION FOR CONTEXT AWARE
RECOMMENDER SYSTEMS

Factorization machines (FM) proposed by Rendle [25], a
general-purpose supervised learning algorithm that could be
used in regression and classification tasks. It rapidly became
one of the most popular algorithms for recommendation and
prediction. It is a generalization of the linear model that
is able to capture interactions between variables and also it
can significantly reduce the polynomial complexity to linear
computation time. FM is very efficient especially within high
dimensional sparse datasets.

Let x ∈ Rd be the feature vectors and y be the correspond-
ing label. The model equation for a factorization machine is
defined as:

y(x) = w0 +

d∑
i=1

wixi +

d∑
i=1

d∑
j=i+1

< vi, vj > xixj (1)

Where w0 ∈ R is the bias term, w ∈ Rd are weights
corresponding to each feature vector, V ∈ Rd×k the interac-
tion matrix, vi is the ith row of the V matrix, 〈vi, vj〉 the
interaction between the ith and jthvariable. It is important to
point out that this factorization has the ability to compute all
pairwise interactions, even hidden feature interactions which
can significantly reduce engineering efforts.

Context Aware Factorization Machines is an application
of the origin FM algorithm without any tuning. In effect,
it is easy for the algorithm to incorporate the additional
dimensions without making any changes, since it uses a sparse
vector representation. Fig. 2 represents how to transform the
contextual dimensions into a prediction problem from real-
valued features using Sparse Feature Vector Representation.

We used FM for two main reasons. The First reason is
that the algorithm is designed to support sparse data, and the
extracted contextual information will make the matrix more
sparse. The second reason is that the computation cost of
FM is a linear time complexity (O(kd)), even for additional
contextual dimensions.

V. METHODOLOGY

The implementation of our model is a two-steps process.
The first step is for context extraction from reviews using
a custom NER and BERT model. As shown in Fig. 3, in
this step we aim to switch from the two-dimensional mode
used by classic Recommender Systems to multi-dimensions
mode used by Context-aware Recommenders. In the second
step a contextual Factorization Machine is applied to predict
ratings and generate recommendations based on outputs from
the previous step.
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Fig. 2. Recommendation Data is Transformed to a Prediction Problem, where the First Three Columns Refer to users, the Next Four Columns Refer to Items
and the Last Three Column Represent the Context.

Fig. 3. The Global Architecture of our Model.

A. Context Extraction Step

In this step, The Named Entity Recognition is treated as
a sequence labeling problem. Our model consists of three
layers as shown in Fig. 4 namely, word embedding layer, Bi-
LSTM layer and CRF layer. In the first layer, the BERT pre-
trained model takes a sequence of n words (w1, w2, . . . , wn),

then outputs a contextual embedding vector representation of
each word. In contrast to context independent word embedding
techniques such as Word2Vec [26], BERT is a powerful model,
highly bidirectional and utilizes contextual information to learn
word’s context. BERT has two variants:

Fig. 4. The Architecture of the Custom NER.

- BERT Base: 12 layers (transformer encoders), 768
hidden layers, 12 attention heads and 110M parameters.
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- BERT Large: 24 layers (transformer encoders), 1024
hidden layers, 16 attention heads and 340M parameters.

In this work we use the BERT Base model [27].

In the second layer, the Bidirectional Long Short-Term
Memory (Bi-LSTM) took part. Bi-LSTM is an extension of
LSTM proposed by [28] that uses forward and backward
networks to process sequences. It is designed to avoid gradient
vanishing and exploding and also escape the problem of long
term dependency.

The output from the embedding layer is sent to the Bidirec-
tional Long Short-Term Memory (Bi-LSTM) to extract vector
features from words . Bi-LSTM concatenates the forward and
the backward networks as a final result [Hl, Hr]. In the last
layer, Conditional Random Fields (CRF) [28] outputs the most
probable tag sequences. CRF is a probabilistic discriminative
model that is used to label sequences. The use of CRF helps the
model to learn labels and constraints that ensure the validity of
the sequence. For example, the BIO format (Beginning, Inside,
Outside) is a common tagging format for tagging tokens, the
first word label must begin by ”B” or ”O” not by ”I”, this
constraint is learned automatically by CRF.

Let X be the input sequence and Y the corresponding
tag sequences, P the matrix obtained from the previous layer
and T the transition matrix which represents the probability
from label yi to label yi+1. The score of the tags sequence is
computed as follow :

Score(X,Y ) =

n∑
i=1

Pi, yi +

n∑
i=1

Ty, yi+1 (2)

B. Rating Prediction Step

In this step, a Contextual Factorization Machine (CFM)
takes the output from the previous step and predicts the rating.
CFM is similar to MF except that a matrix of weights is added
to capture the importance of contextual dimensions. the CFM
equation is given as follow:

y(x) = w0+

d∑
i=1

wibixi+

d∑
i=1

d∑
j=i+1

< vi, vj > bibjxixj (3)

where w0 ∈ R is the global bias , w ∈ Rd are weights cor-
responding to each feature vector, V ∈ Rd×k the interaction
matrix, vi ith row of the V matrix, < vi, ji > the interaction
between the i-th and j-th variable and B ∈ Rp the matrix of
weights of the importance. The parameter bi equal to 1 for
item and user and bixi for other dimensions.

VI. EXPERIMENT AND RESULTS

A. Corpora and Dataset

We use three corpora to pre-train our custom NER :

- Corpus 1 is the CoNLL-2003 [29] NER dataset which
consists of 18,453 sentences, 254,983 tokens and four entities
namely persons, locations, organizations and miscellaneous.

- Corpus 2 is the Groningen Meaning Bank (GMB)
[30]]for name entity classification, developed at the Univer-
sity of Groningen. It comprises 63,256 sentences, 1,388,847
tokens and eight entities (Geographical Entity, Organization,
Person, Geopolitical Entity, Time, Artifact, Event, Natural
Phenomenon).

- Corpus 3 is a custom corpus that we build to face some
lake in the two aforementioned corpus. In fact, after training
our custom NER, it is still not able to extract some categories
such as Companion context and Environmental context , e.g.,
“I watched the movies with my friend at the cinema” friend
and cinema should be annotated as companion and location,
but it’s not the case. The new corpus allows us to fine-tune
our custom NER, and tackle this problem. It is created in a
BIO(Beginning, Inside, Outside) format and consists of 3500
sentences, 43,565 tokens and three entities.

To evaluate our model , we have selected Amazon Cus-
tomer Reviews Dataset [31] and Yelp dataset [32]. Amazon
dataset consists of customer reviews, ratings and product
metadata(price, brand, descriptions, . . . ). It includes more than
233.1M reviews collected between 1996 and 2018 and 21
categories of products. This dataset is considered as the largest
public dataset for rating. The Yelp dataset is a free to use
dataset for academic and personal purposes, it contains more
than 8,5M reviews and more than 160K businesses.

We adopted three metrics to evaluate our custom NER
namely Precision, F1 and Recall:

Precesion(P ) =
TP

TP + FP
. (4)

Recall(R) =
TP

TP + FN
. (5)

Precesion(P ) =
Precision×Recall

Precision+Recall
. (6)

And we use the Mean Square Error (MSE) to evaluate
the performance of the CFM algorithm. The corresponding
equation of the MSE is introduced as follow:

MSE =
1

N

n∑
i=1

(rn − r̂)2 (7)

B. Experimental Setting

As previously mentioned the proposed approach consists of
two steps: the context extraction step and the rating prediction
step. In the first step, the custom NER is trained using the
FLAIR library, an open source NLP framework for state-
of-the-art text classification and sequence labeling. We use
Google Colab to train the model (GPU 12GB). In order to
not exceed the available GPU memory, we fix the mini-batch
to 32 and the maximum sequence length 512. We use a Bi-
LSTM with a single layer with a hidden size of 256 to process
input sequences and a learning rate to 0.1.

In the second step, We build our CFM using Tensorflow
framework [33], our implementation is inspired from [34][35].
We split the data into 80% for training and 20% for test
.As we are dealing with a regression problem, the model
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parameters are learned by minimizing the loss function, we
also prevent overfitting by adding a L2 regularization term.
Since it is efficient with sparse data, we use a gradient-based
optimizer. We fix the number of iteration to 1000 since the
CFM algorithm needs more time to converge.

C. Results and Discussion

1) Custom NER: Results of the custom NER for different
corpus are represented in Fig. 5. As we can see, the custom
NER achieves the best F1 score of 91.59% for Corpus1,
89.92% for Corpus3 and the worst F1 score of 80.17% for
Corpus2. The disparity in results can be explained by the fact
that the quality of data from Corpus to another. The GMB
Corpus gets the worst performance because it is not perfect.
It is not completely human, the corpus is built using existing
annotation and must be corrected manually by humans.

Fig. 5. Results of Three Corpus using F1 Score, Precision and Recall.

Table II shows the obtained results for each entity. The
model gets a F1 score of 94.34% for Companion, 90.70%
for location, 85.90% for environmental entity and 77.04% for
Time. We can explain the difference in obtained results bby
the difference in the degree of difficulty encountered during
the extraction of each entity. For instance it is less difficult to
extract location (i.e., name of city) from unstructured text than
extract time entity which can be written in different ways (i.e,
5pm, 5p.m, 5 p.m, Five pm , ....). Even ContextNER does get
good performance on Corpus 2 it still competitive compared
with other recent models.

2) Contextual Factorization Machine: To validate the ef-
fectiveness of CFM we compare it with five competitive
baselines:

- FM [25]: Factorization Machine is the famous Collab-
orative filtering RS method. It takes the matrix of rating and
transforms it to two low-rank matrices.

TABLE II. OBTAINED RESULTS FOR EACH ENTITY

Entity Precision Recall F1 score

Location 91.47% 87.23% 90.70%

Time 77.74% 76.35% 77.04%

Companion 92.59% 96.15% 94.34%

Environmental 86.37% 85.43% 85.90%

- PMF [36]: Probabilistic Matrix Factorization uses Gaus-
sian distributions to estimate users and items latent factors.

- HFT [37]: Hidden Factor as Topic extracts latent factors
from reviews by employing topic distributions.

- CDL [38]: Collaborative Deep Learning is a hierarchical
Bayesian model which performs deep representation learning
for Collaborative filtering RS.

- DeepCoNN [3]: Deep Cooperative Neural Networks
model extracts user behaviours and item properties from re-
views.

All works already mentioned have incorporated reviews
except FM and PMF.

Fig. 6. Obtained Results for Amazon Dataset.

In Fig. 6, results for the Amazon dataset are reported
in terms of MSE. We can definitely notice that our model
significantly improves the quality of recommendation passing
from 1.480 for FM to 1.22 which means an improvement of
12.9% over FM model and 5.3% over DeepCoNN.

By the same way, our model shows good performance over
the other models for the Yelp dataset. As we can see in Fig.
7, the model gets a MSE 1.382 over 1.792 for FM model
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Fig. 7. Obtained Results for Yelp Dataset.

and 1.441 for DeepCoNN, equivalent to 13.4% and 4.9% of
improvement respectively for both models.

TABLE III. OBTAINED RESULTS FOR EACH ENTITY

Datasets Amazon Yelp All datasets average

FM 1.480 1.792 1.636

PMF 1.461 1.783 1.622

HFT 1.383 1.587 1.485

CDL 1.372 1.574 1.473

DeepCoNN 1.266 1.441 1.353

DeepCoNN 1.220 1.382 1.301

Improvement (%) 12.9 13.4 13.15

The difference in results is mainly related to the sparsity of
the two datasets and it is worth to note that with other datasets
less sparse than the two datasets used in these experiments our
model can perform better. Table III represents all obtained
results.

VII. CONCLUSION

This article presented an automatic method to extract
contextual information from users’ reviews, then use it to im-
prove recommendation quality with less time spent in feature
engineering. This work is divided into two main steps:

The first for context extraction using a custom NER, where
the model used in this step consists of three layers, namely

word embedding layer which takes a sequence of words
and outputs a contextual embedding vector representation of
each word using BERT model, the Bi-LSTM layer which
extracts vector features from words generated by the previous
layer and the last layer called the CRF layer which helps to
automatically learn labels and constraints and guarantee the
sequence validity. The second step is for ratings prediction.
The CFM algorithm takes the output from the first step and
computes the ratings. In contrast to the generic FM, the CFM
is able to capture the importance of the contextual dimensions
and incorporate them into the process of recommendation.

To evaluate the performance, the proposed model was
compared with five models and obtained results show that the
model achieves good results. For future work, the proposed
model will be improved in both steps, namely the data ex-
traction step and techniques utilized for this end and also for
ratings prediction.
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Abstract—The world population is going through a difficult
time due to the pandemic of COVID-19 while other disasters
prevail. However, a new environmental catastrophe is coming
because surgical masks and gloves are putting down anywhere,
leading to the massive spreading of COVID-19 and environmental
disasters. A significant number of masks and gloves are not
properly managed. They are scattered around us such as roads,
rivers, beaches, oceans and other places. Since these types of
waste are turned into microplastics and chemicals are deadly
harmful to the environment, human health and other species,
especially for the aquatic animals on this planet. During the
outbreaks of corona pandemic, surgical waste in the open place
or seawater can create a fatal contagious environment. Putting
them in a particular area can protect us from spreading infectious
diseases. This study proposed a system that can detect surgical
masks, gloves and infectious/biohazard symbols to put down
infectious waste in a specific place or a container. Among the
various types of surgical waste, this study prefers mask and gloves
since it is currently the most widely used element due to the
COVID-19. A novel dataset is created named MSG (Mask, Bio-
hazard Symbol and Gloves), containing 1153 images and their
corresponding annotations. Different versions of the You Only
Look Once (YOLO) are applied as the architecture of this study;
however, the YOLOX model outperforms.

Keywords—COVID-19; You Only Look Once (YOLO); surgical
waste; deep learning; image dataset; real-time detection

I. INTRODUCTION

Plastics have become a severe hazard to natural habitats
and human health. Moreover, some of them are recyclable e.g.
PET bottles. During the COVID-19 pandemic, surgical masks
and gloves have increased extensively to reduce coronavirus
spread. They are not reusable for being medical waste and
infectious. People throw masks and gloves everywhere as a
general waste due to the lack of planning and unconsciousness.
Therefore, it is our prime duty to manage them properly.
Otherwise, we will have to face extreme catastrophes. This
hazard will likely be accelerated because of excessive use
and exhaustion of plastic for example surgical masks, surgical
gloves, face shields and personal protective equipment (PPE).
A disposal system that can accurately identify masks, gloves,
and biohazard symbols may participate in managing such type
of terrible waste safely. This study preferred the biohazard
symbol because symbols are unique all over the world than
language. The outline is such that the system will identify
masks and gloves as waste and keep these waste in a par-
ticular place/container/waste bin where the biohazard symbol
is drawn. In this case, Computer Vision (CV) may help us a
lot. There are different object detection models available right

now. The YOLO models have the highest popularity because
of their speed and auspicious performance. Although, in recent
years many anchor-free object detection models [1] [2], Non-
maximum Suppression (NMS) free i.e. end to end models [3]
[4] [5] has been deployed. Training the model based on anchor
creates a problem at the time of initialization of anchors.
Rather, the anchor-free strategy does not face such types of
problems. YOLO family always tries to execute the latest
technology (e.g. YOLOv2 [6] anchor mechanism, YOLOv3 [7]
Residual Net) to enhance speed and optimized implementation
within a desirable time. Additionally, YOLO architecture has
two mechanism-based models, one is anchor-based and the
other is anchor-free training strategy. YOLOv3, YOLOv4,
and YOLOv5 depend on anchor technology, whereas YOLOX
relies on an anchor-free training mechanism. YOLOv3 is a
mainly used model for industrial purposes and still exists many
versions. YOLOv3 [7] focuses on layer-wise feature extraction
and does not pay any attention to the sequential impact
among the layers. Feature extraction performs using Darknet-
53. YOLOv3-spp is another version of YOLOv3, which uses
the spatial pyramid pooling (spp) module into the model and
produces better performance than the other. YOLOv4 [8] and
YOLOv5 1 are two newly published architectures and both
of them show comparable performance in many applications.
There are different versions of YOLOv5 based on the model
size such as small, medium, large and extra-large. The model
architecture for each version remains the same. However, the
only difference is the model depth and width. This theory
also applies to YOLOX’s different version. In this study,
the authors explore a novel dataset and apply different CV
models to determine which model yields the best performance
to achieve the goal. In particular, four models are presented
to identify surgical waste and biohazard symbols accurately.
Finally, one of them is selected as the proposed model.
Additionally, collecting relevant images, creating annotations
and preparing the dataset are also discussed. The remaining
sections of the paper are organized as follows: Section II
describes the literature review of surgical waste detection.
Dataset preparation and methods are discussed in Section III.
The model’s training process is expressed in Section IV. The
performance measurement of the architecture is illustrated in
Section V. Section VI represents the experimental result of
the architectures. Deliberation of this study and limitations are
enlightened in Section VII. Section VIII consists of concluding
remarks with the future direction.

1https://github.com/ultralytics/yolov5
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II. LITERATURE REVIEW

Scientists and Researchers have strongly advised us to wear
masks for preventing coronavirus. However, the widespread
use of these protective gear makes a terrible situation to the
environmental system due to human insensibility. Many people
consciously or unconsciously put down such dangerous waste
in our surroundings which may cause a severe health hazard
for any species on this glove. As a result, infectious waste
(surgical masks and gloves) increases day by day. In 2020,
about 150 million masks will go to the sea. Meanwhile, some
countries face problems with this type of waste. Approximately
the demand for surgical masks is 28 million per day all over
the world [9]. Furthermore, every day 1.6 million tons of waste
are generated due to the corona pandemic [10]. It is terrifying
that this horrible rubbish is scattered around us. Hence, there is
a possibility to spread coronavirus rather than resistance. Our
primary purpose is to develop a system to detect infectious
waste and infectious symbols as if it can detect and manage
such dangerous malicious material from our environment.
Object detection is a well-known research area. AquaVision
[11] represents an automatic detection system that can detect
waste bodies from the water. The authors try to use different
transfer learning models to conduct their work. Floating plastic
liter detection using Sentinel-2 imagery from space illustrated
in [12]. A system that can detect marine life and plastic waste
in underwater environment is shown in [13]. Different deep
learning methods e.g. Single Shot Detector (SSD), MobileNet
are used to detect aquatic animals and waste. In this study, we
have dealt with surgical waste detection, which has rarely been
done before. A disposal system that can identify waste from
the environment and biohazard symbol for keeping the waste
in a particular place. From this motivation, a novel dataset
is created and named after the MSG dataset to detect the
surgical mask, gloves and biohazard symbol. Surgical masks
and gloves are detected as waste and biohazard symbols to
detect place/container/waste bin to put these types of waste
there. Several CV models are trained and tested using the MSG
dataset to conduct this work as if more precise detection is
generated within an acceptable time. YOLO models (YOLOv3-
spp, YOLOv4, YOLOv5 and YOLOX) are selected as the
detection architecture.

III. MATERIALS AND METHODS

A. Dataset Preparation (MSG Dataset)

Realistic criteria are applied to the model at the training
and testing time to swear the model’s robustness. Among the
criteria are taken into account is:

1) Real-time condition.
2) Lighting variations.
3) Multiclass.
4) Underwater condition.
5) Waste floating on the water.

The MSG dataset is built based on real-time images from
our surroundings including roads, beaches, water, maintenance
holes and so on. Several images of the dataset are synthetic.
Moreover, most of them are natural. Some images are taken
using the Samsung Galaxy A51 smartphone camera and the
rest of the images are taken from internet mining. Images
are chosen from close range and distance range to make the

dataset a distance variant. The angle variation left, right, back
and top angle images are taken. The dataset comprises diverse
gesture conditions such as curling and kneeling. At the time
of image collection, this study tries to take different types of
colored masks and gloves. The color variation of the mask
is white, sky blue, pink, black and others. Different types of
masks are included surgical, N95, Cone-style, KN95 and so on.
Surgical gloves also have blue, white, black and pink colors.
Transparent gloves are included with more eagerness to make
the system as robust and reliable underwater as well as an
object floating on the water condition. According to the above
criteria, 1153 images are collected from different internet
sources and smartphones camera. Completing the collection of
the images, our next step is to annotate the collected images.
All the image annotations are handcrafted. The annotations
process are done in a graphical image annotation tool called
LabelImg [14]. Three types of annotation classes are there:

• Surgical mask as mask.

• Surgical gloves as gloves.

• Biohazard symbol as biohazard.

The dataset is available at https://github.com/Md-Ferdous/
Surgical-waste-dataset. The MSG dataset contains 1153 im-
ages and 1990 instances where 80% of them (923 images) are
selected as the training dataset, 8% (92 images) for validation
and the remaining 12% (138 images) for the test dataset. There
are three combinations of the MSG dataset keeping the same
amount of images into the training, testing and validation
set. A validation dataset is provided into the model for an
unbiased evaluation and fine-tuning during training. Moreover,
the validation process at the training time tells us about the
model’s training condition such as whether the model is going
on the right path? The test dataset is used to evaluate the
model’s performance. The testing dataset contains ambiguous
images for example a paper looks relative to a mask, a
plastic/polythene similar to gloves. Creating this ambiguity is
to see how well the model performs in real-world conditions.
Fig. 1 shows the number of images of every class. There
are 568 masked images and 251 images that contain both
masks and gloves instances. 10 images contain three classes
altogether. The rest is the same. The MSG dataset consists of
1133, 598 and 259 instances of mask, gloves and biohazard
symbols, respectively.

Fig. 1. Number of Images of every Class.

Fig. 2, exhibits the number of instances in the training,
testing and validation set of a combination of the dataset.
The training set contains 831, 492 and 217 instances of mask,
gloves and biohazard symbols, respectively. The total number
of masks, gloves and biohazard symbols in the validation set
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are 117, 46 and 16. At last, the testing set consists of 184, 60
and 26 instances of the mask, gloves and biohazard symbol,
respectively.

Fig. 2. Number of Instances in the Training, Testing and Validation Set.

B. Framework

A pictorial is shown in Fig. 3, which provides an overview
of how the objects are detected from an image. First, an image
is fed into the YOLO architecture; differential features are
extracted from the network’s backbone. Next, the backbone
network uses the extracted features and emits a feature pyramid
to the head network. After that, the head regresses the bound-
ing boxes and classifies objects. Output from the prediction
portion could be any combination of the desired three classes
(mask, gloves, biohazard). Moreover, a novel dataset is created
to detect and manage infectious waste from our surroundings.
Finally, different variations, angles, states and textured images
are selected from the real-time condition to accelerate the
system robustness.

Fig. 3. Framework.

C. Objective of Experiment

This study aims to detect surgical waste and bio-hazard
symbols correctly within a reasonable time interval. Therefore,
different types of YOLO architectures are examined to achieve
different objectives. Additionally, two types of YOLO models

are chosen, one is anchor-based and the other is anchor-free
training mechanism. Three types of anchor-based and one
anchor-free object detection models are shown in Table I.

There are four different versions of YOLOv5 (YOLOv5-
s, YOLOv5-m, YOLOv5-l and YOLOv5-x) and YOLOX
(YOLOX-s, YOLOX-m, YOLOX-l and YOLOX-x) architec-
ture. Here s, m, l and x denote small, medium, large and
extra-large, respectively. According to the theory, a greater
model size has better accuracy than a smaller one. On the
other hand, a smaller model size is faster than a larger one.
It is a dilemma and the solution lies in the perspective or
application type you want to build. Therefore, it is essential to
evaluate all versions of the YOLOv5 and YOLOX for giving
a comprehensive description of their performance. Another
notable subject is to see the performance between the anchor-
based and anchor-free detectors.

TABLE I. OBJECTIVE OF EXPERIMENTS

Training mechanism Model

Anchor-based

YOLOv3-spp
YOLOv4

YOLOv5-s
YOLOv5-m
YOLOv5-l
YOLOv5-x

Anchor-free

YOLOX-s
YOLOX-m
YOLOX-l
YOLOX-x

D. YOLOX

1) Decoupled Head: In object detection, two egregious
tasks are performed in parallel, one is object classification
and the other is bounding box regression. These two tasks
share almost the same parameters [15] [16]. Hence, there
is an impingement between two tasks and it is a sensitive
issue in computer vision. Classification confidence is the
probabilities of class levels. At the same time, localization
confidence is inexistent. In repetitive regression or even non-
maximum suppression, correctly aligned bounding boxes are
misaligned. This issue was initially discovered by IoU-Net
[17]. They discovered that the characteristic that produces
a high classification score for object classification invariably
predicts a coarse bounding box. The IoU calculation between
ground truth and predicted bounding boxes might be a solution
to solve this problem. To forecast the IoU, they first add
head to the network as if it can emit the localization score.
Then, the final classification score is calculated by combin-
ing the localization confidence score and the classification
confidence score. This method does help to alleviate the
problem of dislocation. Based on this formula, two certain
branches, one for classification and the other for localization
i.e. double-headed network, was proposed in Double head
R-CNN [18] to untangle the head of siblings. In a double-
headed network, classification is performed using a fully
connected head network and box regression is performed
using another convolution head network [15]. Due to having
facilities in a double-headed network for object classification
and localization many one-stage and two-stage object detection
models follow dual-headed architecture [19] [20] [16] [18]. If
we divide YOLO families architecture, it has three portions:
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backbone, head, and prediction. Backbone (e.g. PAN [20] and
FPN [21]) continuously emit feature pyramids to the head. The
head classifies objects and localizes the bounding boxes using
this feature. Still (YOLOv3-spp, YOLOv4 and YOLOv5) no
YOLO family model used double-headed architecture where
YOLOX uses double-headed architecture. YOLOX [22] shows
that coupled heads may destroy the performance of object
detection. The YOLOX architecture is shown in Fig. 4.

2) Exceptional Data Enhancement: Many data augmenta-
tion techniques have been proposed in recent years mosaic is
one of them. Mosaic is an effective and efficient augmentation
technique proposed by a company named ultralytics in their
YOLOv32. For boosting the performance of the YOLOX
mosaic and MixUp augmentation strategies were applied in
[22]. The YOLOv4 [8], YOLOv5 and other object detectors
[23] used the mosaic augmentation technique. MixUp [24] is
another augmentation strategy that is primarily designed for
the image classification task. Modifying it into BoF [23] it
is used for the training of objection detection tasks also. In
YOLOX, mosaic augmentation is accomplished. A random
affine transformation is performed where rotation is done on
both axis using a value in the range of -10 deg to +10
deg, translation is done a value between (0.4, 0.6), scaling
is attained on both axis within a value of (0.1, 2), the same
amount of shear is done on both axis by a value of (-2 to +2).
All values are taken from the author’s perspective.

3) Anchor-free Mechanism: Although anchor-based train-
ing mechanism is well known and famous for object detection
model, it has some handicaps. The drawback can be catego-
rized as follows:

1) Selection: Before training an anchor-based model
needs to choose an optimal set of anchors for the
optimal performance. A clustering analysis needs to
be conducted on anchors to choose an optimal set.

2) Complexity: Anchors may create complexity on de-
tection heads for prediction. Besides, it may increase
perplexity for the number of predictions for an image.

3) Memory inefficient: For edge computation, in terms
of total latency, this might constitute a bottleneck
for transferring a massive number of predictions
(anchors) across devices (e.g. NPU to CPU) [22].
Recently published YOLO family (YOLOv3-spp,
YOLOv4 and YOLOv5) follows the anchor-based
training mechanism.

Megvii company 3 released a version named YOLOX, which is
based on anchor-free training mechanism. Although YOLOv1
[25] may be the most common anchor-free detector. YOLOv1
predicts bounding boxes at points near the center of objects
rather than utilizing anchor boxes. This strategy was done to
achieve high performance. Furthermore, low recall problems
suffered from YOLOv1. For this reason, YOLOv2 [6] went
back to the anchor-based mechanism. In the last two years,
Anchor-free detectors have grown at a breakneck pace e.g.
FCOS [26], CornerNet [2], object as points [1]. Another
type of anchorless detector is the [27] which is adopted on
DenseBox [28]. The number of design parameters that require
heuristic tuning and the number of tricks such as anchor

2https://github.com/ultralytics/yolov3
3https://github.com/Megvii-BaseDetection/YOLOX

clustering [6] and grid sensitive [29] requires less amount when
using an anchor-free system. Anchor-free detectors enhance
the model performance and simplify it especially at the training
and decoding phase.

4) Multi Positives: Another aspect of YOLOX is it selects
a center point and considers it as positive while ignoring the
other predictions, although there is a high probability of being
positive [22]. A 3×3 area is chosen around the center point,
which is called center sampling in FCOS [26].

IV. TRAINING PROCESS

The entire training and testing process is carried out on
the Google cloud platform. The entire training process can be
divided into three stages:

1) Prefer a model for training and refashioning its cor-
responding configuration file as the target.

2) Set initial parameters into the network using pre-
trained weights.

3) Start the learning process by setting the training
parameters. For training, the Stochastic Gradient De-
scent (SGD) approach was employed.

The learning rate is adopted using lr×batchsize/64 [30].
The initial learning rate is set to 0.01 and it changes over
time according to the cosine learning rate schedule. The cosine
learning rate can be calculated using Equation 1. Generalized
Intersection over Union (GIoU) [31] is calculated for bounding
box regression loss is shown in Equation 2. The weight decay
is 0.0005 and the SGD momentum is 0.9. NMS threshold is
set to 0.65. The first five epochs were warm-up epochs. These
warm-up epochs help the network train gradually, making
a basic sense of the dataset. Training is done up to 180
epochs. Input image size was 640×640. YOLOX is trained
according to Megvii company’s GitHub repository in the
PyTorch environment. YOLOv5 is also trained in the PyTorch
environment and trained according to the construction of a
company named Ultralytics.

lr = 0.5×
(
1.0 + cos

(
pi× iteration

total iteration

))
(1)

IoU =
Intersection

Union
=

G ∩D

G ∪D
(2)

GIoU = IoU − | C\ Union |
|C|

(3)

Where G and D are the prediction and ground truth bounding
boxes respectively. C is the smallest convex object for G and
D. All models are trained in the PyTorch environment and
an SGD optimizer is used. Table II represents the training
hyperparameters.

TABLE II. TRAINING HYPERPARAMETERS

Model
Initial

learning
rate

Decay Momentum Batch size

YOLOX 0.01 0.0005 0.9 32/16/12
YOLOv5 0.01 0.0005 0.9 32

YOLOv3-spp 0.001 0.000484 0.937 32
YOLOv4 0.001 0.0005 0.9 2
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Fig. 4. Architecture of YOLOX.

V. EVALUATION METRICS

Intersection over Union (IoU) is shown in Fig. 5. Though
the IoU is used in non-maximum suppression, it can also
be used in evaluating a model as a performance met-
ric. When evaluating an object detection model, we try to
determine whether the predicted class is like the desired
class—simultaneously investigating the perfect alignment of
the bounding boxes that exist around the object into the
image. Using the ground truth bounding boxes (G) and pre-
dicted/detected bounding boxes (D), one can calculate the IoU.
The IoU calculation tells us how much the predicted bounding
boxes are related to the ground truth bounding boxes i.e. the
percentage of overlap between two bounding boxes. The bigger
the overlap area, the higher the IoU. Equation 2 [32] is used
to calculate the IoU between two the bounding boxes. True
Positive (TP), False Positive (FP) and False Negative (FN)
are calculated according to [33] [34] [35]. TP, FP and FN
are the confusion matrix criteria. Table III represents if the
model predicts true class and its IoU is greater than 50%,
then the detection would be considered as TP. Inversely, FP is
considered if the IoU is smaller than 50% and detection tell
the right class according to ground truth. FP detects a ground

truth class, but its bounding box position is not correct like
the ground truth box. FP yields an improper detection case. In
the case of FN, the system will not be able to detect any class
where ground truth boxes exist.

Fig. 5. IoU Calculation Mechanism

If the TP is omitted from the total positives, we will get the
FN. Therefore, the object confidence score is set to greater than
50% for calculating the TP, FP and FN. In object detection,
every position of an image will be True Negative (TN) without
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desired class. Hence, TN is not so important to measure the
performance of an object detection model.

TABLE III. CALCULATION PROCESS OF THE TP, FP AND FN

IoU (%) Class TP FP FN
>=50 true 3 7 7
>=50 false 7 3 7
<50 true/false 7 7 3

Precision is a metric that depicts the capability of a model
to identify its relative objects correctly. It is the proportion
of positive predictions that are correct across all detections.
The recall is a metric that delineates the power of a model
to find all relevant examples. It is the proportion of positive
predictions subject to the entire ground truth. Precision and
recall are calculated as [33] [36]. This study evaluates the
model’s performance using the Average Precision (AP). AP
is a scheme to encapsulate the Precision-Recall (PR) curve.
Higher precision is clear evidence that a model is confident
when classifying examples among the detections. On the other
hand, higher recall is an indicator of the power of a model. It
tells us how many correct detections are performed among all
the ground truths. Moreover, precision and recall are primary
metrics of an object detection model. If a model has high
recall yet low precision is an obvious referential that the
model emits maximum positive example truly, but it has many
false positives i.e. classify many negative examples as positive.
On the contrary, low recall yet high precision indicates that
the model appropriately classifies positive examples; however,
it may contain only a few positive examples. Hence, it is
necessary to choose a threshold, as if both the precision and
recall will be maximized. The PR curve helps us to select
the appropriate threshold among the different threshold values.
Using the precision and recall value, the PR curve can be
plotted [33] [36]. AP is the Area Under the Curve (AUC)
of the PR curve. AP can be calculated using the Equation
4. According to Equation 4, n is the number of thresholds.
For every value of recall or precision, find the difference
between the current and next to recall value, then multiply
the difference with the Interpolated Precision (IP) value. IP
are the maximum precision value at a recall value R where
the corresponding recall value is greater than or equal to R.
At each threshold, AP is the weighted sum of all precision
where the recall value accelerates the weight.

AP =

k=n−1∑
k=0

[R(k)−R(k + 1)]× IP (k) (4)

Different IoU marginal values are used to test the model in
object detection. Therefore, different IoU values yield different
performances. Furthermore, Mean Average Precision (mAP) is
another metric that is calculated using the AP’s of every class
shown in Equation 5 where n is the number of classes.

mAP =
1

n

k=n∑
k=1

APk (5)

Evaluation metrics are calculated according to [33] [35]
[36]. This study tests the model in both cloud-based and

local environments. The local environment with CPU is not
capable enough for training. We test the model in a local
environment with a CPU to see its performance on user label
equipment. The training phase is conducted on a cloud-based
platform. A 15GB sized Tesla T4 GPU is used for high
speed and performance for training and testing. Parameter
description of two platforms is given in Table IV. At the time
of speed calculation of the model, only the processing time is
considered except the loading time of an image. The bottom-
most speed is the mean of all testing images.

TABLE IV. PLATFORM PARAMETERS

Purpose Platform GPU GPU size CPU core RAM
Training

and testing Cloud Tesla T4 15GB 2 12GB

Testing Local None None 4 32GB

VI. RESULTS

In the PR curve, precision and recall are plotted in Y-
axis and X-axis respectively. Moreover, detection ability would
be better when the precision is higher with the increase of
the recall value. Therefore, according to this theory, better
performance would be in the right up corner of the PR curve.
To check the robustness of the model, training and testing are
done using three different dataset combinations.

A. Anchor-based Method

The average precision of the three classes for the anchor-
based method is shown in Table V. YOLOv3-spp emits the
highest mAP of 85.37% among the other methods. YOLOv5-l
generates a better mAP of 84.78% among different versions
of YOLOv5. For a dataset combination, for mask objects,
149 are truly detected, 14 objects are false detection and 35
are undetected. For the gloves object, 52 gloves are detected
accurately, 9 are false and 8 are undetected. The number
of true positive, false positive, and false negative are 24,
1 and 2 for the biohazard symbol. Fig. 6 represents the
PR curves of several anchor-based methods for a dataset
combination. Well performed models PR curve is shown here.
Fig. 7 exhibits some qualitative measures of the anchor-based
methods. YOLOv3-spp produces better generalization than the
other tested models. YOLOv4 depicts some under-detected and
false detection results. YOLOv5 yields better generalization
even after having many false detection outputs than YOLOv4.

TABLE V. PERFORMANCE OF ANCHOR BASED MODEL

Model mask AP gloves AP biohazard AP mAP
YOLOv3-spp 79.21 85.05 91.85 85.37

YOLOv4 64.69 73.51 89.11 75.77
YOLOv5-s 84.21 79.36 82.19 81.92
YOLOv5-m 83.29 80.42 84.45 82.72
YOLOv5-l 86.84 77.69 89.81 84.78
YOLOv5-x 85.36 76.12 88.75 83.41
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(a)

(b)

(c)

Fig. 6. Precision-recall Curve of the Anchor-based Model.

YOLOv3-spp

YOLOv4

YOLOv5-s

YOLOv5-m

YOLOv5-l

YOLOv5-x

Fig. 7. Qualitative Measures of Anchor-based Methods.
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B. Anchor-free Method

The YOLOX is trained and tested using three different
combinations of the dataset shown in Table VI. Averaging
of the mAP of each combination of datasets, the YOLO-l
architecture delivers the highest mAP than the other models.
For example, the ground truth of the mask, gloves and bio-
hazard symbol are 184, 60, and 26, respectively, in a dataset
combination. Accurate detection of masks, gloves and symbols
is 169, 55 and 26; false detection is 8, 6 and 0; under detected
objects are 15, 5 and 0, respectively for YOLOX-l. Due to easy
examples, the model generates 100.00% AP for bio-hazard
objects for a combination of the dataset.

TABLE VI. PERFORMANCE OF YOLOX IN THE DIFFERENT DATASET
COMBINATIONS

Combi-
nation mask AP gloves AP biohazard

AP mAP Avg. of
the mAP

YOLOX-s
1 85.99 81.60 100.00 89.20
2 93.00 92.25 98.36 94.54 90.1
3 88.57 82.35 88.00 86.30

YOLOX-m
1 89.30 86.55 100.00 91.95
2 96.74 94.60 96.72 95.36 91.38
3 87.91 83.69 90.99 87.53

YOLOX-l
1 89.47 87.05 100.00 92.17
2 95.64 96.23 96.72 96.20 92.49
3 92.15 81.01 94.20 89.12

YOLOX-x
1 86.44 79.75 100.00 88.73
2 95.64 93.97 95.03 94.88 90.86
3 90.56 85.47 90.88 88.97

Fig. 8 represents the PR curve of tested anchor-free ar-
chitecture of different versions for a dataset combination. Per
image inference time on both GPU and CPU versus mAP is
shown in Fig. 9, where it is clearly seen that CPU inference
time is greater than the GPU time. Models mAP differs a little
amount according to the model size. In GPU, the YOLOX-s
needs 0.06s time to infer an image, whereas YOLOX-x takes
0.12s time, two times more than YOLOX-s. On the other hand,
in CPU the YOLOX-s needs 0.70s time to infer an image,
whereas YOLOX-x takes 4.01s time, which is approximately
five times more than YOLOX-s. Hence, it is said that increas-
ing model size CPU requires more time to infer an image than
GPU. Additionally, GPU time maybe differ on the criteria
of the GPU architecture. Fig. 10 displays several qualitative
measures of anchor-free architecture—the different versions of
the YOLOX architecture yield approximately the same results.
The input combinations of the dataset are responsible for the
performance. In this case, remarkable improvement may hap-
pen for the different training and testing dataset combinations,
although their averaging produces the conventional results.
Since different dataset combinations have been used, YOLOX-l
architecture provides the highest individual mAP than others.
Additional testing is conducted using the test dataset of the
second combination because, among the three combinations,
these combination generates the highest mAP. Furthermore,
the test dataset of the second combination is divided into
two portions, one is relatively easy to guess and the other
is relatively hard to guess for the model. A relatively complex
sub-division is created using several criteria that are listed
below. These criteria are done from the author’s perspective.

1) Objects and the image background color are approx-
imately the same.

2) Excess or inadequate light into the images.
3) Complex image background compares to objects.
4) Occlusion and small objects into the images.

(a)

(b)

(c)

(d)

Fig. 8. Precision-recall Curve of the Anchor-free Model.
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(a)

(b)

Fig. 9. Inference Time of GPU vs mAP in (a) and CPU vs mAP in (b) of all
Version of the YOLOX.

Table VII displays the performance of YOLOX-l models
for relatively easy and hard samples of the second combination
of test dataset where, for easy and challenging examples,
95.71% and 94.04% mAP are encountered, respectively. The
average precision of both the anchor-free and anchor-based
architecture is shown in Fig. 11, where anchor-free models
mAP is larger than anchor-based models.

TABLE VII. PERFORMANCE OF YOLOX-L FOR RELATIVELY EASY AND
HARD CASES

case mask AP gloves AP biohazard AP mAP
Relatively easy 97.91 94.79 100.00 97.57
Relatively hard 93.78 92.87 97.62 94.76

1) Where is the Milestone?: Fig. 12 shows several satis-
factory results. According to the Fig. 12, images are natural
and most wanted phenomena for waste. Fig. 12a, 12b, 12c,
12d and 12f objects are correctly detected even after complex
background; despite being small objects in Fig. 12e, 12g,
and 12i objects are well-identified; into the Fig. 12h are
some underwater images where obscurity, different lighting
condition may happen, still objects are recognized properly.

YOLOX-s

YOLOX-m

YOLOX-l

YOLOX-x

Fig. 10. Several Qualitative Measures of Anchor-free Methods.

2) Where is Incorrect Detection?: According to the dataset
combination, the FP rate is 4.34%, 10%, and 0.0% for masks,
gloves, and biohazards, respectively. FN occurs when the
model is unable to detect an object despite its presence in
the image. FN rate of mask, gloves, and biohazard class is
8.15%, 8.33%, and 0.0%, respectively. Fig. 13 shows some
false detection of the YOLOX-l model. FP detection occurs
when objects have crowded situations into the images. When
the objects are blurred, they are under-detected by the model in
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Fig. 11. Average Precision of Each Model.

most cases. Fig. 13a additional gloves and masks are detected.
Crowed masks and gloves are there. In Fig. 13b contains small
and occluded gloves and mask objects perhaps for this reason
they are under detected, in Fig. 13c perhaps objects may not
be detected because there are exists some blurriness on the
gloves and mask.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 12. Satisfactory Result of YOLOX-l Architecture.

(a) (b) (c)

Fig. 13. Incorrect Detection of YOLOX-l Architecture.

VII. DISCUSSION

This study examined four different types of object detectors
from the YOLO family. The models are trained, tested, and
evaluated to attain different goals. The gist contribution and
findings are listed below:

1) A novel dataset is created to detect and manage
surgical waste (mask, gloves and biohazard symbol)
from our surroundings including roads, beaches, un-
derwater as well as floating on the water condition.

2) Experiment is conducted using two different train-
ing mechanisms, one is anchor-based and the other
is an anchor-free mechanism. Anchor-based mod-
els (YOLOv3-spp, YOLOv4 and YOLOv5) highest
mAP 85.27% is lower than the anchor-free models
(YOLOX-l) mAP 92.49%. Among the anchor-based
model, YOLOv3-spp (mAP 85.27%) performs better
than others.

3) Additional exploration is performed using all versions
of the YOLOX to find TP, FP and FN. In most
cases, satisfactory results are yielded by the model.
False detection produces when objects are occluded,
blurred and crowded. False-negative (misdetection)
generates when objects are small and complex to
attain minimum feature selection.
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Additionally, several limitations exist in this study that can
be explored in future work. First, the dataset size may be
increased for system robustness. This study detects only three
types of classes; hence integrating more classes would be
a good exploration. The YOLO architectures are fast and
accurate in detecting objects from images. Additionally, YOLO
models have the sensitiveness of small objects. Therefore,
other anchor-free object detection models may be investigated
to evaluate the dataset.

VIII. CONCLUSION

Plastic waste is going to be a threat to humankind and
other species day by day. This type of waste is scattered
worldwide only for the unconsciousness of humankind. If the
proper steps are not taken, it will be dangerous for us in
the days ahead. Surgical waste is a kind of plastic waste.
Nowadays, the number of this type of waste is also increasing
alarmingly, which is responsible for serious health hazards. In
this study, authors try to create a novel dataset with surgical
waste (mask and gloves) and biohazard symbols to detect
such waste from our surroundings and appropriately manage
them in certain places. Two types of training mechanism-
based YOLO models are chosen to conduct this work. One is
anchor-based (YOLOv3-spp, YOLOv4 and YOLOv5) and the
other is anchor-free (YOLOX) architecture. This study found
that anchor-free architecture performs better generalization
than anchor-based architectures. More clearly, YOLOX yields
the highest mAP of 92.49% and YOLOv3-spp generates the
highest mAP of 85.27%. Satisfactory performance comes up
even if there are some limitations. Dataset explorations would
be reasonable for future work. Applying the other anchor-free
architecture in this area will be a future direction.
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Abstract—Mobile learning mainly concerns mobility and
high-quality education, regardless of location or time. Human-
computer interaction comprises the concepts and methods in
which humans interact with computers, including designing, im-
plementing, and evaluating computer systems that are accessible
and provide an intuitive user interface. Some studies showed that
mobile learning could help overcome multiple limitations and
improve learning in educational systems. The study investigates
the HCI design challenges, including the guidelines and methods
in mobile HCI for education. An existing mobile learning tool
was discussed on the current and future design enhancements of
Udemy. Next is the further discussion on future mobile learning
to provide the possible improvements for learners based on the
challenges of mobile HCI in education.

Keywords—Human-computer interaction; education technol-
ogy; digital technology; mobile learning; e-learning

I. INTRODUCTION

In the rapidly evolving field of mobile learning, education
has served as the key emphasis. Various initiatives have shown
that mobile learning helps overcome numerous limitations that
affect educational systems and make learning more convenient
[1]. This has led to a distinct sub-community of experts with
extensive experience and skills in developing and deliver-
ing mobile learning. Mobile learning is also a kind of e-
learning that uses the number of specific features available
on computers, devices, and bandwidth and the characteristics
of the networks [2]. E-learning is described as applying digital
electronic tools and media to support learning.

In contrast, mobile learning refers to the same concept but
in the context of mobile devices and wireless transmission
[3]. In short, mobile learning is a word to describe the usage
of a mobile device to help facilitate learning. Furthermore,
mobile learning has been recommended to be applied in any
educational system using portable devices as the prominent
technology [4]. Moreover, research on mobile learning has
been performed in the last decade on many occasions. Each
research played an essential role in providing researchers with
knowledge on effectively using mobile devices in education.
However, some of these studies were non-educational studies
whose findings could not identify the research design. Accord-
ing to the researchers, their results were published without
making any reference to the educational levels of the learners
[5].

The mobile learning interaction is supported by pedagog-
ical requirements and technological characteristics to provide
and support user needs. There is a strong consensus that
mobile learning is mutually dependent on the technology that

facilitates learning, as shown in many studies [6], [7], [8].
Mobile learning mainly concerns mobility and high-quality
education, regardless of location or time. Academic disciplines
related to human-computer interaction (HCI) are interested in
researching all forms of human-technology interaction, along
with its design processes, software, and technology tools.
The primary goal of mobile HCI is to investigate various
motivations and approaches used by mobile device users to
engage with the devices and data accessibility [1], [9], [10].
Historically, the main priority of HCI has been humans and
how technology must fulfill their needs to guarantee that it
does so effectively. This viewpoint, it is argued, also describes
the objective of the new intelligent technological world. As a
result, HCI has developed tremendously, broadened the scope
of inquiry, and made significant breakthroughs. However, the
use of new technologies continues to grow and demand higher
levels of complexity.

Moreover, humans’ counterpart to technology is changing;
as a result, individuals are more conscious and concerned but
also less optimistic and demanding [11]. There are several
challenges to implementing HCI in education based on how
students prepared for their class, how they interacted with
users during the class, and what the students thought of the
interactions. Educators have been encouraged to innovate by
these challenges, which has led them to explore other methods
of interacting with the target users in educational contexts.
The context can be viewed as an interactional issue instead
of a representation issue [12]. In addition, the mobile context
can be denoted as data linked to the interaction between the
user of the application, the application itself, and the users’
surroundings.

Despite advocating creating learning environments that
enable students to have hands-on experiences dealing with real
users, educators highlight several limitations that prevent stu-
dents from interacting with others [13]. Establishing relation-
ships between students and prospective users requires time and
effort. According to the study in [14], the most prevalent thing
related to mobile HCI is the user’s mobility. There is a great
distinction in the literature regarding mobility and interaction
between extremely mobile, somewhat mobile, and stationary
interactions [14]. Mobile HCI researchers claimed that the
user’s movement influences the physical environment of the
interaction in a significant way that they identify mobility as
one of the most significant challenges. In addition, connections
to remote information and mobile device interactions can
develop social relationships and communication. According to
an interactive activities viewpoint, the study results are not
mutually exclusive, as both are integrated [15]. Thus, the user

www.ijacsa.thesai.org 566 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

accomplishes the objective by utilizing and interacting with the
technology. Students vary in their abilities and development
speed regarding design thinking. Many of those were found to
have difficulty analyzing their results and problems out with
fresh ideas [16].

This article provides a review of mobile HCI in educa-
tion. The study’s objective is to determine the challenges
and importance of HCI in education, including the current
platforms or tools in developing mobile learning based on
the HCI framework. Furthermore, future mobile learning is
discussed to identify the issues regarding mobile HCI that can
be improved effectively and efficiently. The following sections
structure the paper: Section II provides the importance of
mobile HCI in education. The HCI design for mobile learning
tools is presented in Section III, followed by the existing
mobile learning tools or platforms in Section IV. Next, the
discussion on the future of mobile learning is clarified in
Section V. Lastly, we conclude the paper in Section VI.

II. THE IMPORTANCE OF MOBILE HCI IN EDUCATION

HCI comprises the concepts and methods humans inter-
act with computers, including designing, implementing, and
evaluating computer systems [17]. The main focus of the
HCI is on the usability of software applications in which
software technology is accessible and provides an intuitive
user interface. One of the factors affecting technology adoption
is the usability of the technology. When people choose to
adopt a new system, they desire to utilize it. Mobile devices
usage provides an incentive for informal learning in which
learners are free to pick up other tasks depending on the
situation [18]. The additional benefit of mobile HCI is that
outdoor learning more exciting and enriching. Research shows
that learning outdoors benefits the development of learners’
knowledge and hands-on learning as long as the activity is
conceived, organized, and followed up properly [19]. The
integration of mobile HCI will benefit students and enhance
their learning experience by providing contextual learning
[20]. The mobile HCI aims to offer contextual information to
students to enhance their learning environment and location.

Smartphones have been considered tools or devices for
gaining access to information and services [21]. Besides that,
smartphones are provided a significant way of getting informa-
tion, but it also promotes interactions between people involved
in various activities. Generally, educators encourage students
to use search engines and other apps that provide news feed
and language learning and use social media to communicate
with others. Mobile devices are particularly beneficial for
learners looking to search and access documents and perform
various other tasks, such as survey-taking, summarizing mate-
rial, reading books, taking pictures, and sharing information
[22]. Researchers discovered that mobile website usability
is influenced by many factors, including the lighting, the
number of people around, movement, and the environment’s
sounds [23]. According to Korn and Zandar, the experiment
sparked intriguing discussions and reflections among the 64
participants.

Apart from the contextual information, video creation can
create a new way for the student to develop creative ideas
for communication while ensuring effective presentation of

knowledge and abilities. Some researchers have found that
students engaged in collaborative video creation demonstrated
and improved strong media literacy and digital skills [24].
Moreover, creating a video presentation can help create a
fair, competitive environment for various materials, including
paper prototypes and software prototypes. In response to these
sentiments, students will obtain a better experience in video
creation than written reports and presentation slides for sharing
information. The effectiveness and accessibility of video are
growing with the ubiquity and efficiency of smartphone cam-
eras, and thus, it is recommended that instructors utilize video
in the assessments. However, the most reliable human memory
can be prone to error [25]. The importance of mobile HCI
in education can show the difference between how designers
recall the interaction and what occurred during the interaction.
Students who utilize mobile HCI in the learning process will
remember their interactions and user-centered design process
completely different from the recorded videos. The mobile HCI
approach in education seems to be a kind of organized learning
in which students can extract information from the interaction
sessions.

III. THE HCI DESIGN FOR MOBILE LEARNING TOOLS

This section explained the HCI design for mobile learning
tools. The challenges in HCI design based on human tech-
nology, interactions, security and privacy, well-being, acces-
sibility, and creativity [11] are described in Section III(A).
Furthermore, it is challenging to determine the critical factors
to concentrate on and identify the necessary or critical bound-
aries to teach. The guidelines and methods on mobile HCI are
then clarified according to the design challenges that comprise
the interface guidelines as a starting point and collection
of realistic design principles for mobile device interfaces in
Section III(B).

A. HCI Design Challenges

New challenges for human-computer interaction experts
examine how HCI helps solve significant social problems,
emphasize the necessity for multidisciplinary approaches, and
identify sixteen main challenges for society-oriented and
technology-oriented problems [26]. The aim is to probe into
the significant problems in modern-day fast technological
advancement, leading to smarter interactive technologies and
increased social demands, with individual and community
expectations. The challenges of HCI design consist of six
challenges: an integration of human technology, an interaction
between humans and the environment, privacy and security,
health and well-being, universal accessibility, and creative
learning.

Live and working peacefully with technology is defined
as part of human technology integration. This technologi-
cal feature will include language comprehension, learning,
thinking, and creative thinking. It has become necessary due
to the emergence of smart ecosystems, composed of smart
devices, services, materials, and environmental conditions that
collaborate seamlessly and transparently. Smart ecosystems
have an intricate web of symbiotic relationships with humans,
extending well beyond technological limits and involving many
diverse disciplines to resolve complicated ethical, social, and
philosophical matters. There are many ways involved, such as

www.ijacsa.thesai.org 567 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

combining human values into design elements and exchange.
For instance, automation comes second to human control or
strategizing around increasing our focus on humanistic prob-
lems instead of solely being driven by deterministic ones [27].
Many practical aspects must be integrated with the criteria
mentioned to form a comprehensive design strategy that ad-
dresses meaningful human control, system accountability and
transparency, and intelligent system transparency and volatility.

Interaction between humans and the environment describes
how humans interact with many technological systems that
have become more intelligent and interactive, not only with a
single object [28]. Interactions in technologically enhanced,
autonomous, and smart settings are likely to be more im-
plicit and unspoken. Additionally, issues dealing with the
challenges and opportunities surrounding human interaction
in these settings result in new implications and applications.
Digital content will combine with and support the physical
structure, and information will naturally flow from one entity
to another. The difficulties laid out before us will guide us
to evolve our current design and assessment methods and
approaches to keep pace with the continually evolving technol-
ogy environment—understanding how the increased interaction
possibilities impact humans [29].

The capability of users to maintain control over data
collection and distribution and what that data may be used
for is at the core of privacy. While computing security re-
lates to protecting the computer systems’ hardware, software,
electronic information, and services. Intelligent systems must
benefit people beyond just being functional to empower indi-
viduals and protect their privacy and security. The introduction
of new dimensions concerning technologically enhanced and
intelligent settings implies privacy, trust, and security all take
on more importance in the digital realm [30]. To understand
this concept, the key aspects to consider are privacy and the
difficulties it creates in the new digital world, and the problems
it presents on a societal level as they emerge in various en-
vironments. Privacy should be protected even further because
the new technology landscape features advanced information
processing and artificial intelligence to gather a large amount
of data about the user and a substantial amount of information
about user behavior that may result in developing conclusions.
Hence, the findings of HCI research should contribute to
regulating government policies on privacy, security, and safety
in the context of the new intelligence period.

Health includes both the absence of illness or disability and
a condition of full physical, mental, and social well-being. An
abundance of well-being also involves a feeling of purpose and
pleasure and comfortable living standards. Opportunities for
medical advancements with new technological developments
make it possible to live healthier and cheaper methods of
helping people have a long and healthy life. Technology may
also help people reach their personal and emotional well-being
objectives, encompassing both health elements and a chance
to become happier. Healthcare technology is now extensively
used, yet unsolved research questions remain. However, the
larger problem is that since technology is ubiquitous, the
question becomes how it can be maximized to enhance well-
being, particularly when it comes to questions of how to
improve interaction difficulties and remain human-centered.

With the development of devices, services, products, or

environments more accessible, designers have to think about
accessibility. The idea of universal access to information
society technologies means that everyone may use information
society technologies wherever and at any time. Innovative
environments present new difficulties related to accessibility
and universal access, especially due to the rising technical
complexity [31], which significantly affects daily life. As
technology-augmented settings have historically focused on
human beings, HCI initiatives will be expanded to the well-
being of other groups, including those with disabilities. The
idea of accessibility and universal access has been around for
some time, but now, concerning demographics and growing
technical complexity, these concepts are necessary and critical
for future civilizations. While certainly, it introduces universal
access concerns, the introduction of intelligent environments
presents new possibilities that should be taken advantage of.
Methods that seek to address accessibility only based on
reactivity will lack design complexity and scalability needs.
Therefore, HCI research demands more comprehensive solu-
tions, demanding a significant place in the foreseeable future.

The concept of learning suggests any of these: taking in
new information, learning a skill, or experiencing something
new. The act of being creative has to do with the capacity
to generate unique and original ideas or to create something
entirely new or innovative. This will allow individuals from
different backgrounds, abilities, and interests to work together
to discover, understand, and develop new knowledge to tackle
difficult issues. Innovative and developing technologies may
aid with emerging and distinct learning styles since they have
developed due to new and emerging technologies permeating
into daily life for the new generations. To address the ques-
tion, ’What is the proper role of technology in the learning
context?’. In this age of evolving technology, the debate is
more relevant than ever, touching on such themes as privacy
and ethics, learning concepts, and pedagogical factors. Re-
gardless, problems concerning Human-Computer Interaction
have a huge impact on the performance of the technology in
education. While creativity has a prominent responsibility for
future society, cultivating and exploring ways to be supported
are essential. The revolution will influence various learning
styles and how educational technologies are used.

B. Guidelines and Methods

1) Mobile Human-Computer Interaction: There are var-
ious ways humans engage with computers, and it is thus
necessary to provide the proper interface between humans
and computers, as shown in Fig. 1. Since people first started
interacting with computers, the development in the HCI area
has occurred in terms of interaction quality and various points
of history. Several research centers have instead focused on
ideas like multimodality, intelligent adaptive interfaces, and
active interfaces despite using conventional interfaces. Human-
computer interaction is defined as a field dedicated to de-
veloping, testing, and implementing interactive computing for
human use and studying the key human-computer interaction
aspects [32]. It utilizes the information on both machines and
humans in its field of study. Applying the methods of com-
puter graphics, operating systems, programming languages,
and application frameworks in the design and construction
of new technology is of primary concern. While the human
aspects such as computer user satisfaction are an important
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Fig. 1. Overview of Human, Computer and Interaction.

consideration, communication theory, graphic design, indus-
trial design, languages, social sciences, cognitive psychology,
and social psychology are essential when interacting with
humans. HCI is multidisciplinary, resulting in individuals from
many backgrounds being involved in its progress. The interface
between humans and computers is known as human-machine
interaction (HMI), machine-machine interaction (MMI), or
computer-human interaction (CHI) [33], [34].

Various methods for human-computer interaction design
had appeared since the 1980s when human-computer interac-
tion design (HCI) as a discipline began to gain popularity.
The concept of interaction between users, designers, and
technical systems serves as the foundation for most design
methods. Early methods regarded user cognitive processes as
predictable and measurable, which enabled design practitioners
to draw inspiration from cognitive science findings in domains
including memory and cognitive when creating user interfaces
[35]. The activity theory, a tool employed in HCI, describes
and analyzes the physical, social, and technical environment
in which human-computer interactions occur. Activity theory
establishes a framework and defines a process for analyzing
and designing activities. In addition, it offers checklists for
researchers to plan the interface design and helps designers
structure the interaction designs around activities [36].

Besides that, user-centered design (UCD) is a contempo-
rary and widely implemented design philosophy based on the
concept that people should be spotlighted in any computer
system [37]. There are several roles inside a project, including
the roles of the user, the designer, and the technical experts.
These roles need to work together to comprehend the user’s
needs, requirements, and constraints. The participatory design
does include methods of facilitating the participation of end-
users in designing new products and services. However, it
does not quite mirror the approach used in participatory
design, which stresses collaboration between design partners,
customers, and end-users. The user interface design has seven
principles: tolerance, simplicity, visibility, affordance, consis-
tency, structure, and feedback [38]. In addition, it encompasses
many concepts that can be conceived of at any point throughout
the development of user interfaces.

VSD, known as the value-sensitive design, is a method for
developing technologies that reflect the values of individuals
who use the technology and those whose well-being is affected
by the technology [39]. A three-tiered method for developing
VSD includes conducting conceptual, empirical, and technical
studies. Conceptual studies seek to grasp and elucidate all users
who will be using the technology along with the various values
and the possible values conflicts that could emerge due to
its usage. Empirical studies focus on understanding the target
users’ values, needs, and behaviors based on qualitative and
quantitative research studies that aid in this process. Finally,
technical studies should include research into how users utilize
technology with systems development to serve the best values
established in both the research and development process [40].

The challenge of accessibility guidelines for mobile ap-
plications has not been extensively researched, although it
is almost as essential as websites. Mobile applications are
sophisticated and have to work in many different form factors
and interaction methods, making it impossible to make them
completely accessible [41], [42]. As a consequence of compar-
ing the mobile HCI guidelines, a richer set of recommendations
for mobile design will be produced, such as removing clutter-
ing, producing good navigation, creating a user-friendly touch
screen, readable text, and elements visible on the interface, and
many more. In addition, a valuable asset called user attention
must be allocated appropriately. According to Babich, when
interfaces are cluttered, it makes information such as extra
buttons, images, and text difficult to extract [43].

2) Mobile Learning: Implementing a systematic approach
to the design process for mobile learning sources and materials
will be highly effective once we use the concepts of HCI [44],
as illustrated in Fig. 2. Learners must be able to gather data,
regardless of any ambiguous circumstances. Also, learners
need to be provided with opportunities to reduce risks in the
user interfaces and limit the dangers of mistakes and other
unexpected moves. The design of the e-learning application
must assist the user in acquiring information with ease [45] and
without putting a lot of effort in [46]. The design must comply
with the specifications such as subject content should have a
pleasing visual appearance, easy-to-use navigation structure,
animated and graphical presentations can potentially transform
learning into an enjoyable experience to achieve everyone’s
expectations.

Research is performed to discover which issues need help
from mobile learning. An interactive approach can be used
for effective learning where the topic is fully recognized [47].
A broad range of solutions is available to solve the problem
depending on what has to be solved [48]. The development
team must consider if the topic can be delivered in a video
or other instructional medium [49]. A certain kind of learning
material to be used is selected during the solution recognition.
The actual design process begins at the mobile learning appli-
cation design phase. HCI concepts control this to ensure that
the solution conforms to industry-standard recommendations
and guidelines [50]. Furthermore, some design strategies are
adapted to meet the situation depending on the learner. This
consists of all options, such as design, layout, font, and color.

After the design process, the learning resource is eval-
uated for different technical and non-technical aspects [46].
Then, the testing phase is HCI-controlled, which follows the
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Fig. 2. HCI Guideline Concepts in Mobile Learning.

requirements’ rules and standards. Once it is shown that the
solution works by the conclusion of the testing process, it is
deployed to end-users which are the learners [51]. Finally,
a customer survey helps assess the product’s strengths. The
feedback resulted in recommendations on what to improve,
making the process again.

IV. EXISTING MOBILE LEARNING TOOLS / PLATFORMS

Although e-learning on a personal computer enables an
exciting learning experience, it is valuable to include mobile
learning in digital learning apps. Various benefits have been
discovered in mobile learning, such as accessing anytime and
anywhere, requiring low-cost requirements, and having interval
warranties. In this section, the types of mobile learning tools or
platforms are briefly explained in Section IV(A). The examples
and design evaluation of two mobile learning tools or platforms
are described subsequently in Section IV(B).

A. Types of Mobile Learning Tools / Platforms

The Internet has hundreds of educational opportunities, yet
each can be learned in many different ways. Mobile learning
has revolutionized the industry of e-learning. For the most
part, mobile learning tools tend to concentrate on one objec-
tive: studying for an assessment or learning a new language
[52]. However, educational institutions, businesses, and almost
every other organization use mobile learning platforms to
bring learning to life and enable people to learn effectively.
Several types of mobile learning tools will be discussed in this
section: online courses tools, memorization tools, assessment
preparation tools, and supporting tools.

1) Online courses tools: Students prefer using e-learning
courses rather than traditional ones since online ones
are prevalent and accessible. In general, videos are
the backbone of many online courses, including
text materials [53]. In addition, online courses and
education platforms, such as Udemy and Coursera,
provide various educational programs and courses for

professionals and instructors to use. Also, students
can engage with online courses like Duolingo, an
app that offers language lessons. While it is common
for language courses to provide students with video-
based lectures, Duolingo has a different method.
Students take quizzes, type in words, and repeat
words or phrases upon listening to the recordings. In
addition, a rationale exists in Duolingo to help keep
track of their progress and remind them to practice
what they have already learned based on the mistakes
that most frequently arise.

2) Memorization tools: All modern memorization meth-
ods are used to create memorization tools. In learning
applications, the visual display of information is
one of the primary benefits. A common and long-
known strategy for memory is using flashcards [54].
Educators use flashcards in physical classrooms to en-
courage students to memorize vocabulary, historical
figures, or technical terminology. The idea of using
flashcards provides an effective and efficient learning
process as a memorization tool.

3) Assessment preparation tools: A software application
that aids students with their academic preparation
often comes equipped with large databases of assign-
ments collected from various disciplines and sched-
ule and evaluation systems. There are a variety of
applications that vary by kind, including flashcards,
databases containing information, and online quizzes.
This kind of app includes SAT Up, ExamPrep, and
GradeUp. Assessment and scheduling are fundamen-
tal in these applications to make preparation as suc-
cessful as possible. It is essential to work on an exam-
ination application with push notification functional-
ity and continuous assessment systems. Students will
benefit from learning how to prepare and remember
things effectively. Some of these assessment prepara-
tion aids also offer supplementary resources. Having
all the necessary resources on hand is advantageous
for most people, particularly if your study app focuses
on a certain kind of assessment. Preparing students
for exams by including supporting resources such as
a database with relevant terminology is simpler when
the resources are related to the assessment.

4) Supporting tools: Additional applications that aid
students in learning are supporting tools [55] such
as online dictionaries like Oxford Dictionary, online
databases like Scribd, and note-taking applications
like EverNote. These applications are not intended
to provide academic support by themselves, but they
assist students in their educational endeavors.

B. Examples and Design Evaluation of Mobile Learning -
Udemy

According to the findings, a large majority of the students
chose Udemy due to its affordability, plentiful course options,
and good accessibility [56]. Learning through Udemy is an
essential online educational practice nowadays. A variety of
categories offered by Udemy includes development, IT and
software, business, design, marketing, others. An analysis
has been done to identify the user experience of Udemy
and another competitive platform, namely Coursera. Based
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Fig. 3. Categories Offered on Udemy.

Fig. 4. The Course Suggested based on users’ Enrollment.

on the analysis, students have highlighted that Udemy has
various courses, including those specifically for hobbies, which
allowed them to feel as if they could learn anything virtually.
Additionally, over a hundred thousand courses in sixty-five
different languages were provided on Udemy, which were
readily accessible [56]. Students loved Udemy’s teaching style,
which allowed extensive learning in a practical context.

Udemy was deemed to be simple to use in the study. The
landing page style is immaculate and straightforward, with
a large categories button located on the top to provide easy
access to the thirteen main areas, as shown in Fig. 3. Search
tools that can find anything on the site (a global list of courses
with links on the homepage) would have simplified locating
a class and made the experience intuitive [57]. The website
also offers several features, including courses that users are
currently watching, courses recently added to the platform,
and courses popular in broad subject areas wherein users have
joined, as in Fig. 4. Every class includes a description of
the course, prerequisites, criteria for ratings and reviews, and
biographical information about the educator. The instructional
objectives, the teacher’s expectations, and the topics covered
are made abundantly evident [58].

From the Category menu, a user may navigate to the
Category page. The featured posts are only the beginning in
which users can further explore and filter down to particular
categories and popular subjects. As users enter the list of

Fig. 5. A Filter Feature Provided on Udemy.

Fig. 6. The Tooltip to Display Perceptible Information about the Course.

courses belonging to the selected category, the filter feature
is performed again in Fig. 5. The filter feature provides a hide
and unhide function to create a compact and comfortable view.
Apart from that, the tooltip is particularly beneficial on the
platform. When users hover to a course card, the tooltip will
be displayed in Fig. 6. This tool only applies to desktop users
and only on specific pages, but it assists those who have signed
up for the course predict what to expect. Additionally, the Add
to Cart button and Favorite button have made the widget more
discoverable for users.

An onboarding wizard that helps people quickly get up
and running on an information platform like the mobile app
might be included in that kind of platform, as shown in Fig. 7.
The website can filter out new users’ interests before users
search on courses by questioning what subjects and categories
the top Udemy learners are interested in. The questions users
like may vary. If users choose not to complete the onboarding
process, they can simply skip it. We have seen successful
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Fig. 7. Onboarding Wizard on Mobile Platform.

onboarding processes that involve both Netflix and Canva in
which fonts, colors, images, everything says precisely. We
wanted to accomplish this by using this method to change
the course of Udemy’s marketing strategy. Although these
advertisements claim that Udemy members can access the
material anywhere, this statement is inaccurate. It is indeed
possible that they’re attempting to increase user activity by
encouraging mobile content consumption.

Furthermore, one critical key consideration in typefaces is
isolating the topic of the text. Other than shadows, the tooltip
feature merges on the cards may benefit from an overlay to
focus, as illustrated in Fig. 8. The overall design is critical to
ensure that the reader pays attention to essential information.
Thus, the background of the tooltip feature must be a little
darker to emphasize the content inside the tooltip feature.

V. FUTURE OF MOBILE LEARNING

This article reports on the findings of a comprehensive
review which showed that smartphones not only assist the
learning process; they also need research to identify effective
learning methods and activities for lifelong learning. Java-
enabled phones are becoming more popular since many phone
manufacturers are producing these phones at a low price and
with an extensive range of features. Students are advised to
use Java-enabled smartphones in the future for educational
initiatives [59]. With the information provided, students will
perform a broad scope of sophisticated and fun learning
activities such as revising for a test, answering multiple-choice

Fig. 8. Overlay Implementation for the Tooltip Feature.

questions, or watching short videos on lectures. Besides that,
many learners have difficulty using free Wi-Fi in public areas,
subject to security risks [60]. Some learners reported chal-
lenges with the UI or other device issues [61]. Some learners
noticed difficulties, including shorter battery life caused by
accessories [60], [62]. Future-proofing devices and networks to
serve mobile learning requirements will resolve these issues.
Parents must provide a suitable device for mobile learning, and
some service providers must provide a better mobile plan to
avoid learners using risky public Wi-Fi.

The communication, social expectations, and reflections
highlight how important it is to pay attention to the under
elements of HCI education. As such, there is a potential for
future HCI education research to offer learners real-world user
experience and use reflective HCI as an essential pedagogi-
cal strategy [63]. A well-built platform provides instruction
consistent with the existing pedagogical ideas, making future
educational technology advancements possible. In addition,
there are numerous learning and teaching tools on the platform,
including ready-made lecture notes that educators can utilize
and specific course materials that students can have access to
as needed [64]. This also enhances the efficiency of education
by integrating teaching and learning. The platform’s layout
is quite convenient to use and pleasant to look at. Educators
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and learners can benefit from using the platform since it
will allow them to access as much information as possible.
More is still to be assessed to validate effective computer-
assisted language learning methodologies [65], and advanced
mobile learning platforms are needed; thus, further work is
still required. The datasets of online learning activity could be
utilized to glean insights about the course behavior of learners
and assist educators in the development of teaching methods
[66].

VI. CONCLUSION

Human-computer interaction studies all aspects of HCI,
including design processes, software, and tools. The mobile
device promotes informal learning, in which learners are
allowed to take on extra activities as necessary. The importance
of mobile HCI in education can show the difference between
how designers recall the interaction and what occurred during
the interaction. New challenges for human-computer interac-
tion experts examine how HCI helps solve significant social
problems and emphasize the necessity for multidisciplinary
approaches. The challenges in HCI design include human tech-
nology, interactions between humans and computers, privacy
and security, well-being, universal accessibility, and creative
learning. Additionally, this study discussed current mobile
learning resources, such as online courses, memorizing tools,
assessment preparation tools, and supporting tools. Udemy
was selected as one of the learning platforms to explore the
design and possible improvements. Some students mentioned
issues with the user interface or other aspects of the device,
while others highlighted drawbacks, such as shorter battery
life caused by accessories. Thus, future-proofing devices and
networks to support mobile learning needs will likely entail
resolving these issues, and parents are then required to supply
an appropriate device for mobile learning.
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Abstract—Fog computing is a new computing paradigm that
is an extension of the standard cloud computing model, which can
be adopted as a cost effective strategy for managing connected
objects , by enabling real-time computing and communication
for analytical and decision making. Nonetheless, even though
Fog-based Internet of Things networks optimize the standard
architecture by moving computing, storage, communication, and
control decision closer to the edge network, the technology
becomes open to malicious attackers and remains many business
risks that are not yet resolved. In fact, access control, privacy
as well as trust risks present major challenges in Internet
of Things environments based on Fog computing due to the
large scale distributed nature of devices at the Fog layer. In
addition, the traditional authentication methods are not adequate
in Fog-based Internet of Things contexts since they consume
significantly more computation power and incur high latency.
To deal with these gaps, we present in this paper a secure
and trusted Fog Computing approach based on Blockchain and
Identity Federation technologies for a granular access control in
IoT environments. The proposed scheme uses Smart Contract
concept and Attribute-Based Access Control model to ensure the
level of security and scalability required for data integrity without
resorting to a central authority to make an access decision.

Keywords—Access control; blockchain; fog computing; identity
federation; IoT; smart contracts

I. INTRODUCTION

The Internet of Things (IoT) is fueling significant advances
and smart services in various areas such as home automation,
smart city, smart healthcare, intelligent transportation, etc;
adding thereby value to businesses and increasing users con-
venience [1]. In fact, the rapid advance of communication and
networking technologies, such as Bluetooth, WiFi, ZigBee, and
GSM, enable connectivity among heterogeneous IoT subjects
(e.g., smartphones, laptops, sensors, game consoles, etc.) to
the Internet, which significantly accelerates data collection,
aggregation and sharing in the IoT [2]. Yet, with expansion of
IoT systems associated with big data from smart applications
that require unlimited computing and storage resources, serious
constraints with cloud-based solutions have been arisen due
to real-time and reliable transport of enormous IoT traffic.
Indeed, classical IoT infrastructures rely on centralized cloud
computing paradigms to process and interpret large amounts
of data sets, which include high latency and limited capacity
with the increase of the latter. In addition, integrated Cloud
Computing becomes a potential target for numerous security
threats [3]. To address these technological gaps, Fog-based

IoT network, which integrates network edge and cloud core, is
recommended in recent years as a more effective solution to
fulfill IoT requirements more positively [4], by extending the
IoT network and expand its scope. The principle is making
use of Fog Computing approach [5], [6] to offload network
tasks (e.g., computing, storage, etc.), by moving computing
and caching resources and analytical services closer to the
edge network where data is generated [7]. Thus, data no
longer needs to be sent in its entirety to data centers, which
ultimately contributes to improving the quality of service. Fig.
1, illustrates the basic three-layer of a Fog-based IoT network.

While fog computing solves the aforementioned issues,
new concerns arise in terms of security, privacy and trust that
become more complex due to device heterogeneity, distributed
management and mobility [8]. Moreover, to ensure mutual
access control between Fog devices in such a distributed and
unreliable environment, traditional authentication mechanisms,
such as password-based authentication or certificate-based au-
thentication methods, are no longer suitable. At the outset,
several access control systems have been proposed but most
of them are static for closed environment and they did not
completely meet the dynamic Fog-based IoT requirements in
term of scalability, data privacy and identity management. To
deal with these downsides, the emerging Blockchain tech-
nology is seen as a new philosophy for building a truly
decentralized, trust-less and secure access control structure for
the Fog-based IoT networks [9]. From these perspectives, this
work is introduces with the aim of overcoming the current
Fog-based IoT limitations, by proposing a secure and trusted
Fog Computing approach based on Blockchain and Identity
Federation technologies for a granular access control in IoT
environments. The given scheme aims to enhance typical Fog-
based IoT networks as a result of a combination of strengths of
two technologies: Identity Federation [10] to retrieve additional
attributes from different Identity Providers ; within a trust
circle; for granting access to an end user, and a consortium
Blockchain to govern particular Smart Contracts to automate
access control policies relied on Attribute-Based Access Con-
trol (ABAC) model [11], by providing far greater privacy and
security and nullify the need for a third party. In particular,
the proposed approach protects IoT devices by defining access
control policies, which state the conditions of an end user’s
attributes to regulate the access to these IoT devices via a
smart contract. The users’ attributes are provided by Identity
Providers members of an Identity Federation. In the aim to
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Fig. 1. Fog-based IoT Architecture.

elaborate a trusted environment, the nodes of the consortium
Blockchain act as Service Providers within the given Identity
Federation. The fog layer interacts with the given consortium
Blockchain to check the relevant smart contract if a subscriber
tries to apply the resources of a fog node.

The remainder of the paper is organized as follows: Section
2 reviews the existing approaches for the access control and
authentication in Fog Computing environments. Section 3
presents the main security challenges in Fog-based IoT net-
works. Section 4 deals with properties of the Blockchain tech-
nology as a focal element for the proposed paradigm. Section 5
introduces the model by outlining its key features, followed by
a detailed description of its components’ architecture. Indeed,
the section gives a system overview, architectural and main
interactions among key components and actors. Section 6 is
devoted to assessing the proposed approach. Finally, Section
7 is dedicated to conclusion and future work.

II. RELATED WORKS

Several works and initiatives have proposed various access
control methods for Fog-based IoT networks.

In [12], Ibrahim et al. proposed a secure and mutual
authentication model that allows any fog user to authenticate
mutually with any fog server. This mutual authentication is
under the registration authority (RA) at the cloud level. The
main drawbacks of this approach, is the centralization of the
RA that is considered as a Single Point of Failure. In fact, if the
central RA is compromised, a negative impact would be felt
in the whole system. In addition, the proposal did not consider
the privacy aspect, by protecting the users’ anonymity.

Similarly, Amor et al. [13] presented a solution of a mutual
authentication between fog users and fog servers, by establish-
ing a session key without disclosing user’s real identity. The
proposed scheme relies on various authentication methods and
mechanisms such as bi-linear pairing, the elliptic curve discrete
logarithm problem and pseudonym-based cryptography to en-
hance security aspects. However, the centralization feature of
the given approach remains as a serious problem to deal with.

In [14], Imine et al. introduced an authentication method
based on Blockchain technology and secret sharing technique
to verify the authenticity of any fog node in the architecture,
and to allow fog nodes to establish mutual authentication
with each other. The major weakness of this method was its
relationship with a centralized cloud. In fact, if the latter is
compromised, there would be a negative impact on the whole
system.

In recent years, there have several initiatives whose work
was based on Blockchain and Identity Management for Fog-
based IoT technology [15],[16],[17],[18]. Most of the features
of these works are satisfied by our proposal. Furthermore, the
latter is specially designed to added more features that enhance
security and privacy aspects, by introducing Identity Federation
technology as a crucial brick to ensure trusted interactions
between different stakeholders to aggregate user’s attributes
from different Identity Providers for granting access to the
requested IoT devices. In addition, the adoption of Blockchain
technology, as a decentralized and distributed network, may
be the most suitable environment for carrying out the authen-
tication and authorization processes; through a smart contract;
without resorting to a central authority and enhancing thereby
the security and trustworthiness aspects. Thus, the proposed
scheme will certainly pave the way to a wider adoption of the
proposed paradigm by different industries.

III. SECURITY CHALLENGES IN FOG-BASED IOT
NETWORKS

There have been immense efforts in recent years to cope
with security issues in Fog-based IoT environments at different
levels of gateways; though Identity Management, authentica-
tion and access control are the pillar security features that
play a major role in establishing trust between Fog-based
IoT components, by preventing malicious objects being easily
connected to the network.

A. Identity Management

Generally speaking, Identity Management (IdM) aims to
facilitate the management of identities in the digital world by
decreasing extra administration costs. An integrated system
that is in charge of ensuring IdM process is known as an
Identity Management System (IdMS). It is generally made up
of the following bricks [19]: (i) Identity Provider (IdP), the
structure that creates, manages, and maintains digital identities.
Likewise, it generates assertions about identity attributes. (ii)
Service Provider (SP), it is also known as a Relying Party,
corresponding with organizations that are providing resources
and services to end users. (iii) Control Party refers typically
to a regulatory body that uses identity information for investi-
gations and access monitoring. The IdM models are mainly
classified as conventional or isolated, centralized, federated
and user centered [20],[21]. Nevertheless, Identity Federation
model is more appropriate for ensuring a trust context between
the different stakeholders; by optimizing the exchange of
information related to user authentication on the basis of the
establishment of agreements between IdPs and SPs [22].

There are currently several frameworks and standardization
initiatives of IdMS in different phases of developments, and
each of them has its own distinguishing features. In [23], the
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authors present a comparative analysis of the most popular
IdMSs against a set of identity requirements. It is worth
emphasizing the fact that even when there are many IdMS
proposals in the literature; nevertheless; they do not meet
the fog paradigm requirements. In this sense, establishing
an IdM approach in the Fog-based IoT networks can be a
challenging task to get a successful set up of an appropriate
IdMS, which should take into account the highly dynamic
network conditions expected in fog computing contexts and
the large amount of computing resources required for a given
operation.

B. Authentication

To access protected resources and services, entities need
to be identified and authenticated as a part of information
security. Authentication is the process by which a legitimate
entity (e.g., a person, an organization or a device) proves a
claim about holding specific identities. There are a variety of
methodologies that can be used to authenticate entities. Exist-
ing authentication schemes are generally built on three main
concepts that are based on the following [24]: (i) Something
an entity knows; known as a knowledge-based authentication,
this method involves the transmission of a secret, which is
specific to an individual, by means of a password, code
word, Personal Identification Number (PIN) and the like [25].
Despite its traditional and wide use, the level of risk protection
afforded by these schemes is far from being adequate to
ensure the required security level [26]. (ii) Something an entity
has; is based on the possession of physical or digital private
objects, referred to generally as a token, that the end user has.
Examples of something an entity possesses include, among
many others, digital certificates, smart cards, tokens and so
on [27]. Although the security enhancement provided by this
method, is useless in uncontrolled environments where a valid
token may have been stolen. (iii) Something an entity is;
referred to as a biometric-based authentication. This approach
allows the authentication of entities based on either the human
physiology or behavioural characteristics including fingerprint,
iris, retinal, hand geometry, facial voice recognition, etc [28].

There are several approaches that have been started to
implement authentication on IoT. However, traditional authen-
tication schemes that exist in the web world will not be
directly effective in fog computing due to the requirements
of large computing power and real-time processing. Hence,
new authentication techniques in fog computing have been
proposed, each one with its strengths and weaknesses [29].

C. Access Control Models

After a successful authentication of an entity, an access
control is required as the core of information security and
shared data protection. It states policies and measures by which
a Relaying Party determines whether an already authenticated
entity has sufficient privileges to access the requested resource,
and thus limits the actions that the legitimate entity can
perform in such a way that only authorized access is possible.
Access control models can be implemented in many places
and at different levels [30].

1) Access Control Matrix: the Access Control Matrix
(ACM) was the first theoretical access control model that
defines access permissions between specific subjects and ob-
jects [31]. In this model, an access matrix, also known as
a protection matrix, is designed with two-dimensional array,
where the matrix rows are indexed by subjects, while matrix
column are labelled by objects. This matrix acts as a lookup
table for operating systems, where the context of each cell
states the set of actions of a particular object that are allowed
for a particular subject.

2) Role Based Access Control: David Ferraiolo and Rick
Kuhn have elaborated on the RBAC model in 1992 [32], in
which system permissions are assigned to users based on their
roles so that security management costs are reduced. Indeed,
the idea behind this model is that there will be fewer roles
than users since users change frequently and roles do not.
According to job functions, roles are created with privileges
that are granted to users on the basis of their jobs or roles in the
system. In other words, roles act as links between end users and
resources. Despite its many benefits, the RBAC model could
only be useful and suitable for organization whose trades and
missions know little involvement.

3) Attribute Based Access Control: the Attribute Based
Access Control (ABAC) model has been designed and devel-
oped ultimately to reduce the complexities of previous models
within distributed and dynamic environments [33]. Under
ABAC, the access to a protected resource is granted on the
basis of the individual’s attributes, of a resource, or of an envi-
ronment. Access rules are created without the establishment of
relationships between subjects and objects, which significantly
increases the flexibility feature that is actually required in
modern applications based on the emergence of the Service
Oriented Architecture (SOA). For expressing access control
policies, ABAC implementations are based on the eXtensible
Access Control Markup Language (XACML) developed by
the Advancing Open Standards for the Information Society
(OASIS) [34]. Even though there are particular advantages of
ABAC, a consensus definition of this approach is needed, and
work remains to be done in assuring attribute accuracy and
reliability.

IV. BLOCKCHAIN TECHNOLOGY: FEATURES AND
WORKING PRINCIPLES

A. Overview

Blockchain [35] is a tamper resistant distributed database “
Distributed Ledger” of recording transactions occurring within
a network without the need for a central authority or third party
(i.e., a bank, company, or government). A Blockchain contains
a set of blocks, and every block contains a hash of the previous
block, creating a chain of blocks from the genesis block to the
current block as depicted in Fig. 2.

In 2008, Blockchain technology was combined with other
computing concepts to create modern cryptocurrencies, and
the first such Blockchain based cryptocurrency was Bitcoin
[36]. The latter, along with certain cryptographic mechanisms,
stores information representing electronic payments that are
attached to digital addresses. Users use public and private
keys to securely sign transactions within the system, allowing
all participants to independently verify the validity of these
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Fig. 2. High Level Structure of Blocks in a Blockchain System.

transactions through a consensus algorithm. After Bitcoin’s
success and growing visibility since its launch, Blockchain
applications are gaining massive momentum in the last few
years, and are wide used in fields of supply chain, financial,
medical, IoT, and so on, where extensive research attention has
been received [37].

B. Classification of Blockchain

Broadly, Blockchains are classified into three categories
[38]:

1) Public Blockchain: is also termed permissionless
Blockchain, and are perfectly represent decentralized systems,
where everyone is allowed to participate in the network by
reserving rights to publish blocks, access contents, maintain a
copy of the distributed ledger, and participate in the validation
of new blocks with the same authority like other participants.
The conception of public Blockchain aims to host a large
number of anonymous peers, which makes the tamper of its
contents too costly, and thus the immutability and security of
transactions are kept intact. However, in terms of infrastructure,
public Blockchain require significant resources with more
energy and power for their function and achieving validation
consensus, which may also impact the speed of transactions.

2) Private Blockchain: unlike public Blockchain, private
Blockchain are permissioned, by restricting members that can
participate in the network. The access control is entrusted
to one entity, and blocks are published by delegated peers
within the network. The number of transactions per second
is increased since the number of peers is less in a pri-
vate Blockchain, which also speed up the performance of
transactions. However, private Blockchain are not resistant
enough to tampering, and are more prone to potential malicious
behaviors.

3) Consortium Blockchain: Consortium Blockchain are
also known as Federated Blockchain. They are hybrid of the
previous two types, but they are closer to Private Blockchain
since both of them are permissioned. The prime idea behind
the adoption of a consortium Blockchain is to intensify the
effect of cooperation in order to overcome the challenges
of a particular industry. Indeed, by joining a consortium
Blockchain, organizations will benefit from shared resources,
decreased development time and cost, and increased consensus
trust. This type of collaboration helps members of a consortium
Blockchain to build business solutions with economies of
scale.

C. Cryptographic Machanisms

Besides the hashing mechanism that is used to represent the
current state of a Blockchain, by guarantying that no transac-
tions in history can be tampered with, digital signatures [39]
are another cryptographic concept that underpins the security
of Blockchain technology. Indeed, in a Blockchain network,
data transactions must be maintained by only approved parties.
To that end, private keys are generated randomly and used
in digital signatures required to spend transactions as proofs
of ownership. Blockchain uses different types of cryptogra-
phy including the Elliptic Curve Digital Signature Algorithm
(ECDSA) [40] to authenticate transactions. However, it does
not require digital certificates for its users to trust the integrity
of the network because the Blockchain miners have already
verified the transfer of digital values. Hence, they are not
dependent on central authorities and servers as is the case with
traditional Public Key Infrastructures (PKI) [41]. The whole
process of a transaction signing in Blockchain is illustrated in
Fig. 3.

Fig. 3. Digital Signature Scheme on Blockchain.

D. Consensus Algorithms

Consensus algorithms are considered as the backbones and
key elements in the working principles of Blockchains, by
ensuring the network’s security, integrity, and performance.
Basically, consensus algorithms aim to reach a common assent
and unanimity on the synchronized state of a distributed ledger
among all participant peers, in order to find some measure of
trust between unknown peers, achieving thus the integrity and
reliability of information stored on Blockchain, while prevent-
ing tampering and the double spending problem in distributed
environments. The most widely utilized consensus algorithms
throughout public and private Blockchain infrastructures are:

1) Proof-of-Work (PoW) Algorithm: is the first consensus
algorithm that was established with Blockchain. In PoW [42],
peers compete against each other to be selected as a leader
to add blocks to the chain, by performing computationally
expensive amount of work to resolve a mathematical challenge
in a predefined time (10 minutes for the Bitcoin Blockchain).
Publishing new blocks is more widely known under the name
of “mining”.

2) Proof-of-Stake (PoS) Algorithm: following concerns due
to the increase of energy consumption in Blockchains based on
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the PoW consensus, researchers have thought of alternatives
for the said algorithm. Proof of Stake (PoS) [43] is one of
the main candidates that have been proposed to solve the
energy and resources expenditure problem created by the PoW.
In fact, instead of the power of solving a computationally
expensive puzzle, in the PoS participants have to proof the
ownership of blocked money (i.e. stake) in their cryptocurrency
wallets. The greater the stake, the more likely the peer is
selected as a validator to generate the next block. Although the
clear advantages of PoS over PoW to reach a consensus on a
Blockchain network, PoS possesses several potential security
issues. These include a lack of initial coin distribution, a
threat to decentralization, and an increased chance of double-
spending when forks occur due to identical node verification
[44].

3) Delegated Proof-of-Stake (DPoS) Algorithm: in this
algorithm [45], a group of nodes are elected by stakeholders to
produce and publish blocks. These nodes are called producers
or witnesses. The number of elected witnesses is defined in
such a way that at least 50% of nodes trust there is enough
decentralization. Typically, witnesses take turns generating a
block within a fixed time interval. For each block generation,
the corresponding witness is rewarded. However, in the case
where a witness has not generated any block within the
fixed schedule, it is removed from the elected group until its
notification of the intention to start generating blocks again.

4) Practical Byzantine Fault Tolerance (PBFT) Algorithm:
is specifically intended for permissioned Blockchains where
the number of participants is usually lower than public
Blockchains. By this virtue, reaching a consensus therefore
does not require costly proofs. The PBFT is based on state
machine replication approach [46]. It aims to reduce transmis-
sion errors, while introducing considerable optimizations that
improve the response time of previous algorithms.

E. Smart Contract Concept

The concept of Smart Contracts was introduced by Szabo in
1997 [47], where he defined the Smart Contract as a computer
code including terms and clauses of a traditional contract that
is executing automatically. With the emergence of Blockchain
technology, this approach has become feasible and viable.
Indeed, the combination of Smart Contracts with Blockchain
technology has changed the way businesses are currently
done since “contracts” can be utilized and executed easily
and quickly. As a matter of course, this innovative approach
might replace traditional legal and economic contracts that
are enforced by centralized entities such as lawyers, insurance
agencies, and banks. The execution of a Smart Contract within
a Blockchain network does not require intermediaries to verify
and validate its terms and clauses. From a technical point of
view, a Smart Contract performs the function of carrying out
transactions via the execution of a related code, with predefined
rules, that is stored on a distributed ledger and is identified by
a unique address. Deploying Smart Contracts has undoubtedly
brought considerable benefits to business and customers as is
already mentioned. Nevertheless, advantages of the adoption of
Smart Contracts could not come up without challenges. In fact,
security vulnerabilities can occur to make a series of attacks
against any network possible in the case of existing bugs or
loopholes in deployed codes, which become more complex to

manage with the immutable feature of the Blockchain system
[48].

V. PROPOSED FOG-BASED IOT SCHEME

In this section, we present the detailed methodology of
our proposed access control model based on Blockchain and
Identity Federation technologies to enhance security, privacy
and trust aspects within Fog-based IoT networks.

A. System Architecture

The proposed architecture of the system is depicted in Fig.
4. It consists of five main components and these are as follows:

Fig. 4. Proposed System Architecture.

1) End Users: an end user can play the role of a resource
owner who protects his resources by defining access over it, or
a resource requester who aims to access protected resources.
It is worth emphasizing that every end user has at least one
electronic wallet that includes his credentials, addresses and
all the keys needed to sign and validate transactions, and ask
for resources access. In the proposed paradigm, we consider
a wallet as a Distributed Application through which an end
user could interact with the Blockchain platform to register
his resources that need to be protected and to define his access
control policies.

2) Fog Nodes: these nodes are hosting fog services, by
providing a real-time execution of services at the edge of the
network and performing effectively and efficiently computation
and communication. However, unlike the previous proposed
approaches of access control in Fog Computing in which
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access policies is usually conferred to fog nodes, thereby
malicious intruders can gain the possibility of compromising
these policies; the given proposed solution delegates the access
control process to a consortium Blockchain. The motivation
behind this approach is essentially to establish efficient access
control policies by ensuring confidentiality, accountability and
integrity. In this way, if an end user tries to apply the resources
of a fog node and in order to make data driven decisions, the
fog node retrieves securely information from the consortium
Blockchain by triggering the execution of a Smart contract,
which will generates an output with information including the
authentication assertion in addition to the access profile that
indicates the number of leased resources, their duration, and
their scale authorized for the given end user.

3) Consortium Blockchain: is the focal point of the pro-
posed architecture to ensure the access control for IoT devices.
Indeed, this consortium Blockchain is made up of nodes able to
successfully process authentication and authorization functions
via a smart contract called IoT Access Control Smart Contract
(IoTACSC), which is a representation of the access control
policies for each pair (resource, end user) on the basis of the
ABAC model. Nodes of the Consortium Blockchain act as
Service Providers within an Identity Federation and interact
with end users, Identity Providers and fog computing nodes.
The execution outcome of the IoTACSC is validated by all
Blockchain nodes before being recorded in a distributed ledger
that is obviously only shared, replicated and synchronized
among the nodes of the Consortium Blockchain to increase
consensus trust with economies of scale, thereby providing
data security and network privacy in the Fog Computing
environments. It is noteworthy that every fog node submits
its IoTACSC onto the consortium Blockchain, and if an end
user tries to request a resource of a fog node, the latter checks
the relevant contract from the Consortium Blockchain.

4) Identity Providers: to enhance the privacy aspect and
come into line with the typical approach of Identity Federation,
digital identities of end users still remains the involvement of
their home organizations via trusted IdPs. The latter provide
identity attributes of end users to get fog resources access
according to access control policies described in IoTACSC.
As external entities, IdPs interacts with the IoTACSC through
Application Program Interfaces (API).

5) IoT Devices: these devices are in the form of wireless
sensors constrained in their computational power and energy
availability. Those limitations restrict them to be part of the
consortium Blockchain, since being part of the Blockchain
network implies keeping a copy of the Blockchain locally
and a track of the network transactions. Nevertheless, all the
devices are uniquely identified in the consortium Blockchain
by creating automatically a public key for every device. Thus,
each IoT device will have a unique identifier illustrated on
the Access Control Policy. To interact with the consortium
Blockchain and fog computing nodes, a fog agent may be
deployed on access devices to help end users to request fog
resources.

B. System Interactions

this section explains the different interactions between
the different components of the proposed architecture. These
interactions can be divided into two different phases:

1) Registration Phase: this phase relates to the establish-
ment of access control policies regulating the access to IoT
devices. Before putting forward the registration process, it
should be noted that resource owners are the only entities with
the ability to interact with the Consortium Blockchain in order
to define new policies to access the relevant IoT device. Thus, a
resource owner is always asked for authentication prior being
able to interact with the nodes of permissioned Blockchain.
The authentication protocol is composed of two processes,
including registration and login. In essence, the identity of
a resource owner within the consortium Blockchain is built
up by binding his Wallet’s Public Key (WPubKey) with a
unique user identifier (UsrID), and then uploading the said
identity on the Consortium Blockchain in form of an identity
transaction. The components of the latter are shown in Table
I. The workflow of the registration phase is as follow: after

TABLE I. COMPONENTS OF AN IDENTITY TRANSACTION

Information Description
TransactionType Identity
User Resource Owner
UserID Alice001
WPubKey fcf4a1f566d1e0aa06436098c09d35d9762bf240
UserName Alice001
Password @lice001!!
Timestamp The time the transaction occurs, i.e., 177131cee76
Signature 0xc3373d3bd1d4edc089001fd330920c303e

95c51b131c22bc91b2f9f9f56e0de9

a successful authentication, the resource owner is invited to
register the resource under his control. After the registration of
the IoT device, the resource owner has to outline how access is
authorized to the resource device by defining an access policy
with corresponding access rights to specify which group of
resource requesters can perform what actions to the given IoT
device. For that end, the given access policies have to state
the conditions of attributes that need to be satisfied to grant
the access resource. The predefined access policy is transtated
to an AoTACSC, which is then broadcasted to all the nodes
of the consortium Blockchain. These nodes reach agreement
about the received smart contract and the validated data is
added to the ledger of the Consortium. This registration flow
is clearly illustrated through the sequence diagram in Fig. 6.

2) Resource Access Phase: The resource requester attempts
to access a protected resource managed by a fog node within
fog computing. In this stage, we assume that the requester
is already aware of the access control policy regulating the
access to the protected device. Referring to Fig. 7, a detailed
view illustrating the resource access phase is provided. The
resource requester sends a resource request to the fog agent on
IoT device. The latter search the relevant IoTACSC address on
consortium Blockchain, then communicate the found address
to the requester. The resource requester submits his access
request through his wallet to the consortium Blockchain. The
relevant transaction is broadcasted to all nodes that evaluate
the transaction, by executing the IoTACSC already deployed
by the owner of the requested resource. For that end, the
resource requested is asked to select trusted IdPs that are
members of the Identity Federation system, and are managing
the attributes required by IoTACSC. The end user is then
redirected to the chosen IdP for authentication. In the case
of a successful authentication, Blockchain nodes send an
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attribute query combined with an authentication assertion to
the given IdP, which prepares an attribute assertion and return
the result to the consortium Blockchain. At this step, the end
user may be asked to select another IdP, and the previous
process is repeated till nodes get the set of attributes defined in
IoTACSC. Afterword, based on a set of attribute assertions, the
execution of IoTACSC makes an authorization decision about
the end user’s request. In fact, if it was successfully executed,
the IoTACSC generates a secret access key and assigns an
access token, which indicates the access rights for the resource
requester. This access token is broadcasted to every node
in the consortium Blockchain. Nodes reach agreement about
the received access token, which is then recorded into the
consortium Blockchain. An access token contains a unique
identifier (ID), the address of the resource requester, the policy
that must be satisfied, a list of access rights and the current
status. An example of an authorisation token is illustrated in
Fig. 5. The resource requester uses the authorization token to

Fig. 5. Example of an Authorisation Token.

access the targeted resource. When a Fog node is receiving
requests with an access token, it will check and verify its
validity, by referring to the consortium Blockchain. If this
access token was delivered by the IoTACSC corresponding
to the IoT device, it allows access else it denies.

C. Design of IoT Access Control Smart Contract (IoTACSC)

As mentioned above, to realize automation, efficiency and
credibility of transactions corresponding to access control
process, the proposed approach consists of a smart contract
(IoTACSC) which implements predefined access control poli-
cies; based on ABAC model; to control the access requests
from subjects, by expressing conditions over a set of attributes
paired to the latter. More broadly, IoTACSCs of the proposed
system allow object owners to conduct a registration process
by implementing access control policies. We designed the
registration of IoT devices corresponding to access control
policies as in Algorithm 1, which receives the identifier of
IoT device (IdIoT Device) as input, and returns an address of this
IoT device (AddressIoT Device) and an address of the IoTACSC
(AddressIoTACSC).

On the other hand, IoTACSCs endorse the permission
decision process, by determining whether an end user is
allowed to perform the access operation on an IoT device
according to the exclusive access control policy deployed

by the resource owner. We designed the permission decision
policy as in Algorithm 2, which receives the identifier of
resource requester (EU Id), the address of the requested
IoT device (AddressIoT Device) and the address of the Io-
TACSC (AddressIoTACSC) as input, and returns an access
token (Access TKN ), then the judgment result (“Grant” or
‘Deny”).

Algorithm 1: Registering a New IoT Device.
/* This algorithm translates an

access control policy in form of
IoTACSC and records the latter on
the consortium Blockchain */

Input : IdIoT Device: is the identifier of a target
device. AC PolicyIoT Device: is an Access
Policy related to a target device.

Output: AddressIoT Device, AddressIoTACSC

1 Auth ControlBC: Authentication Control at the
Consortium Blockchain level
/* A boolean function that checks if

a given Device Owner is well
authenticated at the Consortium
Blockchain */

2 DO BCCheckAuthentication : REQ ×
Auth ControlBC= {true, false}

3 H: is a hash function.
/* A boolean function that makes a

decision on whether an end user
may access a device resource in a
particular environment */

4 AC Policy Rules(eu, dr, e)←
f(ATT (EU), ATT (Dr), ATT (E))

5 if DO BCCheckAuthentication = true then
/* Generate an address of the IoT

device */
6 H(IoT DevicePubKey)← AddressIoT Device

/* Create an IoTACSC and
generate its address */

7 AC Policy(eu, dr, e)←
ATT (EU) ∧ATT (Dr) ∧ATT (E)
AddressIoTACSC ←
add.IoTACSC(AC Policy(eu, dr, e))

8 else
9 return a rejection notification

10 end
11 return AddressIoT Device, AddressIoTACSC

VI. ANALYSIS AND EVALUATION

A. Potential Advantages

It is clear that the proposed approach can actually added
significant and considerable values for Fog-besed IoT environ-
ments, by providing an access control layer, while promoting
the decentralization aspect and preserving security and privacy
requirements. Indeed, the main offered advantages of the
proposed paradigm are highlighted as follows: noitemsep

• Access control processes are managed through Io-
TACSC, which conduct faster transactions at lower
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Fig. 6. Registration Workflow.

Fig. 7. Resource Access Workflow.

costs, improve its secrecy and achieve greater control
over exchanged data.

• By combining the features of the Identity Federation
and federated Blockchain, it is possible to take advan-
tage of the benefits of both technologies regarding the
trust management.

• The adoption of the consortium Blockchain instead of
a public Blockchain speeds up transaction handling,
by limiting the number of participant nodes needed to
validate transactions during the permission decision
process, without leading to the risk of centralization;

• The proposed approach preserves and promotes the
privacy requirement while linking identities across
different trust domains. In fact, identities are always
maintained by related home IdPs. Only the corre-
sponding attributeIDs are stored on the Consortium
Blockchain and their values are known to home IdPs
managing identity attributes.

• Since the majority of fog nodes will not be able to
store Blockchain information due to their constrained
nature, our architecture does not include fog nodes in

the Blockchain. Consequently, the given may be easily
and widely adopted by reaching a wider audience.

B. Open Issues

Although several advantages of the proposed scheme led
us to positive statements, there are some open problems which
are interesting to investigate further. In fact, it is wise to be
aware of the following limitations: noitemsep

• The proposed model presents latency issues due to
the time taken to mining transactions on Consortium
Blockchain.

• As every node needs to process and verify transactions
and maintain the updated copy of the distributed
ledger, the inter-node latency increases. Thus, the
system needs to improve the default consensus algo-
rithm, while maintaining security and avoiding double
spending issues;

• It is harder for the nodes to maintain the full copy of
the ledger with the increase of data. Thus the nodes
should be equipped with powerful hardware.
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Algorithm 2: Resource Access Process
Input : EU Id: is the identifier of an Resource

Requester. AddressResource: is the address of
the target device resource. AddressIoTACSC:
is the address of IoTACSC.

Output: Access TKN : is an access token.
ACD: an access control decision regarding a

protected device resource {Grant, Deny}
1 PD:is a set of permissions associated to atarget device

D.
2 PDExpectedAttributes:PD→ {Att}, a function

returning the set of attributes related to the PD.
3 IDF F: is a set of IdPs members of an Identity

Federation F.
4 AuthAssertion(UId)IdP i : is an authentication

assertion of an end user (UId) at a home IdP i.
/* A set of home IdPs supposed to

provide attributes required by P D

*/
5 ExpectedIdPs: {PDExpectedAttributes}→ {IdPs}

/* The set of aggregated
attributes from different IdPs */

6 aggregatedAttributesList ← {}
7 foreach IdP i ∈ ExpectedIdPs do
8 if AuthAssertionA(UId)IdPi = OK then

/* Get attribute values
corresponding to attributeIDs
for UId according to
P DExpectedAttributes */

9 foreach
attributeID ∈ {PDExpectedAttributes} do

10 aggregatedAttributesList.append
11 (IdP i.getAttributeV alue

(AuthAssertion(UId)IdPi , attributeID))
12 end
13 return ExpectedAttributes
14 end
15 end
/* Generate a token ACC_TKN */

16 if aggregatedAttributesList.hasReqAttributeID()
then

17 (result,ACC TKN) ← returnResult()
18 else
19 return a rejection notification
20 end

/* Access Decision */
21 if IoTACSCD.CheckIoTACSCD(ACC TKN) =

Allow then
22 ACD ← ”Grant”
23 else
24 ACD ← ”Deny”
25 end
26 return ACD

VII. CONCLUSION AND FUTURE WORK

Fog-based IoT networks have been designed as a solution
to efficiently manage the resource continuum from the edge
up to the cloud, by providing enormous opportunities and also
bringing remarkable challenges. Access control considered one

of the main challenges introduced by IoT devices and fog
nodes that are not able to protect themselves due to their
limited processing and storage capabilities. Several models and
approaches have been proposed with a lack of scalability and
vulnerabilities to cyberattacks.

In this paper, we propose a new scheme that combines
the ABAC model with Blockchain and Identity Federation
technologies. The proposed approach can solve the introduced
issues in the open Fog-based IoT environments. Indeed, by
adopting the Smart Contract principle, our proposed model
provides secure, dynamic, reliable and scalable access control
and authentication policies. The operating principle relies on
the conception of an IoT Access Control Smart Contract
deployed on a consortium Blockchain, where an object owner
defines an access control policy managing the exploitation of
the given object, by referring to a set of attribute aggregated
from different Identity Providers belonging to an Identity
Federation, enhancing thereby the trust management.

At this step, we have designed the approach. In our
future work, we will implement the latter to demonstrate
the feasibility of using Blockchain technology to manage
access control process for IoT devices within Fog Computing
environments. Moreover, we intent to design a lightweight
consensus algorithm, which is expected to be more effective
and well suited for the philosophy of the conceptual model,
reducing the computational power and latency.
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Abstract—Forex or FX is the short form of the Foreign
Exchange Market, it is known as the largest financial market in
the world where Investors can buy a certain amount of currency
and hold it on until the exchange rate moves, then sell it to make
money. This operation is not easy as it looks; due to the forte
fluctuation of this market, investors find it a risky area to trade.
A successful strategy in Forex should reduce the rate of risks and
increase the profitability of investment by considering economic
and political factors and avoiding emotional investment. In this
article, we propose a trading strategy based on machine learning
algorithms to reduce the risks of trading on the forex market and
increase benefits at the same time. For that, we use an algorithm
that generates technical indicators and technical rules containing
information that may explain the movement of the stock price,
the generated data is fed to a machine-learning algorithm to learn
and recognize price patterns. Our algorithm is the combination
of two deep learning algorithms, Gated Recurrent Unit “GRU”
and Convolutional Neural Network “CNN”; it aims to predict the
next day signal (BUY, HOLD or SELL) The model performance is
evaluated for USD/EUR by different metrics generally used for
machine learning algorithms, another method used to evaluate
the profitability by comparing the returns of the strategy and
the returns of the market. The proposed system showed a good
improvement in the prediction of the price.

Keywords—Forex; trading; machine learning; deep learning;
random forest; technical indicators; technical rules; convolutional
neural network; gated recurrent unit

I. INTRODUCTION

The price of a currency changes over time due to many
macroeconomics and political factors. This price variation
creates a rate of exchange; investors use it to make money
by buying a certain amount of currency and holding it on
until the exchange rate moves, then selling it. This type of
market is called Foreign Exchange Market (FOREX or FX),
and it is known as the largest financial market in the world
[1], [2], [3], [4]. Because of geographical dispersion, the
FX market is characterized by high liquidity, a large volume
of trades, and continuous trades, as the market is open 24
hours a day [5]. Many national and international companies
and financial institutions rely on exchange rate volatility for
their benefits [3]; They are exposed to exchange rates risk,
which poses a severe threat to international trade flows [6].
Traders, who represent over 90% of FX market volume, must
be conscious and aware of the uncertainty since it significantly

influences their investment decisions. However, we can notice
the cyclical nature of the Forex market by using a large-scale
analysis [7]. In the last few decades, the common research
stream was on reducing the rate of risks and increasing the
profitability of investment in the forex [8]; different types
of analyses were employed, such as (i) technical analysis
and (ii) fundamental analysis. According to [9], [10], both
approaches are considered practical tools in forecasting the
price movement.

(i) technical analysis has existed since [11], this method is
based on the use of historical data such as prices, trading vol-
umes, and other data to predict price trends that are expected
to persist in the future [12], [11].

(ii) Fundamental analysis is a method for forecasting
market trends and price movements based on analyzing a set
of economic factors. These indicators include various activities
related to the macroeconomic condition (e.g., government
policies, bank policies, natural disasters, social stability, and
economic trends) [13].

Investors always aim to get an idea of the future price’s
movement; this leads many researchers to propose different
strategies to forecast the price movement by applying several
techniques and methods. One of these methods is technical
analysis, which is based on mathematical calculations of histor-
ical data, which may help investors in trading. [14] provided a
remarkable literature that shows how to estimate the equity risk
premium using technical indicators such as the moving-average
rule, momentum rule, and volume-based indicators. Despite
their widespread use among practitioners, technical indicators
have received significantly less attention in the literature [15].
The technical indicators repose on past data (price and volume)
to identify price patterns and trends believed to persist into the
future [14]. Currently, many types of indicators may help in
identifying trends. Many successful professional traders and
academics have recommended that instead of depending on a
single rule, they combine a variety of technical trading rules
to increase the accuracy of their forecasting models [16], [17],
[9], [18].

In this article, we propose a trading strategy based on
technical indicators and machine learning especially deep
learning. The goal is to forecast the next day’s price direction,
in each prediction the model is fed with specific sequence
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of observation as slid-window, the experiment was done on
different slid-widows; firstly an algorithm generates technical
indicators and target variable called signal (buy, hold, or sell);
after that, the stage of features selection to reduce the high
dimensionality and improve the performance of the model;
prepare the dataset for the model using the sliding-window
approach.

II. RELATED WORK

Recently, new techniques of algorithm trading have come
into existence; thanks to computer and technological progress
[19], a lot of research has been established in several areas,
especially algorithms and finance. However, most transactions
are done electronically thanks to electronic markets, which
helped collect a vast volume of data. Many studies suggested
that the high evolution of global markets requires more and
complex and developed techniques. Researchers have become
interested in resolving electronic financial market problems us-
ing algorithms, especially machine learning algorithms, thanks
to the enormous available volume of historical data. In the past,
much research was carried on forecasting currency exchange
rate, and several techniques and methodologies have been
applied in this field. However, when it comes to successful
trading strategies, fundamental analysis has gotten a lot of
attention in this sector in the past; In this article, we are
interested in machine learning and technical analysis, which
is based on mathematical calculation and technical indicators.

The prediction of currency movements using technical indi-
cators has been discovered firstly by [20] and [21]. According
to Poole’s viewpoint, currency exchange traders’ expectations
are shaped by the historical data of past price trends. Poole
proved that based on specific rules, traders could make profits.
According to these rules, traders can make a decision to buy
or sell. Dooley & Schafar have worked on historical data
from March 1975 to October 1975 trying to predict the next
price direction based on seven different filter rules; they have
proved that information about past exchange rate fluctuations
is profitable when we use the correct filter rules. Traditional
trading methods only use one approach [22]; on the other hand,
algorithmic trading is a process in which a computer, rather
than a human makes a specific investment. These methods can
handle the complicated, non-linear, and dynamic properties
of financial markets and the high frequency of data. Using
appropriate non-linear approaches, such as neural networks,
the suggested economic models could correctly anticipate
future currency fluctuations for periods more extended than
one year [23], [24].

Many studies proposed combining diverse approaches to
improve regression and classification accuracy and perfor-
mance [25]. Numerous researchers have applied machine
learning to build trading strategies, among the machine learn-
ing algorithms, such as Random Forest (RF), support vector
machine (SVM), Logistic regression (LR), Neural Network
(NN). [25] have built numerous models using a bootstrap
approach based on neural networks and combined the output
of these models to forecast currency exchange rates. As a
result, they found that their strategy significantly improved
forecasting accuracy compared to the methodologies as men-
tioned earlier. A random forest algorithm has been introduced
by [26], which made use of bagging to increase classification

accuracy. [27] have described the random forest algorithm as
the top-performing algorithm to predict stock price directions
accurately. A small number of studies have been carried on
forecasting currency exchange rate by using random forest
algorithm; one of these studies was done by [28], they have
used the random forest algorithm in forcasting currency ex-
change rates, and according to Them: random forest algorithm
surpassed the SVM and Multiple Linear Regression methods
predicting the Chinese Yuan correctly.

Intelligent machine learning systems played an important
role and showed impressive performance in modeling and
forecasting data, such as Bitcoin high-frequency price time
series. [29] have employed three different sets of models
of Artificial Intelligence systems in order to forecast high-
frequency Bitcoin price time series, i.e., statistical machine
learning approaches, algorithmic models, and finally, artifi-
cial neural network topologies. They have reported that the
BRNN has exceptional forecasting accuracy as a result. Its
convergence is unobstructed and very rapid; on the other side,
artificial neural networks can imitate human decision-making
thanks to the parallel processing features, even in the presence
of underlying nonlinear input-output relationships in noisy
signal environments. In the pre-market-efficiency era (i.e.,
pre- 1960s), several practitioners and researchers believed that
predictable patterns in stock returns might lead to ”abnormal”
profits for trading techniques [30].

[31], have proposed a theoretical Multi-Agent System for
stock market Speculation. They used four agents: the Meta-
heuristic Algorithm agent, technical indicators, Text Mining
agent, and Fundamental Factor agent. The final decision is
made based on combining the four agent’s results. To forecast
the future trend of the Forex market, [32] has applied deep
neural network techniques. This study aims to help traders
determine if there will be an uptrend or a downtrend, or a
neutral trend in the future. The model performance is examined
over various input data sizes and different window lengths.
Besides, Different threshold values of exchange rate percentage
change are tested to signal an uptrend or downtrend to find a
good decision. The results show that deep neural networks can
correctly predict market direction. Furthermore, according to
the results, the model’s accuracy is maintained throughout a
range of input lengths and threshold values. Another approach
was proposed by [33], to forecast the future price in the next
week; the study showed impressive results to improve the
prediction accuracy by using Random forest. Several recent
research from other domains of application has demonstrated
that the Long-Short Term Memory (LSTM), which is a type
of deep learning that can be utilized to model time series,
outperforms typical machine learning methods.[34] have de-
veloped a predictive model based on LSTM to forecast the next
day’s currency price. The results showed that the appropriate
sequence input length for developing an accurate LSTM model
should be between 9 and 12 periods. Also, training the model
using data from a short period is preferable then training it with
data from an extended period. Finally, re-training the model
regularly with a new dataset can improve the model’s accuracy.
Also [35] used too LSTM to build their trading strategy, but
instead of predicting the next day’s currency price, they tried
to forecast the next day’s price direction, which facilitated
the problem. However, their approach is based on feeding the
model with two different datasets; the first is macroeconomic
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data and the second is technical indicator data; their approach
tries to combine two techniques in one hybrid model, the
fundamental analysis and technical analysis. As a result, their
proposed hybrid model had the best performance in terms of
profit accuracy for predictions in all periods. It reduced the
number of transactions compared to the baseline models.

III. OUR PROPOSITION

A. Datasets

In this research, the dataset used is of the two most-
traded currencies in the world: the United States Dollar (USD)
and the Euro (EURO); the EUR/USD currency pair is the
quotation of two currencies USD and EUR; when trading a
currency pair, the first currency (base currency) is used to
buy the second one ( quote currency). The dataset covers the
period, from January 01, 2014, until January 30, 2021. we
have segregated the datasets into two parts, the first part is
for training the model, and the second is for the test phase.
However, to conserve the temporal order, we have segregated
the dataset non-randomly because the collected data is a time-
series dataset; it is sequential data obtained through repeated
measurements over time, for example, hourly, daily, or weekly.

The goal of this work is to create a good strategy for day
trading, and for that, we have used an OLHCV data, indexed
on the timestamp one day; each row is a one-day observation of
five variables: Open, High, Low, close, and Volume (OLHCV).

1) The Target Variable: In this article, we are trying to
predict the next price direction, but the price feature in the
collected dataset is a continuous variable. To formulate the
problem as a classification problem, we created a new variable
that indicates the decision as a signal (Buy Signal, Sell Signal,
and Hold Signal). First, we determinate a positive number as
a threshold called α. the goal is to compare this parameter
with the log return. When the log return of the current day is
inferior to -α, it indicates that it is an uptrend, so it is a SELL
signal, and when the log return is superior to α , it indicates
that’s a downtrend, so it is a BUY signal; otherwise, it is a
HOLD signal. However, in this case, the type of this variable
is categorical; that is why We have converted this feature using
one-hot encoding, so it can be provided to our algorithms and
fit our model. The threshold (α ): α is between 0 and 1. .
Due to the forte fluctuation of the markets, there will always
be a difference between the prices of the current and the next
day. However, not each movement of the prices should be an
uptrend or downtrend; the operation costs of buying or selling
could be more expensive than the returns. To reduce the noise
and identify the real trends, we compare the log-returns with a
threshold called α to avoid the problem of unbalanced classes
in the datasets, which happen in our case when α is too much

low or too high. However, balancing the dataset artificially will
affect the sequential datasets. We decided to run our algorithm
using different thresholds starting from zero (which led us to
a binary classification problem) to 0.001. when we go with
a threshold higher than 0.001, we are stuck with unbalanced
datasets

2) Technical Indicators: The collected dataset consists only
of five features, Open, High, Low, close, and Volume (OL-
HCV). To add additional information to the original datasets,
we created an algorithm that generates new features based on
mathematical calculations, this type of feature is known as
“technical indicators”.

In general, technical analysts use technical indicators to
understand and analyze the price movement in a specific
market and avoid emotional investments. However, technical
indicators give an idea of where the price might go next in a
given market at a specific time.

In this research, we have used the most-used technical
indicators:

• The Weighted Moving Average (WMA)

• The Exponential Moving Average (EMA)

• The simple moving average (SMA)

• The Relatively Strength Index (RSI)

• The average directional index (ADX)

• The Commodity Channel Index (CCI)

• The Rate-of-Change (ROC)

• The Bollinger Band (BB)

• The Moving Average Convergence Divergence
(MACD)

• The Moving Polynomial trending

Technical analysts may get different results depending on the
chosen parameters, even using the same technical indicators.
So, to train our model with the best parameters of technical
indicators, in our strategy, we generate each technical indicator
on multiple periods, as shown in Table I. The goal is for our
algorithm to identify the best subset of relevant characteristics
predictors and determine the optimal combination of parame-
ters (features).

TABLE I. TECHNICAL INDICATORS AND THEIR PARAMETERS

Technical Indicators (TI) Intervals for TI parameters

SMA Period: [5, 30]
WMA Period: [5, 100]
EMA Period: [5, 100]
RSI Period: [5, 30]

ADX Period: [5, 30]
ROC Period: [15, 30]

Period: Fast [15, 30]
MACD Period: Slow: [20, 35]

Period: Signal: [5, 10]
CCI Period: [5, 30]
BB Period: [5, 30]

www.ijacsa.thesai.org 587 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

3) Simple Technical Trading Rules: In general, for tech-
nical analysts generating technical indicators is not enough
to build a trading strategy; to reach their goal, they convert
technical indicators into trading rules. in our research, to enrich
our datasets and get the best results, we will use some simple
trading rules such as:

• Simple Moving Average (10) Rule ”SMA(10) signal”{
Buy, ifPRICEt > SMA(10)t&pricet−1 < SMA(10)t−1

Sell, ifPRICEt < SMA(10)t&pricet−1 > SMA(10)t−1

Hold, otherwise

• Simple Moving Average Crossover-Trading Rule
”SMA Crossover Signal”{

BUY, ifsma(10)t > sma(50)t&sma(10)t−1 < sma(50)t−1

SELL, ifsma(10)t < sma(50)t&sma(10)t−1 > sma(50)t−1

HOLD, otherwise

• The Relative Strength Index Signal ”RSI signal”{
Buy, ifRSI < 30
Sell, ifRSI > 70
Hold, otherwise

• the Average True Range rule ”ATR signal”{
Buy, ifpricet−1 +ATR < Pricet
Sell, ifpricet−1 −ATR > Pricet
Hold, otherwise

B. Our Approach

1) Feature Selection: In machine learning, adding more
features improves the accuracy of the model, but using a large
number of features could lead to opposite effects due to noisy
variables, this last reduce the model performance; The solution
is to reduce the high dimensionality of the dataset by selecting
the features that can add more information and contribute most
to the prediction. The authors in [36] have specified the goal
of features selection in three parts: improving the prediction
speed, interpretation of predictors easily, and providing a better
understanding of them, improving the prediction performance
by eliminating the noisy features. The authors in [37], [38],
[39] have categorized most existing feature selection algo-
rithms into four main classes: similarity-based, information-
theoretical-based, sparse-learning-based, and statistical-based
methods. In our research, we used feature selection techniques
to reduce the number of inputs from more than 150 variables
to less than 30, we kept just the most important features.

2) Convolutional Neural Network: A convolutional neural
network (CNN, or ConvNet) is a type of deep neural network;
its name is taken from mathematical linear operation between
matrixes called convolution. The connectivity patterns between
its neurons are inspired by the organization of the animal vi-
sual cortex. The convolution technique allows for recognizing
visual patterns in input data [40]. As with any Artificial Neural
Network, CNN has Multiple layers, and the convolutional
layer is the most important. Each convolutional layer looks
for features by sliding several filters over the input matrix and
comparing it piece by piece [41]. In [42], they specified the
most important and beneficial aspect of a convolutional neural
network in two parts: the first is solving complex tasks by

reducing the number of parameters in ANN; the second is
obtaining abstract features when going forward and deeper.

3) Gated Recurrent Unit: GRU is an abbreviation of Gated
Recurrent Unit, and it is a Recurrent neural network unit,
which is a type of deep neural network. GRU was proposed by
[43] to have each recurrent unit record dependencies on multi-
ple time scales in an adaptable way. In many machine-learning
tasks, recurrent neural networks have lately shown promising
results, especially when the input and/or output are of variable
duration [44]. The GRU is known by its good performance in
dealing with sequence learning tasks. When learning long-term
dependencies, GRU overcomes the challenges of vanishing and
explosion of gradients in traditional recurrent neural networks
(RNNs).

4) Gated Recurrent Unit and Convolutional Neural Net-
work Approach: In this article, our proposition to create a
good trading strategy is based on combining two deep neural
network approaches: the gated recurrent network and the
convolutional neural network. As shown in Fig. 2, our model
is composed of four layers:

- the first layer is the input layer; it takes a two-dimensional
matrix as input; the number of rows is the same number of
days to look back. Each row represents the observation of all
variables on a specific day. The number of variables determines
the number of columns; each column represents the values of
a specific variable on the days to look back.

- the second layer is the convolutional layer, it is fed
directly by the input layer; it looks for features by sliding
multiple filters over the input matrix to recognize patterns.

- the third layer is the GRU layer; it is implemented on
many-to-one architecture, as shown in Fig. 4 because the goal
of our model is to predict the next day’s price direction, not
multiple days. This layer is added to deal with the sequential
data nature.

- The last layer is the dense layers/output layer, reduce
the number of features and get one decision (BUY, SELL or
HOLD).

5) Sliding-Window Approach: The noisy part of the time-
series datasets may negatively affect the RNN’s memory, then
the ability to learn patterns. To avoid this problem, we used the
sliding-window approach, which consists of including previous
time-steps as input. For example, a window of size four means
it will take as input the current time-step and the previous three
time-steps as shown in Fig. 5. Market forecasting, weather
forecasting, and network traffic forecasting are all examples of
this approach [45], [46], [47]. In our article, to choose the best
window length, we experimented with our model on different
windows length starting from 1 to 20. The results are shown
in Table II

C. Our Investment Strategy

To develop an effective trading strategy, we must first
determine the goal of our strategy, identify a personal risk
profile, and finally evaluate the available time and resources.

Usually, in forex trading, the currency exchange rate is
meager. This fact impacts the profitability of the investment
when the invested amount of money is not so significant,
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Fig. 1. Our Investment Strategy for Intraday Foreign Exchange.

Fig. 2. GRU and CNN Approach. Fig. 3. Training Loss Per Epochs on Forex Dataset.

and the benefits could be lower than the transaction costs. However, in forex investments, a third intervening part called
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TABLE II. MODEL ACCURACY BY WINDOW-SIZE VS THRESHOLD

Threshold

window size [inputs]
1 [31x1] 2 [31x2] 3 [31x3] 4 [31x4] 5 [31x5] 6 [31x6] 10 [31x10] 15 [31x15] 20 [31x20]

0 0.635 0.686 0.704 0.704 0.726 0.713 0.741 0.739 0.693

0.0001 0.627 0.694 0.699 0.695 0.699 0.703 0.695 0.712 0.730

0.0002 0.582 0.683 0.684 0.695 0.7160 0.726 0.695 0.726 0.703

0.0003 0.603 0.669 0.688 0.683 0.709 0.718 0.711 0.696 0.709

0.0005 0.609 0.660 0.678 0.682 0.685 0.704 0.713 0.712 0.707

0.001 0.543 0.594 0.621 0.640 0.633 0.639 0.650 0.659 0.638

Fig. 4. Many-to-One GRU Architecture.

Fig. 5. Example of Sliding-Window Approach.

brokers proposes a technique called ”leverage” to resolve this
issue; it is based on borrowing funds to purchase an asset.
In our strategy, we used the leverage of 1:100, which is the
equivalence of an investment of 1000$, and we can tread up
to 100000$.

Our investment strategy is explained in Fig. 1; we buy only
when the price is low, and we sell when the price is higher,
which means that the machine learning model should predict
the direction of trade in the future. For that, we have created
an algorithm that compares the log return of the current day
with the threshold α; if it is superior to α, we buy; if it is
inferior to -α, we buy; otherwise, we HOLD. However, in this
case, the type of this variable is categorical, and we converted
it using one-hot encoding to be provided to our algorithms and
fit our model.

IV. DISCUSSION AND RESULTS

Table II summarizes the overall results of our study; the
experiments showed that, in general, the model reached a much
higher accuracy in forecasting the next-day price direction,
especially when the window length is between 6 and 10. We
can notice a slight improvement in the accuracy when the
window length goes larger until reaching 10 days; then, after
this window length, it starts going down.

The experiment also was done on several thresholds, from
0 to 0.001. unlike the window length, each increment of
threshold has a reverse influence on the accuracy, significantly
when it surpasses 0.001. In this case, the model tends to predict
a HOLD signal more than other signals due to the unbalanced
dataset so that the accuracy could be more than 65%; the back-
test showed that the profit accuracy is lower than 40%. On

average, the model showed its best results when the threshold
was limited between 0 and 0.0002 and the window length was
between 6 and 10. However, in forex trading, the machine
learning metrics are not enough to evaluate the strategy’s
profitability; we used another back-test to evaluate it based
on the log returns. After back-testing the results, we found a
proportionality relation between the model accuracy and the
profit accuracy.

To improve the performance of our model in therm of
accuracy and running time at the same time, we need to
fine-tune the model with the best parameters and the optimal
number of epochs to train our model. Figure 3 shows the
training loss in each number of epochs; we notice that the
plot of training loss decreases to the point of stability, which
is 25. We can conclude that the optimal number of epochs to
train our model is 25.

The proposed strategy may not be effective 100% due
to the fort fluctuations of the market, and in some cases,
the prediction could fail, because the market is related to
the macroeconomic and political situation; in this case, we
should take into consideration two parameters before taking
a decision. The first one is the exchange rate: if the loss is
too high, the algorithm stops investing until this value become
positive. The second one is the number of successive fails.
If the algorithm keeps failing in predicting the right price
direction, then it should stop investing until it starts getting
good results.

V. CONCLUSION

The proposed CNN-GRU model is a novel forecasting
approach to forecast the daily price directions of USD/EUR.
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It’s based on technical analysis and deep learning algorithms.
We used the original time series data to generate new features
called technical indicators, and fed it to our model in a specific
window; each timestep includes previous time steps as input.
Our proposed approach allowed us to reduce the noisy part of
the data and improve the trading results compared to samples
algorithms such as SMV and logistic regression, which are
impacted by the high-frequency fluctuation of the market and
the noisy nature of time-series data. The experiments showed
promising results in forecasting the daily price directions.

In the forex, many factors may impact the state of the
market in different ways, making it too complex to develop the
best trading strategy. In this study, we have proposed a trading
strategy to trade the EUR/USD pair; this solution is developed
and back-tested in a specific period, it may not stay helpful
and profitable in the future. In this case, our proposed solution
must be adapted to the current situation. Of course, previous
success is no guarantee of future outcomes, but a strategy that
has proven to be dependable in a variety of market situations
may, continue to be so in the future.
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Abstract—With the introduction of the novel coronavirus
and the ensuing epidemic, health care has become a primary
priority for all governments. In this context, the best course of
action is to implement an Internet of Things (IoT)-based remote
health monitoring system. As a result, IoT systems have attracted
significant attention in academia and industry, and this trend is
likely to continue as wearable sensors and smartphones become
more prevalent. Even if the doctor is a substantial distance
away, IoT health monitoring enables the prevention of illness and
the accurate diagnosis of one’s current state of health through
the use of a portable physiological monitoring framework that
continually monitors the patient’s systolic blood pressure, blood
glucose, oxygen saturation, and diastolic blood pressure. The
expert system generates a diagnosis of the patient’s health status
based on the sensor data. Once the patient’s sensor data is
transmitted to the cloud via a WiFi module, the expert system
uses it to diagnose the patient’s health status in order to facilitate
any medical attention or critical care that may be required for
his condition. The simulation is carried out in Matlab, and the
results of the study are presented to demonstrate the suggested
system’s significance.

Keywords—Internet of Things (IoT); remote health care mon-
itoring; wearable sensors; fuzzy logic

I. INTRODUCTION

Every time the human species makes technological ad-
vancements, health is always a major worry [1]. In recent
years, both the academic community and the financial markets
have placed a premium on the healthcare services sector.
This industry has amassed substantial wealth as a result of
its research potential [2]. Inadequate resources, skyrocketing
healthcare expenditures, and ineffective hospital resource man-
agement are just a few of the problems plaguing the healthcare
business [3]. Additional logistical challenges exist, such as
the volume of medical treatment required by patients, the
limited availability of beds and equipment, and the shortage
of healthcare specialists. Patient monitoring is often passive,
meaning that medical practitioners modify medications in
response to changes in the patient’s health situation [4]. The
current Corona virus outbreak, which has wreaked havoc on
the global economy, demonstrates how health care has become
increasingly vital in today’s world. In this case, it is always
preferable to monitor patients in locations where the virus has
spread using remote health monitoring devices. The Internet of
Things’ most major application is in healthcare management,
where it is used to track health issues using the remote health
monitoring technique. The Internet of Things (IoT) is a process
that involves linking computers to the internet via sensors and
networks [5]. These connected components can be included
into health-monitoring devices. The data is then transmitted
to remote computers, providing a simple, energy-efficient,
significantly smarter, scalable, and interoperable method of
tracking and optimizing care for any health concern. To

aid people in living smarter lives, modern technologies now
include a customisable interface, assistant gadgets, and tools
for managing mental health [6]. Numerous attempts have been
made to remotely send patient data without requiring an in-
person hospital visit, utilizing recent advancements in IoT and
wireless sensor networks. This enables doctors to decide on the
most appropriate course of action or to summon specialized
medical aid. In an emergency, the transmission of critical
patient data can have a significant impact on the patient’s life.
The Internet of Things-based health monitoring systems have
devised a novel method of tracking patients who live in remote
locations.

Fig. 1. Proposed System.

Oman had 346K confirmed COVID-19 infections as of
February 20, 2022, with 4K coronavirus fatalities [7]. A fever,
shortness of breath, poor oxygen saturation, irregular blood
pressure, and an elevated blood glucose level are all indications
of risk. Patients who have elevated systolic and diastolic blood
pressure are said to be in a hypertensive crisis, whereas those
who have elevated blood glucose levels are said to be in a
diabetic crisis. A patient who is hypertensive, diabetic, or
hypoxemic has a decreased chance of survival and will require
urgent care. Patients may be unaware of their condition. As a
result, they perish due to a lack of therapy or meical attention.
As a result, the current answer is a health monitoring system
based on the Internet of Things (IoT) [8]. The response time is
critical since the patient’s health state may deteriorate in certain
instances.Therefore, a continuous remote monitoring system
via the Internet of Things presents significant opportunities
in the field of e-health [9]. This technology has the ability
to significantly improve healthcare and pave the way for
numerous improvements using remote health care monitoring
techniques. The Internet of Things serves as a catalyst for
healthcare and is critical to healthcare services [9]. The body
sensor network detects aberrant and unexpected situations by
assessing physiological traits and symptoms and giving vital
signals for medical investigation [10]. As a result, interim
medications can be delivered immediately to avert potentially
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life-threatening conditions.

In this study, we designed an expert system to enable
remote patient monitoring to assess whether a patient is healthy
or requires nutritional control, medical attention, or critical
care. As depicted in Figure 1, the built expert system can
be divided into two subsystems. The first subsystem is in
charge of data collection. The patient is fitted with wearable
sensors that monitor vital signs such as blood pressure, blood
glucose, and oxygen saturation level. Bluetooth-enabled sen-
sors connect to his smartphone. The smartphone is equipped
with an app that records sensor readings and patient data and
transmits them to the cloud via the internet.This subsystem is
located at the patient end. The second subsystem is utilized
to diagnose the patient’s health status by utilizing cloud-based
data. Expert systems that are based on fuzzy logic use this
information to determine if the patient is healthy or need
medical attention.The second subsystem is at the hospital end
to diagnose the patient health state. The main contribution of
this study can be summarized as follows:

1) The architecture of the remote health monitoring
system was designed with the objective of monitoring
patients’ health status on a frequent basis.

2) Physicians and patients have access to the system’s
recommended system outcome at any time and from
any location.

3) Using artificial intelligence logic, the proposed sys-
tem runs health diagnostics to decide whether or not
the patient is healthy or in need of medical assistance.

4) MATLAB simulations are utilized to illustrate the
suggested system’s study outcomes.

The paper is organized as follows: Section II highlights
similar research on IoT-based health monitoring systems. Sec-
tion III goes into the suggested expert system’s system concept
and architecture for diagnosing a patient’s health condition
based on body vital data collected from sensors and the fuzzy
logic mechanism to suggest the patient’s health state and
appropriate recommendations. In Section IV, the experimental
setup is detailed, in Section V, the simulation results are
displayed, and in Section VI, the article is concluded.

II. RELATED WORK

While significant effort has been made in the past to
provide medical care outside of traditional hospital grounds,
this has become much more critical in light of the present
COVID-19 pandemic scenario [11], as seen by an increase
in the number of publications. However, as several recent
survey papers have highlighted, more work remains to be
done in terms of providing medical diagnosis and care to
patients at home[12]. For instance, as detailed in [13], a
remote patient monitoring system tries to efficiently manage
hospital resources by monitoring patients at home. It is an
Internet of Things-based patient monitoring technology that
automates the collection and transmission of patient data
to remote databases. This data is accessible via the a web
system, which features an intuitive user interface. The author
in [14] describes a home monitoring and decision support
system that is intended to assist clinicians in the diagnosis,
remote monitoring, treatment, prescription, rehabilitation, and
progression of individuals with Parkinson’s disease. This is

a data-collection expert system that supports clinicians in
diagnosing and treating tremors. The author in [15] offers a
Smart Architecture for In-Home Healthcare System, which is
a healthcare solution that monitors patients and the elderly
with special needs using photographs and facial expressions.
The author in [16] did an extensive investigation of many
Internet-of-Things-based technologies that could be employed
for telemedicine and illness preventive services. A study was
done to monitor children’s health using a wireless system
powered by the Internet of Things and capable of providing
real-time notifications to parents and guardians [17]. The
author in [18] delivers an IoT-based health monitoring solution
for children with autism. A head-worn sensor is used to collect
health information from autistic patients. The data acquired
from these patients’ brains is subsequently transmitted in real
time to a monitoring server. If there are any discrepancies in
the information read, an alarm is generated and an email is
sent to the carer. Additionally, the physician is notified in
the event of an emergency. Additionally, for scalability and
security, personal information about patients can be stored
in the cloud. Other researchers have developed a remote
COVID-19 patient monitoring system that incorporates the
examination of critical biological data such as PPG, ECG, and
temperature to evaluate the patient’s health status. Additionally,
they discuss the challenges associated with security threats
in IoT-based smart health systems [19]. Another Internet of
Things system was developed to identify prospective COVID-
19 patients by utilizing eight distinct learning algorithms that
aid in the differentiation of cold symptoms from COVID-19
symptoms [20]. A study examines the use of IoT systems
to monitor patients in smart cities in order to ensure that
ambulances and other assistance can reach them swiftly [21].
The author in [22] developed a wearable Internet of Things
health monitoring system with its own network, nicknamed
the body area network, in which several sensors continuously
monitor and record parameters. The author in [23] devel-
oped an Internet-of-Things-based health monitoring system
capable of tracking a patient’s basic symptoms such as heart
rate, oxygen saturation percentage, body temperature, and eye
movement. The capturing elements included heartbeat, SpO2,
temperature, and eye blink sensors, while the processing device
was an Arduino-UNO. Although the developed system has
been implemented, no specified performance measures have
been established for any of the patients. The author in [24]
demonstrated an IoT-enabled healthcare monitoring kit. The
developed system monitored fundamental health parameters
such as heartbeat, electrocardiogram, body temperature, and
respiration. The primary hardware components used in this
project are the pulse sensor, temperature sensor, blood pres-
sure sensor, ECG sensor, and Raspberry Pi. The author in
[25] outlines an Internet of Things-based healthcare system
in which ECGs and other healthcare data are recorded and
securely transmitted to the cloud, where specialists can access
them. Signal augmentation techniques, encryption, and other
appropriate analysis are used to prevent identity theft or clinical
error. The author in [26] discusses the health care monitoring
system and IoT-based analyses. This research successfully built
a new IoT-based framework for health applications. Three
vital signs, including body temperature, heart rate, and blood
pressure, may be precisely measured by the device. Physicians
may view and monitor data in real time, even if patients
complete their medical tests outside of the clinical setting.
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III. PROPOSED EXPERT SYSTEM

A. System Architecture

The primary objective of this project is to develop a smart
IoT-based health monitoring system capable of diagnosing
a patient’s health state based on sensor-read bodily vital
statistics. The proposed system’s initial section is implemented
at the patient’s end. A variety of body sensors are implanted
in the patient, including a blood pressure sensor that detects
both systolic and diastolic pressures, an oxygen saturation
sensor, and a blood glucose sensor. These three vital signs of
the body are frequently altered, especially when the patient
is infected with COVID 19. These measurements must be
reviewed frequently for such patients to avoid undesirable
repercussions. However, it is difficult to visit the hospital on
a frequent basis. As a result, this sensor data is transmitted
to the cloud via a gateway and stored on a medical support
service’s data server.

The second section of the proposed system applies fuzzy
logic to process on the sensor data received from the first
subsystem and to diagnose the patient’s health status The
patient health status is summarised as healthy, requiring only
dietary supervision, or requiring medical attention or critical
care .

B. Fuzzy Based Health Diagnosis System

The suggested system utilizes wearable sensors on the
patient to monitor systolic and diastolic blood pressure, oxygen
saturation level, and blood glucose level. As illustrated in Fig.
2, these are the inputs to our diagnosis expert system at the
medical care service center.

BP-Diastolic

BloodGlucose

OxygenSaturation

BP-Systolic

output1

Untitled2

(mamdani)

Fig. 2. Overview of Diagnostic System.

The inputs to the system has to be considered as member-
ship function. The Blood pressure diastolic values are divided
into four ranges: Normal, Stage 1 Hypertension, Stage 2
Hypertension, Hypertensive Crisis [27]. The Blood glucose
input is divided as Low,Normal, Prediabetic, Diabetic. The
oxygen saturation level is divided as Crisis,Hypoxemia, Nor-
mal.The Blood pressure Systolic values are divided as Normal,
Elevated, Stage 1 Hypertension, Stage 2 Hypertension, Hyper-
tensive Crisis.

The pressure in the arteries when the heart rests between
beats is measured by the diastolic reading. This is when the
heart receives oxygen and fills with blood.The input Blood
Pressure Diastolic is measured in mmHg and the membership
function is shown in Fig. 3. It is divided into four ranges
: Normal(<80 mmHg), Stage 1 Hypertension (80mmHg -
89mmHg) , Stage 2 Hypertension (90mmHg - 120mmHg) ,
Hypertensive Crisis (>120mmHg).

The characteristic of Blood Pressure Diastolic is as follows:

Normal =


1 if x ≤ 79
80−x
80−79 if 79 < x < 80
0 if x ≥ 90

(1)

Stage1HT =


1 if 80 ≤ x ≤ 89
x−79
80−79 if 79 < x < 80
90−x
90−89 if 89 < x < 90
0 if x ≤ 79;x ≥ 90

(2)

Stage2HT =


1 if 90 ≤ x ≤ 120
x−89
90−89 if 89 < x < 90
121−x

121−120 if 120 < x < 121
0 if x ≤ 89;x ≥ 121

(3)

Crisis =


1 if x ≥ 121
x−120

121−120 if 120 < x < 121
0 if x ≤ 120

(4)

FIS Variables

BP-Diastolic

BloodGlucose

OxygenSaturation

BP-Systolic

output1

60 70 80 90 100 110 120 130 140 150

0

0.5

1

Membership function plots

input variable "BP-Diastolic"

Normal Stg1Hypertension Stg2Hypertension HypertensionCrisis

Fig. 3. Blood Pressure Diastolic Membership Function.

Diabetes is defined as a blood glucose level that is higher
than normal. And if a diabetic patient’s blood glucose level
isn’t controlled, it can lead to death [28]. As a result, there’s
a big need to keep track of blood glucose levels and make
sure you’re getting the right amount of insulin.Blood glucose
is another input considered , which is measured in mmol / L
and the membership function is shown in Fig. 3. It is divided
into four ranges :Low(0 mmol / L - 3.9 mmol / L), Normal(4.0
mmol/L - 5.4 mmol/L), Prediabetic(5.5 mmol/L - 6.9 mmol/L)
and Diabetic(>7.0 mmol/L) as shown in Fig. 4.

The characteristic of Blood Glucose is as follows:

Low =


1 if x ≤ 3.9
4−x
4−3.9 if 3.9 < x < 4
0 if x ≥ 4

(5)

Normal =


1 if 4 ≤ x ≤ 5.4
x−3.9
4−3.9 if 3.9 < x < 4
5.5−x
5.5−5.4 if 5.4 < x < 5.5
0 if x ≤ 3.9;x ≥ 5.5

(6)

Prediabetic =


1 if 5.5 ≤ x ≤ 6.9
x−5.4
5.5−5.4 if 5.4 < x < 5.5
7−x
7−6.9 if 6.9 < x < 7
0 if x ≤ 5.4;x ≥ 7

(7)
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Diabetic =


1 if x ≥ 7
x−6.9
7−6.9 if 6.9 < x < 7
0 if x ≤ 6.9

(8)

FIS Variables

BP-Diastolic

BloodGlucose

OxygenSaturation

BP-Systolic

output1

0 1 2 3 4 5 6 7 8 9 10

0

0.5

1

Membership function plots

input variable "BloodGlucose"

Low PrediabeticNormal Diabetic

Fig. 4. Blood Glucose Membership Function.

The percentage of oxygen in a person’s blood is known as
oxygen saturation. A pulse oximeter is a gadget that medical
practitioners frequently use for fast tests or continuous mon-
itoring [29]. The oxygen saturation level in a healthy person
ranges from 95% to 100%. If a person’s levels go below this
range, they may feel symptoms including difficulty breathing
and confusion, which are signs of a shortage of oxygen. The
input Oxygen Saturation is divided into three ranges: Critical
Crisis (<90%), Hypoxemia (90% - 94%) and Normal (95% -
100%) as shown in Fig. 5.

The characteristic of Oxygen Saturation is as follows:

Crisis =


1 if x ≤ 89
90−x
90−89 if 89 < x < 90
0 if x ≥ 90

(9)

Hypoxemia =


1 if 90 ≤ x ≤ 92
x−89
90−89 if 89 < x < 90
94−x
94−92 if 92 < x < 94
0 if x ≤ 89;x ≥ 94

(10)

Normal =


1 if x ≥ 95
x−94
95−94 if 94 < x < 95
0 if x ≤ 6.94

(11)

FIS Variables

BP-Diastolic

BloodGlucose

OxygenSaturation

BP-Systolic

output1

85 90 95 100

0

0.5

1

Membership function plots

input variable "OxygenSaturation"
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Fig. 5. Oxygen Saturation Membership Function.

When your heart beats, it squeezes and pushes blood to the
rest of your body through your arteries. Your systolic blood
pressure is the result of this force exerting pressure on those
blood vessels[27].The input systolic blood pressure is divided
into five ranges: Normal (<121 mmHg), Elevated (121mmHg
- 129mmHg), Stage1 Hypertension (130mmHg - 139mmHg),

Stage2 Hypertension (140mmHg- 80mmHg) and Hypertensive
Crisis (>180) as shown in Fig. 6.

The characteristic of Blood Pressure Systolic is as follows:

Normal =


1 if x ≤ 120
121−x

121−120 if 120 < x < 121
0 if x ≥ 121

(12)

Elevated =


1 if 121 ≤ x ≤ 129
x−120

121−120 if 120 < x < 121
130−x

130−129 if 129 < x < 130
0 if x ≤ 120;x ≥ 130

(13)

Stage1HT =


1 if 130 ≤ x ≤ 139
x−129

130−129 if 129 < x < 130
140−x

140−139 if 139 < x < 140
0 if x ≤ 129;x ≥ 140

(14)

Stage2HT =


1 if 140 ≤ x ≤ 179
x−139

140−139 if 139 < x < 140
180−x

180−179 if 179 < x < 180
0 if x ≤ 139;x ≥ 180

(15)

Crisis =


1 if x ≥ 180
x−179

180−179 if 179 < x < 180
0 if x ≤ 179

(16)

FIS Variables
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output1
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Fig. 6. Blood Pressure Systolic Membership Function.

The output of the expert system is the diagnosis of health
state of the based on the data obtained from the sensors. In
the pandemic situation, it is recommended to get hospitalised
if the condition of the patient is critical and needs medical
care. So here the output membership function is divided into
four ranges: Healthy (<40), Diet Control (40 - 59), Medical
Attention (60-79), Critical Care (80-99) as shown in Fig. 7.

The characteristic of Output health state is as follows:

Healthy =


1 if x ≤ 39
40−x
40−39 if 39 < x < 4
0 if x ≥ 40

(17)

DietControl =


1 if 40 ≤ x ≤ 59
x−39
40−39 if 39 < x < 40
60−x
60−59 if 59 < x < 60
0 if x ≤ 39;x ≥ 60

(18)
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MedicalAttention =


1 if 60 ≤ x ≤ 79
x−59
60−59 if 59 < x < 60
80−x
80−79 if 79 < x < 80
0 if x ≤ 59;x ≥ 80

(19)

CriticalCare =


1 if 80 ≤ x ≤ 99
x−79
80−79 if 79 < x < 80
100−x
100−99 if 99 < x < 100
0 if x ≤ 79;x ≥ 100

(20)
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Fig. 7. Output Health State Membership Function.

The expert system’s fuzzy rules are defined as a set of
all conceivable input combinations. When the normal range of
the input Systolic Blood Pressure is considered first, it can be
combined with the other input ranges of oxygen saturation (3
ranges: crisis, hypoxemia, normal), blood glucose (4 ranges:
low, normal, prediabetic, and diabetic), and diastolic blood
pressure (4 ranges: normal, stage 1 hypertension, stage 2
hypertension, and hypertensive crisis) to create a total of 48
rule sets. As a result of the input Systolic Blood Pressure
having five ranges (Normal, Elevated, Stage 1 Hypertension,
Stage 2 Hypertension, and Hypertensive Crisis), the total
number of rule sets for the fuzzy system will be 48*5=240,
as illustrated in Fig. 8. The combination of the four input
sensors specified ranges results in a total of 240 rules. These
rules produce a person’s health state, which may be healthy,
diet-controlled, medically attended, or severely cared for. If
all sensor input values are within the usual range, the patient
is termed healthy. If any of these inputs—Systolic Blood
Pressure, Diastolic Blood Pressure, or Blood Glucose level—is
found to be slightly elevated above the usual range, the patient
is advised as to have Diet Control. If more than one or two
input values are outside the normal range or within critical
ranges, the patient is referred to a critical care unit or advised
for official medical attention. To facilitate comprehension, few
rules are further described as follows:

RULE: IF Systolic Blood Pressure == Normal AND Oxy-
gen Saturation == Normal AND Blood sugar == Normal AND
Diastolic Blood Pressure == Normal then output health state
= Healthy

RULE: IF Systolic Blood Pressure == Elevated AND Oxy-
gen Saturation == Normal AND Blood sugar == Prediabetic
AND Diastolic Blood Pressure == Normal then output health
state = Diet Control

RULE: IF Systolic Blood Pressure == Normal AND Oxy-
gen Saturation == Hypoxemia AND Blood sugar == Normal

 

 Fig. 8. Rules for Fuzzification.

AND Diastolic Blood Pressure == Normal then output health
state = Medical Assistance

RULE: IF Systolic Blood Pressure == Stage 2 Hyperten-
sion AND Oxygen Saturation == crisis AND Blood sugar ==
Normal AND Diastolic Blood Pressure == Stage 1 Hyperten-
sion then output health state = Critical Care

IV. EXPERIMENTAL SETUP

Matlab is used to simulate the suggested expert system.
The implementation makes use of the fuzzy logic tool. A
four-input, single-output fuzzy logic system was developed
for diagnosing a patient’s health status. The blood glucose
level, the diastolic blood pressure value, the oxygen saturation
level, and the systolic blood pressure value are all inputs. As
discussed previously, four inputs have distinct ranges: oxygen
saturation (3 ranges: crisis, hypoxemia, and normal); blood
glucose (4 ranges: low, normal, prediabetic, and diabetic);
diastolic blood pressure (4 ranges: normal, stage 1 hyper-
tension, stage 2 hypertension, and hypertensive crisis); and
systolic blood pressure (5 ranges: normal, elevated, stage 1
hypertension, stage 2 hypertension, and hypertensive crisis).
The output of the fuzzy logic system is the patient’s state of
health, which is classified into four categories: healthy, diet
control, medical attention, and critical care. As illustrated in
Fig. 9, the fuzzy logic rules are programmed. The output health
status of any set of input values is calculated by the use of
fuzzy logic, which adheres to fuzzy principles.

Fig. 9 illustrates the outcome of the centroid method
defuzzification. The output health state of a patient can be
determined using any combination value of inputs of diastolic
blood pressure,blood glucose level,oxygen saturation level and
systolic blood pressure values. As indicated, the diastolic blood
pressure is 74.3, which is within the normal range of the input.
Blood glucose level is 5, which is likewise within the usual
range. The oxygen saturation level is 90.6, which is within
the range of hypoxemia, and the systolic blood pressure is
108, which is within the normal range. The output health state
value derived using the centroid approach is 69.4, indicating
that the patient requires medical intervention.
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 Fig. 9. Simulation Result.

V. SIMULATION RESULTS

Matlab’s fuzzy logic toolbox provides a platform for solv-
ing any system defined by an input and output set and guided
by particular rules. As a result, we chose Matlab’s fuzzy
toolbox for this project’s simulation platform. The simulation
result shown in Fig. 10 depicts the patient’s output health
condition for all possible combinations of the two inputs Blood
glucose and Diastolic Blood Pressure. For example it can be
easily understood that when the Diastolic Blood Pressure is in
Hypertensive Crisis range (>120mmHg) and Blood Glucose
is in Diabetic Range (>7.0 mmol/L), then the output health
state is in Critical Care (80-99).If the Diastolic Blood Pressure
is Normal(<80 mmHg) and the Blood Glucose is Normal(4.0
mmol/L - 5.4 mmol/L), then the output state is in the healthy
range Healthy (<40).

 
Fig. 10. Diastolic BP and Blood Glucose Surface View.

Fig. 11 shows the surface view output for the input com-
bination of all ranges of Blood glucose and Systolic Blood
Pressure.For example it is also observed that if the Blood
glucose is in the normal range (4.0 mmol/L - 5.4 mmol/L) and
Systolic Blood Pressure is also normal (<121 mmHg) then the
output health state is in the range Healthy (<40).

The output surface view of Oxygen Saturation level and
Blood Glucose is shown in Fig. 12. The output health state

 
Fig. 11. Systolic BP and Blood Glucose Surface View.

for all input combination of the inputs Oxygen Saturation level
and Blood Glucose can be easily calculated. For example if the
Oxygen level is in Hypoxemia range (90% - 94%) and Blood
glucose is in Normal range (4.0 mmol/L - 5.4 mmol/L), then
the output Health state is in Medical Attention range (60-79).
If the oxygen saturation level is in Critical Crisis (<90%) and
the Blood Sugar Diabetic(>7.0 mmol/L) then the output health
state is in critical care (80-99).

Fig. 13 shows the output health state for all the input
range combination of systolic and diastolic blood pressure. For
example it is also observed that if Systolic Blood Pressure is
in Hypertensive Crisis range (>180) and the Diastolic Blood
Pressure is in Hypertensive Crisis range (>120mmHg) then
the output health state is in the critical care range.

 
Fig. 12. Oxygen Saturation and Blood Glucose Surface View.

VI. CONCLUSION

The suggested smart health monitoring system enables
healthcare practitioners to quickly identify particular patients’
health vital information and give the appropriate service based
on their health status. This monitoring system will become
more adaptive and updatable in the future as a result of
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Fig. 13. Systolic and Diastolic Blood Pressure Surface View.

IoT technology. By monitoring diastolic blood pressure, blood
glucose level, oxygen level, and systolic blood pressure level,
we have made diagnosis and treatment easier with this pro-
posed expert system. Contactless tracking and treatment of
patients, particularly COVID-19 patients, is now possible with
the use of a specifically developed IOT smart health monitoring
device. The output health state is diagnosed using the fuzzy
approach based on the sensor data obtained. The proposed
system generates the following outputs for the four input
sensor data received: healthy, diet control, medical attention,
and critical care. When the patient’s sensor data falls within the
ranges wherein the output is judged to be necessary for med-
ical attention or critical care, the patient can be hospitalized
immediately. The Matlab simulation results demonstrate the
significance of the expert system in enabling the remote health
monitoring process. The proposed approach will enhance the
current healthcare system, potentially saving a large number
of lives during this pandemic situation.
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Abstract—Information extraction from ID cards plays an
important role in many daily activities, such as legal, banking,
insurance, or health services. However, in many developing
countries, such as Vietnam, it is mostly carried out manually,
which is time-consuming, tedious, and may be prone to errors.
Therefore, in this paper, we propose an end-to-end method
to extract information from Vietnamese ID card images. The
proposed method contains three steps with four neural networks
and two image processing techniques, including U-Net, VGG16,
Contour detection, and Hough transformation to pre-process
input card images, CRAFT, and Rebia neural network for Optical
Character Recognition, and Levenshtein distance and regular
expression to post-process extracted information. In addition,
a dataset, including 3.256 Vietnamese ID cards, 400k manual
annotated text, and more than 500k synthetic text, was built for
verifying our methods. The results of an empirical experiment
conducted on our self-collected dataset indicate that the proposed
method achieves a high accuracy of 94%, 99.5%, and 98.3% for
card segmentation, classification, and text recognition.

Keywords—Optical character recognition; U-Net network;
VGG16 network; CRAFT network; rebia network

I. INTRODUCTION

The ID card is the most widely used identity document
of Vietnamese citizens. It provides crucial information used
for many business processes, such as ID number, name,
address, and date of birth. However, extracting information
from such cards is usually carried out manually, which is time-
consuming, tedious, and can prone to errors. In this context,
methods that automatically analyze and extract information,
such as Optical Character Recognition (OCR) are frequently
used.

However, there have been several challenges in reading
information from cards captured in natural scenes, including
difficulties in scene text recognition, lacking training data, and
the complexity of Vietnamese language. According to et al. [1],
the diversity of scene text, the complexity of the background,
and the interference factors are the most difficulties for scene
text detection and recognition. The first difficulty is caused
by diversities in fonts, colors, scales, and text orientations.
For example, a Vietnamese ID card can contain three or four
different fonts and colors. Moreover, there are four types of
cards, as illustrated in Fig. 1, which have several formats
for the same field. Especially for the 9-digit ID card, it can
contain handwriting text or old fonts created by typewriters.
The complexity of background leads to difficulty to clearly
distinguish texts from backgrounds. For instance, the Viet-
namese ID card background is usually incorrectly detected as

text. As shown in Fig. 2a, the bounding box, the detected text
region, also contains the pattern background. The interference
factors, such as noise, blur, distortion, low resolution, non-
uniform illumination, and partial occlusion make the detection
and recognition harder, as illustrated in 2b.

Due to sensitive information, researchers have faced many
difficulties in collecting Vietnamese ID cards for model train-
ing. This lack of data can easily lead to bad results in extracting
information. Moreover, the Vietnamese alphabet is a Latin-
based alphabet, but with many additional characters, including
five accent symbols (á, à, ?a, ã,

˙
a) and derivative characters,

such as ê, ă, ?u . . . [2]. Therefore, we cannot apply available
OCR methods and pre-trained models, usually for English, to
this language.

There have already been a few studies on similar cards,
for example, Egyptian ID [3], Indonesian ID [4], or even Viet-
namese ID cards [5], [6]. Most of them are deep learning-based
due to the outstanding performance in OCR [7]–[9]. However,
the proposed methods focus either on different languages, like
English or on sub-tasks, such as text recognition [5], [6]. They
cannot be used for the Vietnamese language or to directly deal
with raw images captured in natural scenes.

Therefore, this paper presents an end-to-end method for
information retrieval from Vietnamese ID card images. The
method consists of 3 consecutive steps (Pre-processing, Tex
detection and recognition, and Post-processing) with four
neural networks, two image processing techniques, and two
basic Natural language processing to deal with raw card images
captured in natural scenes. We also created four datasets to deal
with the lack of data. In summary, the major contributions of
this work are as follows::

• We proposed an end-to-end deep learning-based
method to extract information from the Vietnamese
ID card, which is based on state-of-the-art methods in
related fields.

• We introduced four neural networks (U-NET, VGG16,
CRAFT, and Rebia) to analyze the card and extract
its content. To assure the correlation among models,
we based on the output of the previous step to train
models for the subsequent one.

• We applied (i) Contour detection and Hough transfor-
mation at the pre-processing step to align and crop
the card; (ii) Levenshtein distance and regular expres-
sion at the post-processing step to correct extracted
information.
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(a) 9-digit ID Card (b) 12-digit ID Card (c) New 12-digit ID Card (d) Chip-based ID Card

Fig. 1. Front Side of Vietnamese ID Card.

(a) Pattern background as text

(b) Occlusion text

Fig. 2. Complexity of Background and Interference Factors.

• We built four datasets for Vietnamese OCR, including
two manual (ID Cards and manually annotated text)
and two synthetic (synthetic image and text) datasets.
The datasets contain more than 400k manual labeled
text from 3.256 Vietnamese ID Card. Furthermore, we
evaluated our proposed method on these datasets and
highlighted the experimental results thus obtained.

• We proposed a microservice architecture to deploy our
method on a real system, which allows balancing the
information flow between each step of the end-to-end
method.

The remainder of this paper is structured as follows. Sec-
tion 2 discusses relevant previous studies. Section 3 provides
the details regarding our proposed networks. The experimental
evaluation is presented in Section 4, and finally, some conclud-
ing remarks and a brief discussion are provided in Section 5.

II. RELATED WORKS

In general, information retrieval from ID card images
relates to the OCR of semi-structured documents, such as
receipts [10], bank cards [11], business cards [12], [13],
invoices [14], [15], and so on. It typically contains several

common steps, including pre-processing, text detection, text
recognition, and layout analysis [5], [10], [16]–[18].

Clearly, in the context of Scene Text Recognition (STR),
where document images can be affected by many factors, pre-
processing is necessary to improve the quality and normalize
the input data. This step can include a series of sub-tasks, such
as document detection, segmentation, alignment, and basic
image processing techniques. For example, with a raw image
captured in natural scenes, we must check the existence of
documents, and then extract their position. The latter usually
produces information about the top-left and bottom-up corners
of the box that covers the object. To have a stable result in
further steps, the document can be aligned vertically, in which
the text direction is from left to right.

The output of pre-processing is passed to the next step,
where the text detection is essentially performed [5], [16].
Then, at the layout analysis step, these ROIs are extracted and
classified into corresponding fields, for example, ID number,
name, date of birth, address. At the final step, where the main
principle of what is usually called optical character recognition
happens, we predict the potential string of extracted text areas.

Regarding the order of these steps, the pre-processing is
usually performed first, while the remaining can be varied.
For example, text detection and recognition can be performed
together, as in the stepwise methodologies or step-by-step like
integrated methodologies [19]. The layout analysis is typically
done after recognizing, which determines the corresponding
label of ROI and so on.

Recently, with the development of deep learning, many
methods have been proposed for these steps with potential
accuracy. For the pre-processing step, they usually applied
both traditional image processing techniques [20] and deep
neural networks such as the canny edge detection algorithm
[10], Otsu’s method [5], U-Net [21], and VGG [22]. Applying
deep learning to OCR also achieved higher performance and
low processing time than traditional machine learning. Regard-
ing text detection, for example, Baek et al. [23] presented
a character-based method, Character Region Awareness for
Text Detection (CRAFT) that effectively detects text areas by
exploring each character region and affinity between them.
Liao et al. [24] proposed another method that can detect the
character in real-time. Similarity these are also many models in
the literature for text recognition, such as CHAR model [25],
CTPN [26], TRBA [27], Shi et al. [28] and so on. They can
be categorized into character-level and word-level. The first
approach firstly locates the position of each character, then
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recognizes them by a classifier, and groups characters into the
final text. Meanwhile, the second method, which outperforms
the first one, considers the text line as a whole and focuses on
mapping the entire text into a target string sequence [29].

These methods are applicable to many language types,
such as English, Korean, Chinese. However, it is impossible
to directly apply to Vietnamese that contain additional accent
and diacritical marks. Additional training is needed to learn its
specific features. Moreover, they usually focus on sub-steps
or a specific problem, e.g., only pre-processing [5], or text
detection [23]. We cannot simply juxtapose these steps for an
end-to-end method to extract information from the Vietnamese
ID card. To achieve high and stable performance, they need
to correlate with each other. The output of the previous step
should be used as the input to train models for the subsequent
step.

III. PROPOSED METHOD

Due to the variety of captured images and types of ID
cards, the proposed method contained three steps with four
neural networks, as shown in Fig. 3. It consisted of a set of
deep learning and traditional machine learning techniques in
Computer Vision and Natural Language Processing, as follows:

• We performed several pre-processing steps, including
segmentation, alignment, and identification, to deter-
mine and normalize the card. First, we detected and
segmented cards from input images. Next, they were
vertically aligned and cropped, with text from left to
right. Then, we determined their type (9-digit, 12-
digit, or the new 12-digit ID Card). Two deep learning
methods, and two image processing algorithms were
applied for this step: U-Net model for the detection,
and segmentation, VGG16 model for the classification,
Contour Detection, and Hough Transformation for the
alignment.

• We applied the word-level approach to detect and
recognize Vietnamese optical texts on the cards, in-
cluding the CRAFT method [23] for text detection,
the Attn method with ResNet, and BiLSTM for text
recognition.

• Lastly, to correct text errors and identify text fields
(Named Entity Recognition), such as names, date of
births, we performed two main tasks, including layout
analysis and text correction. The Levenshtein distance,
regular expression, and two pre-defined dictionaries
were applied.

The input of the first step is images containing Vietnamese
ID cards, while the output is the ID cards that were cropped,
aligned from the background. The type of card is an important
output of this step. Then, the cropped ID is used as input for the
next step (text detection and text recognition), which produces
two lists: a list of predicted texts, and a list of bounding boxes.
The last step takes these lists and the type of cards, from the
first step, to analyze and results in a list of texts with their
field. More detail description of these steps will be presented
in the following subsections.

A. Preprocessing: Segmentation, Normalization, and Identifi-
cation

Owing to the unconstrained nature of captured images,
three preprocessing steps were applied to make them available
for the next steps, including segmentation, normalization,
identification. These tasks allowed us to separate the cards
from background images, vertically align them, and identify
their type.

Thanks to its efficiency in image segmentation, we trained
a U-Net model to segment Vietnamese ID cards. The network
has the same architecture as the work of Ronneberge et al.
[30]. But, instead of using 512 x 512 input images, we down-
scaled to 256 x 256 pixels. The output was a 128 x 128 image
that is used then as a mask to segment the card.

The model allows us to determine a binary mask of cards.
Thus, we combined two basic image-processing techniques to
align and crop cards: Contour Detection, and Hough Transfor-
mation. The first algorithm was applied to the binary image to
detect the boundaries of cards. Then, we transformed these
lines to Hough coordinate to find two interacted parallel
lines that bound the card. It allows us to determine four
corner coordinates of the card. From these corners, we applied
a perspective transformation to align and crop the card to
600x400 pixel images.

Lastly, we identified the type of cropped cards by fine-
tuning the VGG16 network trained on ImageNet [31]. This
network consisted of sixteen layers: thirteen convolutional and
three fully connected layers. Each layer contained convolu-
tional layers, max-pooling layers, and fully connected layers.
We fine-tuned the model with our dataset to classify eight
classes: the front, the back, the reversed front, and back of
the 9-digit, 12-digit cards. Therefore, the feature extractor of
VGG16 was kept as the original network. To adapt to our
dataset, we updated the classifier section with a new fully-
connected layer that adjusts to 8 classes only.

B. Text Detection and Recognition

Vietnamese is a Latin-based language that has several
additional accents and diacritical marks [32]. The language
has more than 250 characters. Among twenty-nine alphabetic
scripts, the language consists of twenty-two Latin letters (’f’,
’j’, ’w’, and ’z’ letters are eliminated). The remaining are
created by combining these letters with diacritics located just
at the top or bottom of letters, with or without a small gap
between them.

Therefore, instead of training a new model which requires
many manual labeled datasets, we adapted models trained on
English datasets to detect text. Thanks to its performance in
dealing with the low-quality dataset, we applied the CRAFT
text detector to localize the text in cropped cards. The model
supports effectively detect text area by exploring each charac-
ter and affinity between characters [23].

CRAFT has three detection levels: (i) individual character;
(ii) individual word; and (iii) connected words or sentences.
The processing time of the first level is long, while the third
level is unstable. Thus, we applied only the second level to
detect individual words on the cards.
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Fig. 3. Information Retrieval from Vietnamese ID Card Images.

Fig. 4. Rebia Neural Network for Text Recognition.

The model allows detecting only the alphabet word without
the tone marks, such as the grave accent, hook above, tilde,
acute accent, and dot below. Therefore, we adapted the detector
to cover the tone marks by enlarging bounding boxes of
detected areas.

The input of this step is 600x400 pixel images that were
segmented and aligned previously. The output is a list of
bounding boxes that contains cropped words.

For text recognition, we propose a deep neural network,
namely Rebia, to recognize the optical words on Vietnamese
ID cards. Unlike most existing methods in the field, we didn’t
apply the rectification step before extracting the feature. Since
these texts have a similar orientation and shape, rectification,
which is used to normalize different types of texts (i.e., curved
and tilted texts), is not necessary. The proposed network
contained three blocks, as shown in Fig. 4 and detailed in Table
I. First, the feature map that focuses on the word level was
extracted by ResNet neural network. The network contained
five layers. We converted all text images to gray-scale of size
100 x 32 pixels, to normalize the input data.

Next, we reshaped the extracted features to a sequence fea-
ture used for prediction. Thanks to its capability of capturing
contextual information within a sequence [33], we used two
Bidirectional Long Short-Term Memory (BiLSTM) at this step.
The two networks have the same hidden unit that is 256.

Lastly, an attention-based decoder was employed to predict
the sequence feature. It contained an LSTM layer with 256
hidden units.

We applied the ReLu activation for three blocks. After each
convolution, a batch normalization was used to standardize its
outputs. The objective function was the negative log-likelihood
of the probability of label sequence.

C. Post-processing: Layout Analysis and Text Update

After recognizing, we categorized the text to the corre-
sponding fields, such as the name, ID, address, and date of
birth. Due to the lack of a training dataset, we combined
natural language processing, regular expression techniques,
and dedicated layout analysis algorithms to determine field
types.

The front of a Vietnamese ID card is typically organized
from left to right, top to bottom, and line by line, while the
back is more complicated. But for the back, we are interested
only in the issued date and place, which has the same structure.
Therefore, we first sorted bounding boxes of detected words
from left to right and line by line.

Next, we evaluated and updated the recognized text by the
Levenshtein distance with the help of several domain-specific
dictionaries. We combined these texts with results from the
above step to identify different fields. Furthermore, for fixed-
format fields, such as the date, number, and ID, we also applied
the regular expression and algorithms, as follows:

• For the ID number: By experiment, we found that
one of the most common issues for this field was
the overlap of the caption and content (ID number).
It made the recognized ID numbers have several
additional characters at the beginning. Therefore, for
a text line that was determined as the ID number, we
took only a fixed number of digits, starting from the
end of the text (9 for the old card, 12 for the new
card).

• For the date of birth, expired, and issued date: Each
card type has its format to represent the date, so
we applied a rule-based mechanism and the regular
expression to check the text.
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Fig. 5. Multi-layer Architecture for Load Balancing of Model Execution.

TABLE I. DETAILED ARCHITECTURE OF REBIA FOR TEXT RECOGNITION

Feature Extraction - Resnet

Layer Configuration
(kernel, stride, padding, channel) Output

conv1 x
Conv1: 3x3, 1x1, 1x1, 32
Conv2: 3x3, 1x1, 1x1, 64
MaxPool: 2x2, 2x2, 0x0

100x32

conv2 x

01 BasicBlock: 3x3,128
3x3,128

Conv3: 3x3,1x1,1x1,128
MaxPool: 2x2, 2x2, 0x0

50x16

conv3 x

02 BasicBlock: 3x3, 256
3x3, 256

Conv4:3x3, 1x1,1x1,256
MaxPool:2x2, 2x2, 0x0

25x18

conv4 x
05 BasicBlock: 3x3, 512

3x3, 512
Conv5:3x3, 1x1,1x1,512

26x4

conv5 x

03 BasicBlock: 3x3,512
3x3,512

Conv6:2x2,1x2,1x0,512
Conv7:2x2,1x1,0x0, 512

26x1

Sequence Modelling - BiLSTM
BiLSTM Hidden units:256 256
BiLSTM Hidden units:256 256

Prediction - Attn decoded
LSTM Hidden units:256 256

• For the name and address: First, we built three
dictionaries containing common Vietnamese family
names, middle names, and addresses. Then we applied
the Levenshtein algorithm and regular expression to
correct the text, if necessary.

D. Multi-layer Architecture for Load Balance of Model Exe-
cution

In this study, we propose a multi-layer system architecture
to deploy the end-to-end method, which supports load bal-
ancing of model execution. We considered each model as an
independent and parallel process, which can serve different ID
cards at the same time, as shown in Fig. 6. It eliminated the
bottleneck at some models due to high memory consumption,
especially text detection and recognition.

Therefore, we deployed the proposed end-to-end method
into five sub-tasks and processed them separately. Each one
consists of a model/algorithm with different input and output.
Owing to model orchestrators and API gateways, the proposed
architecture can coordinate the input and output of these sub-
tasks, as presented in 5.

Thus, each information extraction request was split into
five sub-requests, as shown in Fig. 6. On the left figure
(single request invocation), all models are blocked until the last
sub-task (post-processing) finishes, while on the right (multi-
request supports), models are free if they finish their jobs. (A
request n was split into five sub-requests (Req n.x); x denotes
the sub-task that corresponds to different steps of the proposed
method.)

We applied the FIFO (First In, First Out) technique to
handle multi-sub-requests. The complete architecture of our
system is presented in Fig. 5, which contains three layers and
is based on the virtual technique to maximize infrastructure
using, as follows:

• The orchestration layer contains the model orchestra-
tors that are responsible to coordinate different steps.

• The gateway layer includes different API gateways
that interact with the corresponding micro-services et
each step.

• The micro-services layer is composed of different
micro-services that support API to interact with mod-
els.
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Fig. 6. Single (a) and Multi Request (b) End-to-end Services.

• The infrastructure layer applied virtual techniques to
share physical hardware (GPU, CPU, and different
virtual GPU and CPU) among micro-services.

IV. EXPERIMENTS

A. Dataset

We used four datasets in this study, including two manual
(ID Cards and manually annotated text) and two synthetic
(synthetic image and text) datasets for training U-Net, VGG16,
and Rebia. The following steps were performed to prepare our
datasets:

• ID cards: we collected 3.256 Vietnamese ID cards
from volunteers and public images on the internet.
It contains 1.530 samples for the 9-digit card, 935
for the 12-digit card, and 783 for the new 12-digit
(since the chip-based ID card has just been released in
2021, in this study we focused only on the three other
cards). We then used the labelImg1 tool to annotate
this dataset.

• Synthetic images: we extracted ID cards from the
above dataset and randomly put them on background
images containing different objects (i.e., papers, busi-
ness cards, license cards, and so on). We thus gener-
ated a total of 60k synthetic images.

• Manually annotated text: We first applied the
CRAFT model on extracted ID cards to detect in-
dividual words. Next, Tesseract OCR was applied to
predict the text. Then, we developed a dedicated tool
to correct the texts manually, as shown in Fig. 7. This
process is illustrated as in Fig. 8, phase 3. Lastly, we
obtained a total of 400k manually annotated texts.

• Synthetic text: This dataset consists of more than
500k synthetic texts generated from popular Viet-
namese names, addresses, numbers, etc. We used a

1https://github.com/tzutalin/labelImg

Fig. 7. Dedicated Annotation Tool.

tool, namely Synthetic Data Generator2 to generate
this dataset.

For the manually annotated and synthetic text, we also
applied data augmentation methods to balance and increase
samples, including rotation, blur, noise, and so on. Finally, we
obtained a total of 8M samples. The first two datasets were
used to train U-Net and VGG16, while the last two datasets
were applied to train Rebia.

B. Model Training Setup

The proposed method is a continuous process, in which the
output of the previous step is the input of the subsequent step.
The used models should correlate with each other. Therefore,
we based on the previous model to train the next model.

As detailed in Fig. 8, the model training contains three
phases:

1) Phase 1 - Segmentation model training: we trained
and validated the U-Net model on ID cards and
synthetic image datasets.

2) Phase 2 - Classification model training: we used the
trained U-NET model to extract ID cards from the
first dataset and vertically align them. To preserve
consistency between the segmentation and identifi-
cation step, we combined these cards with those
manually extracted from the same dataset to train the
VGG16 model.

3) Phase3 - Recognition model training: similarly, we
used the trained VGG16 and CRAFT model to detect
and crop text areas. Based on these areas, we created
the manually annotated text (as presented in the
previous subsection). This dataset was then combined
with the systemic text to train the Rebia model.

All models were implemented using the TensorFlow
Framework 2.3.0 and Python 3.6.9, on an NVIDIA Tesla
K80 GPU with a 12 GB memory and an Intel(R) 2.3Ghz

2https://github.com/Belval/TextRecognitionDataGenerator
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Fig. 8. Model Training Setup.

Xeon(R) micro-processor. We used the following parameters
and techniques to train the models:

• To prevent bias, we divided all datasets into two sub-
sets for training (80% randomly sample) and testing
(20% randomly sample).

• For the loss function, we used a binary cross-entropy,
categorical cross-entropy, and attention loss function
to train the U-NET, VGG16, and Rebia models, re-
spectively.

• For the optimization, we applied an Adam optimizer
with β1 = 0.9, β2 = 0.999, and e = 10−7.
The initiated learning rate was 10−4, and a self-
adjusting learning rate technique (lr) to train U-NET
and VGG16; while, Rebia was used an Adadelta
optimizer with β1 = 0.9, rho = 0.95, eps = 10−8,
and lr = 1.

• To minimize the cost function, we applied a mini-
batch with a size of 192 for Rebia, 128 for U-NET
and VGG16.

• The early stop technique was employed to increase the
training speed and reduce over-fittings. It makes the
three models stop learning if they have reached their
maximum accuracy.

• The shuffle data were used, such that the models could
learn randomly and provide more objective results.
Before selecting the batches, we conducted a shuffling
process to balance the dataset, in which fifty percent
of samples were randomly chosen from each one.

After successfully training and validating the models, we
deployed the end-to-end method on the same hardware config-
uration. To support the proposed multi-layer architecture, we
implemented four Docker containers. Instance segmentation,

text detection, and text recognition were hosted by three sepa-
rated dockers, while both layout analysis and post-processing
were hosted by only one docker.

V. RESULTS AND DISCUSSION

Owing to the early stop technique, the U-NET and VGG16
training were stopped after 48 and 15 epochs, as shown in
Fig. 9a and 9b. The two figures also show that the gap
between training loss and test loss is tiny, which means that
the model operated accurately, without any overfitting. The
accuracy of U-NET and VGG16 is 94% and 99.5% on the test
set, respectively, as shown in Table II. For the Rebia model,
the training was converged at 60 epochs. The model achieves
a high accuracy of 98.3% on the validation test, as shown in
Fig. 11.

TABLE II. ACCURACY OF THE PROPOSED MODELS ON THE TESTING SET

Model Accuracy
U-NET (Segmentation model) 94.0%
VGG16 (Classification model) 99.5%

Rebia (Recognition model) 98.3%

Thanks to transfer learning, U-Net, and VGG16 mod-
els quickly reached a high accuracy after several initial
steps/iterations. They improved only 2 – 5% of accuracy during
the remaining time. It can be explained by the fact that the pre-
trained models were trained on a large dataset (the ISBI dataset
for U-NET, ImageNet for VGG16).

We used U-Net to segment the cards, as shown in Fig. 10.
The figure presents an example of using the U-Net model to
detect the binary mask of a 12-digit card. We then cropped
the card from background images and vertically aligned it, as
presented in Fig. 12.
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(a) U-Net model (b) VGG16 model

Fig. 9. Progress of Loss and Accuracy for Training and Testing U-Net and VGG16.

(a) Raw image (back of 12-dgit) (b) Binary image (c) Raw image (front of 12-digit) (d) Binary image

Fig. 10. Segmentation Step (a, b: the Back of a 12-Digit Card and Its Binary Image; c and the Front of a 12-Digit Card and Its Binary Image.)

Experimental results have shown that the proposed meth-
ods outperformed similar works in extracting information
from the Vietnamese ID card. At the pre-processing step,
our method (combination of U-Net, and traditional machine
learning) provides more stable results than the work presented
in [5], [34]. These methods usually work well in controlled
environments, e.g., enough light, clear cards [5], or existence
of four corners of cards [34]. For unstable environments, which
are very common in many practice applications, they failed in
pre-processing the input images, e.g., ID card detection and
classification. For this task, thanks to the U-Net model and
a rich dataset, our method can respond to unstable situations
with high accuracy of 94.0%.

The type of card is important information, but to our

knowledge, no existing works presented the way to identify
this information. Based on the VGG16 network, we can
classify different types of ID cards with high accuracy of
99.5%. Therefore, our method is capable to deal with input
images that have many ID cards. Furthermore, this information
was very useful at the post-processing step. Regarding text
recognition, we obtained a higher accuracy than recent works,
such as Hoai et al. [6] (98.3% compared with 89.7%) and Viet
et al. [35] (98.3% compared with 91%).

Besides, owing to the proposed multi-layer architecture, the
end-to-end method took an average of 2.5 seconds to extract
information from a raw image, as illustrated in Fig. 13. The
figure also shows a typical example of the input image that
contained similar cards, such as student, business, or license
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Fig. 11. Progress of Loss and Accuracy for Training and Testing Rebia Network.

(a)

(b)

Fig. 12. An Old ID Card before (a) and after (b) the Pre-processing Step.

cards. With the help of the trained models and algorithms, our
method can extract important information accurately.

VI. CONCLUSION

In this paper, we have presented an end-to-end method to
extract information from the Vietnamese ID card. The pro-
posed method contains three consecutive steps: Pre-processing,
text detection and recognition, and post-processing. Four neu-
ral networks were proposed and trained, which allows us to
extract information efficiently, including U-NET for segmenta-
tion, VGG16 for classification, CRAFT for text detection, and
Rebia for text recognition. We also applied a natural language
processing technique (the edit distance) and two image process
algorithms (Contour detection and Hough transformation) for
layout analysis, text correction, and card alignment.

In addition, a dataset including 3.256 Vietnamese ID cards,
400k manually annotated texts, and more than 500k synthetic

texts, was built to validate the proposed methods. We con-
ducted an empirical experiment on our self-collected dataset to
demonstrate the effectiveness of the proposed method, which
achieved a high accuracy of 94%, 99.5%, and 98.3% for
segmentation, classification, and text recognition. These results
indicate the promise of the proposed method in the information
extraction of similar semi-structured documents. In the future,
we will focus on the chip-based ID card and improve the
performance of our model, especially the text detector.
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Abstract—In the era of the fourth industrial revolution,
the rapid relay on using the Internet made online resources
explosively grow. This revolution emphasized the demand for new
approaches to utilize the use of online resources such as texts.
Thus, the difficulty to compare unstructured resources (text) is
urging the demand of proposing a new approach, which is the
core of this paper. In fact, text summarization technology is a vital
part of text processing, therefore. The focus is on the semantic
information not just on the basic information. It requires mining
topic features in order to obtain topic-words and topic-sentences
relationships. This automatic text summarization is document
decomposition according to relative entropy analysis; which
means measuring the difference of the probability distribution to
measure the correlation between sentences. This paper introduced
a new method for document decomposition, which categorizes
the sentences into three types of content. The performance
demonstrated the efficiency of using the relative entropy of the
topic probability distribution over sentences, which enriched the
horizon of text processing and summarization research field.

Keywords—Natural language processing; text summarization;
extractive methods; relative entropy

I. INTRODUCTION

At present, the rapid popularization of the Internet makes
resources explosively growth. On the one hand, rich informa-
tion resources bring great convenience. On the other hand, it
also makes people difficult to select suitable resources. From
the view of network information resources, the proportion
of unstructured resources has been growing rapidly, and the
processing of this type of data is more difficult compared
to structured data. A text is a typical unstructured data, its
effective analysis and processing has practical significance for
Internet users.

Text summarization technology is a very important part of
text processing. From a technical point of view, the techniques
based on slight semantic features are different from those
based on word features. The focus of this paper is not the
basic information that can be observed in the composition
of a document, such as words or sentences, but the deeper
semantic information behind. By mining topic features, we can
get topic-word features and topic-sentence features. Based on
the relationship between sentences, it is possible to measure
the ability to express the topic of a document, and then choose
a sentence as a text summarization.

In this context, this paper proposes a new method of
automatic text summarization based on relative entropy and
document decomposition. The relative entropy is used to

measure the difference of the probability distribution in order
to measure the correlation between sentences. Also, a new
document decomposition method is introduced for categorizing
sentences as three types of content.

The remainder of this paper is organized as follows. In
Section II, some important related works to text summarization
are presented. A brief review of the LDA model is presented
in Section III. Section IV is devoted to the presentation of
probability distribution of topics over sentences. An improved
sentence similarity calculation method is proposed in Section
V. In Section VI, a candidate abstract sentence selection
method based a greedy algorithm is proposed. The experimen-
tal results are presented in Section VII. Finally, Section VIII
summarizes this research work.

II. LITERATURE REVIEW

In the 1950s, the rise of statistics prompted the germination
of text summarization techniques, and statistical methods were
limited to the surface features of documents. For example,
according to the position of the sentence in the paragraph,
the position of the paragraph in the article, the word frequency
and the inverse text word frequency, the similarity between the
sentence and the title and other characteristics to evaluate the
importance of the sentence. Lunh [1] believed that words with
a large number of occurrences are relatively closely related
to the topic of the document, so the weight of words can be
calculated according to the number of times they appear in
the document, and sentence weights can be obtained based
on the weight of words. Select sentences with higher weights
as the abstract of the document. This idea has also become
a cornerstone of the subsequent development of text summa-
rization technology. Although the principle seems simple, the
implementation results have a high accuracy rate, even sur-
passing many later more complex algorithms. Later, Baxendale
[2] proposed that some summary words in the document also
represent the topic of the document and should be given a
higher weight. Edmundson [3] measures the importance of
sentences according to three factors: clue words, keywords,
and location, and selects sentences with greater weight as
abstracts. In statistics, text is a linear sequence of sentences,
and a sentence is a linear sequence of words. When analyzing
text, it can finally be attributed to the analysis of words,
and the weight of sentences can be obtained by analyzing
the characteristics of words. In recent years, the academic
community has further proposed methods based on integer
linear programming [4]–[6] and methods of maximizing sub-
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modular functions, which can consider sentence redundancy in
the process of sentence selection [7], [8].

In the 1990s, with the rise of the Internet, the number
of documents increased exponentially. At the same time, the
rise of machine learning has made great progress in natural
language processing, which has given new inspiration to text
summarization technology. On the basis of statistics, Kupiec
et al. [9] proposed a Naive Bayes classification model to
select document summary sentences. With the development
of machine learning, more advanced algorithms have been
applied to text summarization techniques, such as decision tree
model, hidden Markov model, conditional random field model,
neural network, etc. Conroy and O’leary [10] calculated the
correlation between words based on the hidden Markov model
and on mutual dependencies, Goularte et al. [11] used linear
regression model modeling, Svore et al. [12] proposed a neural
network-based abstract method. Machine learning methods
mainly focus on how to convert text summarization problems
into machine learning problems. Although the text summariza-
tion obtained by the machine learning method has achieved
good results, the lack of corpus in this aspect greatly restricts
the training effect. In some recent work, the summarization is
represented as a word or sentence level classification problem
based on neural network architectures, and it is addressed
by computing sentence representations [13]–[17]. Zhong et
al. [18] reranked extractive summaries using document-level
features.

A recent comprehensive and consistent review of text sum-
marization for papers published between 2008 and 2019 can
be found in Widyassari et al. [19]. Some in-depth investigation
and analysis of automatic text summarization techniques have
been provided by [20]–[22].

III. TEXT SUMMARIZATION BASED ON LDA MODEL

Since the LDA (Latent Dirichlet Analysis) [23] model was
proposed, it has been widely used in the literature. It can be
seen that the effect of the LDA model in the field of text topic
extraction has been extremely recognized, and it has become
a popular technology in the direction of text mining.

LDA is a hierarchical Bayesian model, in order to represent
topics in each document in the form of a probability distribu-
tion. It is a ”bag of words” model that treats the document as
a set of words. There is no order of words, each one in the
document is selected according to a certain probability from
the thesaurus of the input document topic.

From a topology perspective, the LDA model assumes that
the text consists of several randomly selected topics, and each
topic is expressed by several randomly selected words in the
corresponding thesaurus. This is an assumption that obeys
objective reality. Based on this document composition method,
the topic can be regarded as the probability distribution on the
vocabulary (topic-word), and the document can be regarded
as the probability distribution on the topic (doc-topic). This
assumption can also be applied to large-scale data processing,
that is, mapping documents to the subject space, so as to
achieve the effect of dimensionality reduction.

A. Model Solving

The solution for the LDA model is a very complex op-
timization solution process, and it is very difficult to solve
it optimally. For solving this model approximately, heuristic
methods are used. There are roughly three types: One is an
approach based on expectation advancement, one is based on
variational EM solving, and one is based on Gibbs sampling
[24]. Generally speaking, Gibbs sampling method is simpler
than the other two types and works well. Therefore, for most
computing tasks, this method is used to solve the LDA model.

B. Determination of the Number of Topics

A parameter that needs to be specified manually is the
number of topics in the training corpus. The determination
of the number of topics is a process of selecting models
corresponding to different numbers of topics, which is a
difficult problem to solve. There are generally two ways to
determine the number of topics:

1) Experience setting: In the process of text mining, the
corpus usually used as training needs to be relatively
comprehensive, and the corpus can be basically deter-
mined in several aspects. For example, it is known in
advance that these topics are about: culture, news,
sports, politics, entertainment, then the number of
topics can be clearly set to 5. However, for most of
the training corpus, it is not known in advance which
topics it contains, which requires repeated debugging
or the use of enumeration methods. Since there is
no model that can evaluate the results well, the de-
bugging process needs to observe the correspondence
between words and topics in the results to judge in
the way of human understanding, and then determine
a reasonable number of topics.

2) Perplexity-based determination method: This met-
ric represents the uncertainty in predicting data. If a
topic model obtains a low perplexity degree on the
test corpus, then the model is considered to be very
expressive, and the number of topics determined by
the model is considered reasonable.

The characteristic of the LDA model is that the more
accurate the model is, the narrower the scope of use is.
Therefore, for different corpora, the size of the number of
topics cannot be set completely by experience. Instead, the
number of topics is determined by two methods: experience
setting and perplexity calculation. The number of topics needs
to be continuously set, and the number of topics with the
lowest perplexity is taken as the training parameter.

IV. PROBABILITY DISTRIBUTION OF TOPICS OVER
SENTENCES

From the analysis in Section III, it can be seen that the
LDA model represents the document in the form of a topic by
representing the document as a certain probability distribution
of the topic. Similarly, the topic is also represented as a certain
probability distribution of words, thus forming a hierarchical
structure: document-sentence-topic-word. Since we know the
probability distribution of topic-words, we can use this hi-
erarchical model to calculate the probability distribution of
sentences-topics.
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In Arora and Ravindran [25], three methods (generative,
semi-derivative, and derivation) are proposed to estimate the
probability distribution of sentences given a topic based on a
hierarchical Bayesian model, and there is a strong assumption
about the calculation: All sentences of a document express
a topic, and each word in each sentence corresponds to only
one topic. The performance of these methods has been verified,
and in this paper, the derivation method with relatively good
performance is selected for improvement.

Let assume that Si (i ≤ length(D)) are the sentences in a
document D, Wj (j ≤ n, where n is the number of words) is a
word in the document, and Tk (k ≤ K, where K is the number
of all topics) are the topics contained in the document. We
calculate the probability P (T |S) of topic T given a sentence
S, thereby calculating the probability that the topic Tk belongs
to the sentence Si.

To find the topic probability distribution over a sentence,
it can be given by the Bayesian formula:

P (T |S) =
P (S|T ) · P (T )

P (S)
(1)

From the output of the LDA model, the topic probability
P (T ) of the document can be obtained, so that:

P (T ) =

K∑
k=1

P (Tk|D) (2)

For the probability P (S) of a sentence, it can be calculated
according to the words contained in the sentence. Similarly, it
can be calculated by the known P (Wi|S) as follows:

P (S) =

n∑
j=1

P (Wj |S) (3)

where n is le length of the sentence S.

In order to calculate P (S|T ), we assume that each sentence
in the document contains only one topic, and each word
expresses only one topic. Then, in the case of known topics,
we calculate the probability that the sentence belongs to each
topic.

From Arora and Ravindran [25], three methods are pointed
out for computing P (S|T ) for multiple documents. Since the
text summarization of a single document is similar to the text
summarization of multiple documents, we propose an explicit
improvement using partially generated derivation as follows:

P (Si|Tk) = P (D|Tk) ·
∑

P (Tk|Wj) (4)

where P (Si|Tk) represents the probability that sentence
Si expresses topic Tk; P (D|Tk) represents the probability
that document D generates topic Tk; P (Tk|Wj) represents the
probability that topic Tk generates word Wj .

From the Bayesian generation formula, the above formula
can be rewritten as:

P (Si|Tj) =
P (Tk|D)P (D)

P (Tk)
· P (

∏
Wj |Tk)

P (
∏

Wj∈Si
Wk)

=
∏

Wj∈Si

P (Wj |Tk) · P (Tk|D)∏
Wj∈Si

Wj

(5)

In order to calculate P (Wj), it can be calculated according
to the output data of LDA:

P (Wj) =

K∑
k=1

P (Wj |Tk) · P (Tk) (6)

Combining the above Eq. 1 - 6, we can get the represen-
tation of P (T |S) as follows.

P (Tk|Si) =
P (Tk|D)2

∏
Wj∈Si

P (Wj |Tk)

n∑
j=1

P (Wj |Si) ·
∏

Wj∈Si

K∑
k=1

P (Wj |Tk)P (Tk|D)

(7)

V. IMPROVEMENT OF SENTENCE SIMILARITY
CALCULATION METHOD

The goal of extraction-based text summarization is to use a
good method to calculate the weight of each sentence as a basis
for measuring their importance. Among several methods used
for automatic text summarization, machine learning methods
use sentences and words of documents as learning features.
Statistical methods measure sentence weights according to
word frequency, position of sentences in paragraphs, and
similarity of sentences and topics on words. In graph model,
the same words are used as the basis for establishing edges
between nodes (sentences). The vector space model uses the
words as the vector dimension, and each document forms a
matrix to calculate keywords through singular value decompo-
sition. All these methods build models based on the features
of sentences or words in sentences.

A big drawback of modeling based on word features is
that it cannot solve semantic associations well. Different words
may express the same topic. In this case, how to determine the
semantic association between words is a key point that needs
to be improved. The characteristics of topic model can just
make up for the shortcomings of the semantic relationship that
cannot be mined in word-based modeling. This paper combines
the characteristics of the topic model to calculate the similarity
of two sentences in the semantic dimension.

Combined with the computational model presented in Sec-
tion IV, the probability distribution of topic over sentence is
transformed into sentence-to-sentence, sentence-to-document
similarity through relative entropy, so the calculation method
of sentence weight is obtained.

A. Relative Entropy Definition

Relative Entropy (also known as Kullback–Leibler Diver-
gence, KLD for short) is a measure of the difference between
two probability distributions P and Q. It can be expressed
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in the form of DKL(P ||Q), where Q is the probability
distribution of theoretical data, as a measurement standard,
and P is the probability distribution of real data, as the
object of estimation. DKL(P ||Q) represents the loss, or dif-
ference, when fitting the probability distribution P of real data
with the probability distribution Q of theoretical data. The
biggest feature of relative entropy is asymmetry, that is to
say DKL(P ||Q) 6= DKL(Q||P ), and relative entropy does
not satisfy the triangle inequality relation.

In Shannon’s information theory, if the probability distri-
bution of the character set is given, then a way to encode the
character set with the least number of bits can be designed
according to this probability distribution. Assuming that the
character set is X , and the probability of one character x is
P (x), then the average number of optimally encoded bits of
character x is equal to the entropy set of the character set:

H(x) =
∑
x∈X

P (x) log

(
1

P (x)

)
(8)

On the same character set, there is also another probability
distribution Q(x), if the optimal encoding based on P (x)
is used to encode characters conforming to Q(x). Due to
the difference in probability distribution, the number of bits
required for encoding will be higher. In this case, the concept
of relative entropy is proposed, which measures the average
number of bits used to encode each character. According
to this relationship, the divergence between two probability
distributions P and Q is measured as follows.

DKL(P ||Q) =
∑
x∈X

P (x) log

(
1

Q(x)

)
−
∑
x∈X

P (x) log

(
1

P (x)

)
=
∑
x∈X

P (x) log

(
P (x)

Q(x)

)
(9)

Relative entropy is greater than zero and has a value of 0
if and only if the two probability distributions are the same.
From Eq. (9), it can be concluded that when the probability
distributions P and Q are discrete random variables, the
calculation method of relative entropy is as follows.

DKL(P ||Q) =
∑
x∈X

P (x) ln

(
P (x)

Q(x)

)
(10)

B. Application of Relative Entropy to Distance Metrics

Since relative entropy is based on a probability distribution,
it is tested against another probability distribution, and the
difference between test distribution and reference distribution
is not an absolute method to measure the distance, because it
does not have symmetry and transitivity.

It is generally believed that if the topic distribution on a
sentence is closer to the topic distribution on the document than
the topic distribution on other sentences is closer to the topic
distribution on the document, then it can be considered that
the ideas expressed in this sentence can more comprehensively

include the theme of the entire document. For a sentence, what
you want to get is the similarity of the sentence relative to the
article on the topic, without calculating the similarity of the
document relative to a sentence on the topic. Therefore, the
asymmetric nature of relative entropy will not have any effect
on the content that needs attention.

Based on the above ideas, the topic distribution on the
document is regarded as a theoretical probability distribution,
and the probability distribution on the sentence is regarded
as the actual probability distribution. Then, with the help of
relative entropy, a method to measure sentence similarity and
sentence weight is obtained.

The similarity between the topic probability distribution on
the sentence and the document can be expressed as:

DKL(P (T |Si)||P (T |D)) =

K∑
k=1

P (Tk|Si) log

(
P (Tk|Si)

P (Tk|D)

)
(11)

At the same time, the similarity of two sentences Sr and
St can be calculated:

DKL(P (T |Sr)||P (T |St)) = P (T |Sr) log

(
P (T |Sr)

P (T |St)

)
(12)

VI. SELECTION OF CANDIDATE ABSTRACT SENTENCES

The strategy usually used for the selection of the center is
to uniformly calculate the weight of the sentences in the doc-
ument. After the weights of all sentences are obtained, several
sentences with larger weights are selected as text summaries,
and then subsequent semantic modification is performed.

Although this strategy has the ability to better express the
main idea of the document, but through the understanding of
the writing characteristics, we can know that an expository
writing usually has some general statements to describe the
summary of all central points described in the document. Then
it will be expanded according to the specific content of each
center point, and this will be clearly explained. So, a document
can be seen as three levels of content:

1) The central sentence that describes all the ideas of
the document, referred here as the general thesis.

2) The general situation described by each central idea
of the document becomes a sub-thesis here.

3) Other auxiliary sentences describing each central idea
become general descriptive sentences.

For a good abstract, it should include two levels of content:
general thesis and sub-thesis, including sentences describing
all the central ideas of the document, as well as sentences
explaining what each central idea is, but not the content of
general descriptive sentences. That is, it does not include
examples or analytic sentences to demonstrate a central idea,
which are redundant information for the abstract.

We believe that this paper is the first work considering
the decomposition of sentences that constitute a document
according to three levels, by observing their characteristics.
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Three kinds of sentences make up a document: sentences that
express the general thesis (first-level sentences), sentences that
express the sub-thesis (second-level sentences), and general
descriptive sentences (third-level sentences). The sentences
describing the general thesis are concise and comprehensive,
including the most important topics of the document, which
appear most often in expository texts or news. It is the most
needed content in the summarizing task of this document. The
sub-thesis is used to illustrate or enrich the general thesis.
The topics of the general thesis are scattered and included in
different sub-theses, with relatively more length. It is usually
argued from several different aspects and is the composition
of an ideal summary. For general descriptive sentences, which
are the lengthiest and contain the largest number of topics but
are all irrelevant and don’t appear many times throughout the
document.

In order to select a sentence set that contains all the topics
of the document, that is, when selecting the general thesis
sentence and the sub-thesis sentence, it is only necessary to
consider the number of topics contained in the sentence. The
more topics are included, the more topics are included in
the candidate set. Although feasible, this method ignores the
importance of the narrative in the document itself.

For example, let a document containing only three central
ideas. The document introduces these three central ideas in
different proportions, respectively 20%, 30%, and 50%. If both
sentences contain these three topics, but the topic probability
distribution is different, one is 15%, 35%, 40%, and the other
is 40%, 30%, 30%. Obviously the first sentence is more in
line with the content of the document, and they state the
same central idea in ”similar” proportions. This coincides with
the application of relative entropy to the distance measure
mentioned above. Based on the concept of relative entropy, a
summary sentence that is more representative of the document
can be found.

A. Selection of Candidate Sentences for General Thesis

The first-level sentences are used in order to more accu-
rately clarify all the points of view in the document. Thus, it
is necessary to express more topics in a sentence as short as
possible, i.e. playing the role of an outline. These sentences
contain relatively few and important topics that will not only
appear in the general thesis of the document, but also in the
sub-thesis and general descriptive sentences. So, the number
of occurrences in the entire document will be much more than
other topics. The high frequency of such topics coincides with
the relative entropy characteristics introduced in Section IV.
Therefore, a strategy is proposed: For each sentence in the
document, the relative entropy of the probability distribution
between this sentence and the document topic is calculated.
If a sentence has a high degree of coincidence with the topic
of the document, it means that the content of its expression
is closer to the overall document. In this way, using relative
entropy, a sentence that is as similar as possible to the topic
of the document is selected as the sentence that expresses the
general thesis of the document. The implementation of this
strategy is presented in Algorithm 1.

Algorithm 1 General thesis candidate sentences selection
algorithm

Input: Document sentences S = {S1, S2, ..., Sm}; number of
abstracts L; number of topics K

Output: General thesis candidate sentences Θ
1: Candidate sentences set ψ = ∅; General thesis sentences

set Θ = ∅; Topics T = {T1, T2, ..., TK}; L = K
2: while i < m do
3: if length(ψ) < L then
4: ψ = ψ

⋃
Si

5: else if DKL(P (T |Si)||P (D)) < argmax(ψ) then
6: ψ = [ψ − argmax(ψ)]

⋃
Si

7: end if
8: end while
9: while |Θ| < K do

10: Θ = Θ
⋃

max(ψ)
11: end while
12: return Θ

The basic idea of Algorithm 1 is based on the greedy
algorithm. The most similar sentences to the topic of the
document are selected as candidate sentences. The process of
the proposed algorithm can be stated as follows.

1) First of all, it is necessary to determine the size of the
candidate sentence. Since the LDA model requires
the user to input the number of topics, and the
text summarization model requires the user to input
the number of abstracts, the size of the candidate
sentence can be jointly determined according to the
required number of abstracts and the number of topics
of the article. Here, it is set to be the same as the
number of abstract sentences, and further selections
will be made in the last step.

2) Based on the idea of a greedy algorithm, the topic
similarity of each sentence to the document (relative
entropy-based method) is calculated, and sentences
with a high degree of similarity with the document
topic are selected. If the number of current candidate
sentences is less than the target number, the current
sentence will be added. Otherwise, the sentence will
be used as a candidate sentence only when the current
sentence has a high degree of similarity with the topic
of the document.

3) Again, based on the greedy algorithm, from the
candidate sentences selected in the second step, the
smallest set of sentences that can cover all topics is
selected. We end up with the smallest set of sentences
that cover the most topics.

B. Selection of Candidate Sentences for Sub-thesis

Sub-thesis candidate sentences refer to a certain length of
description in a document in order to clearly describe a certain
point of view, and select sentences that can summarize the
sub-thesis. These sentences are sub-thesis candidate sentences.
A notable feature of sub-thesis writing is that each sentence
describing the relevant content expresses the same content to
a large extent, and the topics contained in the sentences are
basically the same. But it will also be mixed with some third-
level content, that is, general construction sentences, which
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will cause the deviation of the topic center. Therefore, how to
eliminate the influence of the topic of the general construction
sentence as much as possible, and choose the sentence that
really expresses the point of view, needs further analysis.

For a paragraph in a document that expresses a sub-thesis
as the object of analysis, in order to clarify an idea, it is usually
necessary to use other sentences to explain and supplement,
and usually the sub-thesis will appear in each sentence. For
example, for the paragraph analysis of a document during
the two sessions on ”people’s livelihood”, the author will
illustrate through examples of environmental protection, food,
safety, etc. Through the topic analysis of LDA, three topics of
environment, food and life will be obtained, and the most of
the content is related to the topic of ”life”.

Based on this writing habit, this paper proposes a selection
strategy of candidate sentences for sub-thesis based on topic
selection: Taking the paragraph as the basic unit of analysis,
after the LDA model analysis, the topic distribution of the
paragraph is obtained, and several topics with the highest
probability are selected as the target probability distribution.
After that, the relative entropy of each sentence with this
distribution is calculated. Then, the sentence with the smallest
entropy value is selected as the candidate sentence for sub-
thesis.

Algorithm 2 Sub-thesis candidate sentences selection algo-
rithm
Input: Document D = {C1, C2, ..., Cm}
Output: The sub-thesis candidate sentences θ

1: Abstract sentences set θ = ∅; Topics
T = {T1, T2, ..., TK}; L = K; Paragraph
Ci = {Si1, Si2, ..., Sim}

2: Divide sentences according to paragraphs, taking sentences
of the same paragraph as a unit of analysis

3: while i < m do
4: Count topics included in paragraph Ci

5: Calculate the probability distribution P (T |Ci) of the
topic on the paragraph

6: while j < length(Ci) do
7: if |θi| = ∅ or DKL(P (T |Sij)||P (T |Ci)) < value(θi)

then
8: θi = Sij

9: end if
10: end while
11: end while
12: return θ

In Algorithm 2, the input text D consists of m paragraphs
of text. For each paragraph Ci, first count the topics contained
in the paragraph and the probability distribution of the topics.
Then for each sentence Sij in the paragraph Ci, we calculate
the relative entropy of the topic probability distribution over
the sentence and the paragraph. If the paragraph Ci has no
candidate, that is, |θi| = ∅ or the current relative entropy is
greater than the relative entropy of the most similar sentence in
the paragraph, that is, DKL(P (T |Sij)||P (T |Ci)) < value(θi),
set the current sentence as the candidate center sentence of
the current paragraph, i.e. θi = Sij . In this way, until the
calculation of all paragraphs is completed, the sentence saved

in the θi array is the central sentence of each paragraph, that
is, the sub-thesis of the document.

VII. EXPERIMENTAL RESULTS AND ANALYSIS

The purpose of this experiment is to use the relative entropy
method on the basis of the topic model to verify the correctness
of the general thesis and sub-thesis summary methods, and how
to set the parameters to maximize their accuracy.

A. Dataset and Evaluation Method

This paper uses the NLPCC 2015 [26] corpus as the
experimental object. NLPCC2015 has three tasks. The third
one is to perform news text summarization task for Weibo.
The dataset consists of 250 news predictions that have been
sentenced, completely sourced from Sina.com. The model
training data uses the Internet corpus provided by Sogou Lab,
involving 1761 articles in 9 aspects of recruitment, tourism,
military, health, IT, sports, finance, market, and culture.

The evaluation method used for scoring is ROUGE [27]
adapted to Chinese1. It’s a recall-based calculation method
adopted by most works as an automatic evaluation tool for
the quality of text summaries. ROUGE measures the quality
of automatic text summarization by calculating the degree of
overlap between automatic summaries and expert summaries
on various evaluation criteria. Usually, the degree of overlap
between automatic summarization and expert summarization
in N -grams or the length of the maximum co-occurrence
subsequence is used. Among them, N = {1, 2, 3, 4}, indicating
the coverage ability of automatic summarization on the content
of expert summarization. It is generally believed that the 1-
gram-based ROUGE score (ROUGE-1) reflects the closeness
of automatic summarization and expert summarization [28],
while ROUGE-2 reflects the smoothness of automatic sum-
marization. The value range of the ROUGE score is [0, 1].
The closer to 1, the closer the automatic abstract to the expert
abstract.

B. Experimental Results

The LDA model is used for model training on the training
dataset. Since the main categories contained in the dataset are
known, the number of topics of the LDA model is artificially
set to 9. The output model of LDA is a two-dimensional array
representing the corresponding probability of word-topic.Since
the number of vocabulary is too large, the top ten words with
the highest probability under each category are selected for
display here. The output results are presented in Table I.

From Table I, we can see that the categories corresponding
to the nine topics are: recruitment, tourism, military, health, IT,
sports, finance, market, and culture.

1) Experiment of General thesis Abstract Method: Based
on the output results of the LDA model, Algorithm 1 is used
to extract the sentences expressing the general thesis in the
text, and compare the accuracy with the manual summary.
The accuracy of the result is only about 30%, and the effect
is very poor. Although there are many topics that may be

1All experiments were re-run by ourselves since our algorithm did not
participate in the NLPCC.
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TABLE I. SOME OUTPUT RESULTS OF THE LDA MODEL

Topic 0: Topic 1: Topic 2:

Major=0.0083278164279716
Student=0.007842661514385616
Work=0.00733710875165395
School=0.0062748712404097975
Education=0.005451361658338121
University=0.005270162961600818
Candidate=0.005198484819478605
Exam=0.005015208574173687
Occupation=0.0035060068912367887
Admissions=0.003493704451970437

Travel=0.013141023064702821
Visitors=0.004266203667474156
Culture=0.004019739964102812
City=0.0028504078737947554
World=0.00240451233961009
Travel agency=0.0021930419407089076
Chengdu=0.001931720410524329
Active=0.001658761327230168
Park=0.0016147225498504244
Passenger=0.0015058548118690985

USA=0.007125444347199101
Japan=0.004809696664837551
Plane=0.003791742025381582
Training=0.0037772489295390833
System=0.003626238305766903
Troop=0.003605801384330944
Military=0.0035635128929766818
Combat=0.0033607386032706472
Equipment=0.003248380941722047
Progress=0.0032425202170355927

Topic 3: Topic 4: Topic 5:

Hospital=0.0059093508141070915
Sohu=0.005476764815671471
Treatment=0.004703755393063685
Live member=0.00459868303471546
Patient=0.0031455965425699617
Health=0.0025964168608791265
Surgery=0.002488186684299358
Female=0.002363139272183045
Found=0.0022240460467755595
Occurrence=0.0021507363034214463

Computer=0.0020919139266127283
Internet=0.002007672796693706
iPhone=0.0017364146623097224
Index=0.0015133078417762656
Big data = 0.0013829300513194772
System=0.0013096471915589481
Mobile=0.001085641175064798
BAT=0.0010612095334178121
AI=0.001029019868443202
Understanding=9.899805996801138E-4

Match=0.00949530427474704
Team member=0.0036720771812709914
League=0.0032591843413982942
Team=0.0029232011897390537
Reporter=0.002426053667587339
Champion=0.0023930186697693075
Club=0.00237514767051908
Players=0.0022026031092450336
Final=0.0021788234475517664
Season=0.002021560606839102

Topic 6: Topic 7: Topic 8:

Company=0.01909300611739068
Shareholder=0.008083219805765936
Shares=0.006859302052065136
Ltd = 0.005513593668215
Investment=0.004954318183600884
Equity=0.004667721949358522
Item=0.004523799009845025
Securities=0.004491724613939593
Funding=0.004018111411489305
Reform=0.003952631004273419

China=0.009771496614544694
Company=0.007841044022748052
Market=0.007116032951475622
Enterprise=0.0067178444904189465
Development=0.006082827574448052
Current=0.0043594695781138115
Reporter=0.004117429660299634
Already=0.0037238429854752793
Product=0.003661836682905302
Country=0.003587531849997642

Interest=0.008119586724125997
Life=0.004442234745400481
Work=0.0037912371185839034
Child=0.0036027960884871127
Know=0.0033194226653292082
Problem=0.0031881717400462665
AC=0.0030608909613718408
Man=0.0030123506377184076
China=0.0027328446003346604
Culture=0.0026000345127893025

expressed in a document, most of them have nothing to do with
the main thesis expressed, so the topics in the document are
ordered in non-ascending order of probability, and the topics
with relatively small probability are gradually removed. The
relative entropy of the topic distribution in the document and
the topic distribution of each sentence is calculated, and the
accuracy is calculated for different reduction rates (the interval
between two reductions is 3%).

Observing Fig. 1, we can see that although there are
some fluctuations (caused by the reduction of the interval),
it can be observed that when the subject of a document is
reduced to between 26% and 33%, the accuracy rate is the
highest, that is, the calculation is performed at this time. The
resulting automatic summary is the most likely to be a manual
summary. Based on this conclusion, this paper sets the text
topic reduction rate as 30% as the calculation parameter for
the subsequent experiments.

The requirement of NLPCC2015 for text summarization
is for Sina Weibo [29]. Given a document, it needs to be
summarized into an abstract that can be used as a Weibo (up to
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Fig. 1. The Impact of Document Topic Selection Ratio on Abstract.

140 words), so the summary needs to be as short as possible.
This is in line with the concept of the general thesis presented
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TABLE II. ROUGE SCORE OF EACH ALGORITHM WHEN THE ABSTRACT
LENGTH IS 80

Algorithm ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L

WUST-1 0.563 0.322 0.234 0.189 0.624
WUST-2 0.572 0.331 0.239 0.191 0.631

Team-Best 0.542 0.312 0.229 0.178 0.610
FMAS 0.483 0.297 0.211 0.164 0.601

SentenceRank 0.470 0.308 0.226 0.175 0.598
GenSubE 0.571 0.328 0.232 0.198 0.637

TABLE III. ROUGE SCORE OF EACH ALGORITHM WHEN THE ABSTRACT
LENGTH IS 140

Algorithm ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L

WUST-1 0.586 0.395 0.275 0.206 0.650
WUST-2 0.599 0.409 0.290 0.218 0.653

Team-Best 0.587 0.413 0.264 0.212 0.639
FMAS 0.511 0.332 0.217 0.201 0.621

SentenceRank 0.535 0.386 0.283 0.207 0.582
GenSubE 0.532 0.351 0.254 0.203 0.631

in this paper. Our proposed algorithm (denoted GenSubE) is
compared to the following algorithms:

• SentenceRank [30]: It evaluates the importance of
sentences by measuring the relationship between them.

• Team-Best [25]: It’s based on a super-edge sorting
method, first find the subject word, calculate the
sentence weight, and then use the edge-based random
walk algorithm.

• WUST-1 and WUST-2 [26]: The best systems from
the NLPCC 2015.

• FMAS as the baseline on the dataset. It’s a pure
statistical-based summarization method, considering
TF-IDF (Term Frequency Inverse Document Fre-
quency), sentence position, sentence length, and sen-
tence similarity to calculate sentence weights.

The comparative results of the performance of the com-
pared algorithms are presented in Tables II and III in terms of
ROUGE evaluation indicators, when the target abstract lengths
are 80 and 140 characters, respectively.

From Table II, it can be seen that for the 80-word abstract,
the score of our proposed algorithm is almost similar as
the best competition algorithms (WUST-1 and WUST-2) with
the highest scores in the dataset, which are higher than the
commonly used SentenceRank algorithm and the statistics-
based FMAS algorithm. The ROUGE-1 evaluation index is
usually regarded as the best criterion for judging automatic
summaries and manual summaries. It can be seen that the recall
rate achieved on ROUGE-1 is close to the best results. On the
140-word abstract, in Table III, the results of our proposed
algorithm are not particularly outstanding. Only higher than
the FMAS algorithm, and there is no advantage in the ROUGE
score compared to the other text summarization methods. This
is because the sentences extracted by the general thesis abstract
method are usually not very long, usually only two sentences,
so it has a good performance on the 80-word abstract. In
the comparison of the 140-word abstract, it only maintains
an above-average level.

2) Experiment of Sub-thesis Abstract Method: In this sec-
tion, the general thesis and sub-thesis abstracting methods are
used, and only the 140-word text abstract task is compared
with other algorithms to observe the performance results.
Algorithms 1 and 2 are combined to extract the sentences
of the document’s general thesis and sub-thesis, respectively.
The performance of our method is compared with the other
summary algorithms on the 140-word summary task. The
performance results are presented in Fig. 2.

ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L
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Fig. 2. ROUGE Value of Each Algorithm when the Abstract Length is 140
Words.

Fig. 2 shows that after extending the length of the ab-
stract to 140 words, the score of our proposed method has
been greatly improved compared with the method of simply
extracting the general thesis. Compared with the SentenceRank
algorithm and the statistics-based FMAS algorithm, it has great
advantages in the all ROUGE evaluation indicators. The results
show that our algorithm outperforms the best competition
algorithms on all scores except on ROUGE-2 which is very
close. Compared with the general thesis method, the text
summaries obtained by the combined method have a great
improvement in sentence fluency and comprehensive coverage.
At the same time, compared with the other algorithms, it
has obtained better than the best competition algorithms. The
method proposed in this paper performs very well on the
NLPCC2015 dataset.

VIII. CONCLUSION

In this paper, we propose a new method for document
summarization. After processing the document through the
LDA model, the probability distribution of the word-topic can
be obtained. Firstly, we convert the probability distribution of
word-topic into the probability distribution of topic-sentence to
extract sentences in the document based on semantic analysis.
After that, in order to measure the relationship between two
sentences or sentences and document, relative entropy is in-
troduced to measure the similarity of two probability distribu-
tions. The relative entropy of the topic probability distribution
of the sentence over the document, and of the sentence over
the paragraph are calculated, respectively. The smallest entropy
value indicates that the difference is relatively small, and can
be used as the central sentence of the paragraph. Also, this
paper introduces a new document decomposition method based
on relative entropy analysis. Through experiments and analysis
on the NLPCC 2015 dataset, it can be known that when the
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number of document topics is reduced to 30%, the probability
distribution of abstract sentences and document topics are the
most similar. At the same time, the results obtained on the 80-
word abstract task and the 140-word abstract task are compared
with other method. The performance results demonstrated the
efficiency of using the relative entropy of the topic probability
distribution over sentences to measure sentence relations.
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Abstract—This paper deals with the problem of virtual ma-
chine placement in hybrid cloud situation from an economic
and QoS perspectives. Because excessive investment of resources
in cloud computing environment will result in resources waste,
and too few resources can generate QoS issues. This paper
uses a game theory model to describe the problem and find
the balance between these contradictions. Based on this model,
a virtual machine placement algorithm for scheduling virtual
resources is proposed. Compared to the traditional game theory,
our LBOGT algorithm proposes a game between tripartite sides:
users, individual providers and provider groups. Experiments
show that our proposed algorithm reduces physical machines
energy consumption by 6.16%, and increases by 10.6% in profit
provider under the premise of users’ QoS.

Keywords—Cloud computing; virtual machine placement; game
theory; quality of service; load balancing; energy consumption

I. INTRODUCTION

From the point of view of security and cost, if a small
and medium-sized enterprise only needs to meet the needs
of its internal personnel, and its business on the data center
does not need to be open to the public, this company can
build its own private cloud. However, sometimes high-intensity
workload for some reason can suddenly usher, and the local
private cloud resources cannot normally meet the needs of all
the new requests. At this time, the solution for this company
is to rent cloud resources from other cloud providers in order
to complete their tasks. In this way, the company uses both
its own private cloud and the public cloud of other providers,
thus combining into a hybrid cloud.

Over time, cloud computing develops more towards the
direction of hybrid cloud and cloud alliance [1]. A single
cloud provider is largely constrained by the market because
of limited cloud resources, limited market radiation range,
and limited system throughput. The cloud computing model
as an economic model is dependent on the market, so small
and medium cloud computing providers join forces with each
other to form an alliance [2], [3]. Due to the change of this
model, the game participants in the traditional game model
are limited to users or a single cloud computing provider,
and fail to reflect the collective interests of the entire hybrid
cloud, which is flawed from the perspective of game theory.
At the same time, as a hybrid cloud collective, it cannot reflect
the collective interests well. The income of a collective is not
simply to ensure the income of all the individual units to meet
the maximum collective revenue.

Therefore, this paper proposes an improved game theory
model: taking cloud computing users, a single cloud computing

provider, and an aggregate of multiple providers as game
theory participants, each representing its own interests. At
the same time, under certain conditions, the two are also
conflicting interests, and they need to fight for their own
interests through games. Among them, cloud users hope that
the response time of services is short and the quality of task
completion is high, so they need more cloud resources. From
the one hand, a single cloud computing provider hopes that its
own interests are high, so it needs to reduce the investment of
resources and maintenance costs. On the other hand, a provider
group hope that cloud users will be satisfied with the service,
and hope to increase the income of the entire group and reduce
expenditure.

To sum up, this paper focuses on developing a virtual
machine (VM) placement algorithm in a hybrid cloud environ-
ment. This scheme can describe the relationship between users,
cloud resource providers and hybrid cloud systems composed
of providers. The scheme comprehensively considers the QoS
requirements of users and the benefits obtained by the provider,
as well as energy consumption of the system. Finally, this
paper proposes a VM placement algorithm based on this game
theory to ensure user QoS and improve resource utilization.

II. LITERATURE REVIEW

From the perspective of providers and users, cloud com-
puting is a dynamic process, and its management is a very im-
portant issue. For cloud computing providers, the management
of cloud resources is very important for the 3 levels of services
(IaaS, PaaS, SaaS) to ensure service-level agreements (SLA)
[4], standardization, security, high availability, high energy
consumption ratio, and resources utilization maximization.

From user’s point of view, cloud computing services are
divided into two stages [5]. The first one is the pre-processing
stage, in which users are faced with the selection of cloud
computing services. The second stage is a stage of continuous
interaction with providers or cloud computing management,
where users need to monitor the performance of their own
services. Users will consider whether to continue to use the
service or purchase other services according to their own
evaluation results. User’s QoS and system performance are
considered by Calheiros et al. [6]. They designed a predictive
load balancing model using queuing theory, and the virtual
machine deployment is determined by using QoS target and
predicted load. Different QoS requirements analysis for various
users is provided by Xu et al. [7]. They proposed a multi-
dimensional QoS scheduling strategy based on multi-workflow
in cloud environment. According to this model, the task flow
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is scheduled to meet the preferences of different users. Starting
from the needs of users, Bardsiri and Hashemi [8] designed
various QoS indicators for service providers, and established a
user QoS evaluation model according to these QoS indicators.
The similarity of trustworthiness in the cloud environment is
studied by Pan et al. [9] to find trusted adjacent services and
predict missing QoS values by enhancing similarity of trusted
services. Recently, Farzai et al. [10] considered the bandwidth
as QoS indicator and proposed a hybrid genetic algorithm
for minimizing power consumption, resource wastage, and
bandwidth. The proposed method demonstrated high potential
of scalability for large problem instances. In order to meet QoS
requirements, Jing et al. [11] proposed a QoS-aware scheme
based on a Particle Swarm Optimization (PSO) algorithm.
Recently, Aloufi et al. [12] This paper discusses how cloud
computing provides users with QoS by presenting the concept
and characteristics of cloud computing and how machine
learning techniques can be applied to resource management. In
particular, this survey highlighted the advantages of utilizing
machine learning to schedule forthcoming requests in order
to achieve QoS and save energy. Edinat et al. [13] reviewed
several previously proposed models that have been utilized in
the literature to improve QoS and proposed a model based on
Deep Reinforcement Learning and an enhanced DRL agent.

Load balancing is a difficult and an important problem
in cloud computing. It’s directly affects resource utiliza-
tion, thereby affecting the profitability of cloud computing
providers. References [14], [15] used live migration of virtual
machines as an optimization goal to reduce energy consump-
tion. A multi-objective ant colony optimization algorithm has
been proposed by Fang and Qu [16] in order to balance
simultaneously the load among the physical machines and the
internal load of machines. Recently, a machine learning-based
approach has been proposed by Ghasemi and Haghighat [17]
for the same problem. A survey on load balancing algorithms
and their classification is provided by Xu et al. [18].

Currently, there are currently two main methods to reduce
the energy consumption of cloud computing: Dynamically
adjust power consumption of physical server CPUs to save
power; Turn off unnecessary services or energy-consuming
resources in the cloud computing system to save power. In this
way, Sotomayor et al. [19] suspended relatively low-priority
tasks to reduce power consumption. Chen et al. [20] proposed
power saving approaches by shutting down unnecessary virtual
machines according to server load balancing. Recently, energy
consumption in cloud computing environment has attracted
more researchers [21]–[25].

III. METHODOLOGY

A. Member Interests in Hybrid Cloud

Due to the internal heterogeneity of the hybrid cloud
system, resource management and scheduling difficulties of
this system are greatly increased. There are many different
cloud providers in a hybrid cloud system. After analyzing
users needs, it is also difficult for the hybrid cloud to submit
the analysis results to different providers. Furthermore, each
provider must satisfy user’s QoS requests. In order to ensure
these requests, it is necessary to limit or even reduce the num-
ber of user task requests per unit time. However, the reduction

of the number of processing tasks will reduce the profit of the
provider. To deal with this contradictory relationship between
user and provider, we need to build a game model.

This paper assumes that a provider in the hybrid cloud
virtualizes physical resources through the hypervisor, and
virtual resources will be provided to users in the form of virtual
machines. The provider accepts a user’s task application and
finds that the remaining local resources are not enough to meet
the user’s needs, and cannot suspend or close tasks and virtual
machines using local resources. At this time, the provider will
have to follow some scheduling rules. Forcibly shut down some
virtual machines, or the provider can transfer this local request
to other providers in the hybrid cloud through the hybrid cloud
management system, and use resources of other providers in
order to complete the local request by outsourcing [26]. The
final benefits are managed and distributed uniformly by the
hybrid cloud system.

B. Solution Design

Hybrid cloud faces security, price, benefit distribution and
other issues [27], [28]. To build a stable hybrid cloud system,
we first need to establish a stable provider portfolio, then con-
duct business modeling, and finally develop a virtual machine
deployment solution. Therefore, the design focus of this paper
is divided into three parts:

1) Hybrid cloud group member selection model: A sta-
ble system must be stable internally, and all internal
members of the system can bring benefits to the
group. Therefore, the benefits of members in the
group are greater than the benefits of running alone.

2) A game model: It is an economic model that can
reflect the interests of multiple parties, can quantify
and describe the relationship between QoS problem,
interest problem and energy consumption problem of
the hybrid cloud system. In addition, it can partici-
pate in solving the virtual machine deployment and
revenue problems of the hybrid cloud. This paper
adds a player to the traditional game-theoretic model,
the individual resource provider, in order to make
the model more flexible and able to safeguard the
interests of all providers.

3) A virtual machine placement algorithm: It’s an opti-
mization algorithm proposed according to the game
model. The purpose is to satisfy the user’s QoS and
improve resource utilization.

The overall design of the system is depicted in Fig. 1.

IV. GAME MODEL BUILDING

A. Metrics used by the Model

1) Stable Hybrid Cloud Membership - Pareto Optimization:
Pareto optimization is an economic concept proposed by the
Italian economist Vilfredo Pareto. Pareto optimization means
that there are no losers in a change in a model, and at least
one member can profit.

A cooperative game needs to meet a precondition, that
is, to follow the principle of Pareto optimization. For game
participants, the global benefit of the entire game must be
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Fig. 1. Hybrid Cloud Virtual Machine Deployment Diagram.

greater than the benefit obtained by each player acting alone.
Considering the stability of the hybrid cloud, there is a similar
nature. Members of a stable team portfolio will not gain higher
benefits if they leave the team to act alone or join a new team.

2) Hybrid Cloud Member Benefit Distribution Principle -
Shapley Value: Shapley value refers to the fair distribution of
the overall benefit according to the contribution value of mem-
bers to the group. The Shapley value of a member represents
the average expected contribution value of the member to the
group.

Let I = {1, 2, ..., n} be a set, any subset S of I corresponds
to a function V (S), if it satisfies:


V (∅) = 0

V (Si ∪ Sj) ≥ V (Si) + V (Sj)

Si ∩ Sj = ∅
∀Si, Sj ∈ I

(1)

Then [I, V ] is called the n-player cooperative game, and V
is the characteristic function of the game. V (S) is the payoff
of the cooperative strategy.

Here, Xi(i = 1, 2, ..., n) is used to denote the income that
member i in I should get from the maximum benefit V (I)
of cooperation, and X = (X1, X2, ..., Xn) is the allocation of
the maximum benefit in the cooperative strategy and satisfy:

n∑
i=1

Xi = V (I)

Xi ≥ V (i);∀i = (1, 2, ..., n)
(2)

Then, the Shapley value can be written as
X = (X1, X2, ..., Xn) where:

• Xi =
∑
s∈Si

W (|s|)[V (s)− V (s/i)]

• W (|s|) =
(n− |s|)!(|s| − 1)!

n!

• Si is all subsets of I that contain i

• |s| is the number of elements in the subset

• W (|s|) is the weighting factor.

Shapley value is used in this paper to measure the
provider’s contribution to the team, that is, how much the game
player can add to the entire team combination when the game
player joins the provider combination scheme. The higher the
contribution value, the higher the benefit value allocated to
the cloud provider. If the Shapley value is negative, it means
that the provider’s joining cannot increase the benefits of the
alliance, and its joining will not be considered. The Shapley
value of the cloud provider can be calculated by Eq. 3.

ϕi(v) =
∑
S⊆RP

|S|!(|RP | − |S| − 1)!

|RP |! [v(S ∪ {RPi})− v(S)]

(3)

where the cloud provider set is denoted by RP =
{RP1, RP2, ..., RPn}(n ∈ {1, 2, ..., N}), v corresponds to the
characteristic function V of the game in the Shapley value, and
the calculation method is shown in formula Eq. 4. A hybrid
cloud is defined as a combination of providers, denoted by S,
where S ⊆ RP and S > 1.

B. Principles of Member Selection in Hybrid Cloud

The cloud computing service provider in this paper is not
a single one, but a combination of several cloud computing
providers. The choice between a group of providers and a
single provider outside the group is a two-way street, with
a single provider choosing whether to join the group, and
the group considering whether to allow a single provider to
join. The specific selection model of a single provider is not
considered in this paper. This is because a single provider
considers whether to join or not, and needs to integrate its own
situation and whether the agreement between the two parties
is beneficial to itself. There are too many variables to discuss.
Therefore, the group composed of cloud computing providers
needs to be stable, and the average revenue of a single provider
is beneficial to the team, mainly satisfying the following points:

1) First, determine whether the resources owned by all
providers in the provider team can meet the con-
straints of the system on resources.

2) For all providers in the group, the benefits obtained
by joining the group must be higher than the benefits
obtained by operating alone. In this way, during the
operation of the group, no provider will consider
withdrawing the group, so that this group is a stable
combination.

3) If the team’s combination scheme is optimal, on
the premise of satisfying the above two points, a
combination of providers needs to be selected. The
average income obtained by this combination scheme
is the highest, which can not only satisfy resource
constraints and user QoS, but also guarantee the
maximum benefit of members.

Users need to pay according to their own tasks and QoS
preferences when purchasing cloud computing services. When
providers consider service pricing, they need to price each
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resource used by users separately. The final price is calculated
from the price of resources offered by a single provider.
The price of k-type resources in the hybrid cloud S can be
calculated by Eq. 2, where δ is a price correction parameter.

pricekS = eδ|S| · pricekp (4)

Let Rk be the number of various resources in a hybrid
cloud S, then the total profit profit(S) per unit time of the
cloud S can be calculated by Eq. 5.

profit(S) =
∑
k

pricekS ·Rk (5)

Assume a stable hybrid cloud combination scheme
S = {RP1, RP2, ..., RPS}, the physical machine of all avail-
able resources is {m1

1, ...,m
1
M1 , ...,mk

i , ...,m
S
1 , ...,m

S
MS},

a physical machine can be represented by mk
i , where

1 ≤ i ≤ Mk, Mk is the number of available
physical machines provided by the cloud provider RPk,
the remaining available resources on each physical
machine mk

i can be represented by a resource vector
#»

R(mk
i ). The tasks submitted by users {1, 2, ..., U} are

numbered from 1 to N , and each task corresponds to a
virtual machine. The set A = {A1

1, ..., A
u
x, A

u
y , ..., A

U
N}

represents all virtual machine allocation policies
of the resource scheduling center, where Aun =
(Aun(m1

1), ..., Aun(m1
M1), ..., Aun(mk

i ), ..., Aun(mS
1 ), ..., Aun(mS

MS ))T ,
Aun(mk

i ) = (aun1(mk
i ), ..., aun2(mk

i ), ..., aunZ(mk
i )) represents

the number of resources allocated to task n on the physical
machine mk

i .

C. Hybrid Cloud Group Member Selection Model

The cloud resource provider in the hybrid cloud is a set, and
there are multiple providers. Therefore, according to this set,
multiple different subsets can be formed. These subsets are
different composition methods of multiple providers, which
means that some providers can be included in the hybrid
cloud, and some cannot be included. So, we need to judge
which providers can be included in the hybrid cloud and bring
benefits to the whole. There are two main ways to judge:

1) Stability: A hybrid cloud is called stable, when
any provider in the hybrid cloud benefits more if it
leaves the cloud [29]. It can also be said that this
hybrid cloud is the best choice for this provider.
Generally speaking, the providers in a stable hybrid
cloud should be mutually beneficial, and the providers
should exist more in the form of cooperation rather
than competition, and their competitors are outside
the cloud system. A stable hybrid cloud should also
bring more user resources to all providers, and users
are more inclined to use the hybrid cloud rather than
the system resources provided by a single provider.
Fig. 2 shows the filtering process of a stable hybrid
cloud combination scheme, in which Pareto optimiza-
tion means that each member of the combination
scheme brings positive benefits to all other members.
At the same time, the income obtained in the group is
also higher than from not participating in the group.

Pareto optimization 

filter

Unstable combination Stable combination

Fig. 2. Filter a Stable Provider Portfolio.

2) Fairness: A provider in the hybrid cloud hopes
that the system is fair, which refers to the fairness
of processing user requests, that is, the fairness of
scheduling, and the fairness of benefit distribution.
Each member should be fairly assigned tasks, and
then the corresponding benefits should be distributed
according to the completion of the tasks. The distribu-
tion of benefits in this paper is based on the Shapley
value.

A hybrid cloud cooperation game can be expressed as
G = aP, v, where aP is all available providers RP in the
hybrid cloud, v is the characteristic function, for a provider
combination S. Then, this paper defines its characteristic
function as v(S) as follows.

v(S) =

{
0; (insufficient total resources)

profit(S); (total resources met)
(6)

When v(s) is 0, it means that the hybrid cloud combination
S is not feasible. Firstly, according to Eq. 6, we select
the provider combinations that satisfy resource constraints,
and then judge the overall benefits of these hybrid cloud
combinations. The final total benefit is uniformly distributed
by the contribution value calculated by the Shapley value. The
contribution ability of the provider, that is, the ratio of ϕi(v)
to the total contribution is the measure. Then, the benefit value
that each provider can obtain in the hybrid cloud combination
scheme S is calculated as follows.

valuei(S) =
ϕi(v)∑

RPx∈S
ϕx(v)

· v(S) (7)

The value of each provider’s benefits when not participating
in the group is:

valuei =

{
0 ; (Available resources meet demand)∑
k

pricekS ·Rk ; (Available resources don’t meet demand)

(8)

The hybrid cloud combination scheme S is said to be
stable, if valuei(S) > valuei; ∀RPi ∈ S

D. User QoS Indicators in Game Model

Since the primary goal of cloud computing services is to
ensure user QoS, it is necessary to model and evaluate user
QoS preferences. Therefore, the user QoS indicators in this
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paper consist of the following five elements: Response time,
cost, system availability, reliability and trustworthiness.

The user QoS indicators in a hybrid cloud environment
are represented by a vector {Q1, Q2, Q3, Q4, Q5}, in which
all QoS indicators are in the [0, 100] interval. Each indicator
corresponds to a weight, which is determined according to
the user’s QoS preference and the type of service purchased
when the user signs an SLA with the provider. The user’s
QoS preference and the type of service purchased will affect
the division of QoS indicators. The weight value of QoS is
also represented by a set of vectors {w1, w2, w3, w4, w5}.
Therefore, according to the above analysis, the overall QoS
index of the service purchased by the user can be expressed by
Eq. 9, where {q1, q2, q3, q4, q5} corresponding to the response
time, cost, system availability, reliability, and trustworthiness,
respectively.

QoS =

5∑
i=1

wi · qi (9)

One of the most important QoS indicators is service
response time [30]. The computation amount of a task can
be estimated from the task type submitted by the user and the
environment variables combined with the historical data. It is
then calculated according to the computing power PC(mk

i )
of the virtual machine assigned to the user. The response time
estimation for the user task is as follows.

RTn =
Wn

PC(mk
i )

(10)

From the user’s point of view, the shorter the response
time, the better. This paper unifies the response time q1 =
100 − RTn/Q1. It can be seen that the longer the response
time, the less q1.

From the provider’s point of view, the provider hopes to
maximize its own benefits, but high cost will affect the user
experience. The resource pricing in this paper is represented
by priceSk , from which the cost required by the user is:

Cost(rn) =

K∑
k=1

rnk · priceSk (11)

In this paper, in order to reflect the cost problem of the
provider, when the resource price is less than a certain value,
the user’s QoS experience is certain and will not increase
because of this. Therefore, the user service cost is divided into
two levels. In the interval [0,marku], the user QoS index q2 is
set to 100, and in [marku, Q2], the higher the service charge,
the lower the q2 value. The normalized q2 can be represented
by Eq. 12.

q2 =

100 ; if Cost(rn) ≤ marku
100− Cost(rn)−marku

Q2 −marku
; if marku < Cost(rn) ≤ Q2

(12)

Since there are no specific data studies on effectiveness,
reliability and trustworthiness in QoS, these three are not

studied in depth in this paper. The three settings are as follows:
The availability and reliability are mainly obtained by referring
to the running status of the server in the historical data. The
credibility can use the user’s historical evaluation and the
system itself to set the evaluation of the previous service
completion.

The above three parameters q3, q4, q5 give QoS ratings
respectively according to the evaluation results. Then, the three
indicators are unified according to the first two parameters,
respectively, corresponding to a certain value in the interval
[0, 100], representing the scoring result of this attribute.

E. The Proposed Game Theory Model

The game theory model in this paper mainly considers the
relationship between the following three in the cloud comput-
ing environment: cloud service users, a single provider, and a
group of multiple providers. The purpose of using game theory
is to use a model that can describe the interests of the three
parties at the same time. This model must be objective, and
can adapt to different applicable occasions through parameters
adjustments. For example, in some occasions, it favors user
QoS, and in some cases, it favors resource utilization, that
is, multiple providers. Based on the above analysis, the game
theory model in this paper establishes three optimization goals
according to three stakeholders: user QoS optimization, server
resource utilization optimization, and system maintenance cost
optimization.

According to the relevant introduction above, we first estab-
lish the resource constraints of a hybrid cloud combination, and
then establish the combination model of resource providers,
and calculate the optimal provider combination through the
constraints and the overall revenue value. Then a tripartite
game model is established to calculate the overall total revenue
of the system. The hybrid cloud game model in this paper
is represented by a quadruple {Players,Req,A, Utility} as
follows:

1) Players are players in the game, that is, users who
submit resource requests, the hybrid cloud, and the
providers in the hybrid cloud.

2) Req is the resource request matrix formed by the task
submitted by the user.

3) A = {Au|u = 1, 2, ..., U} represents the deployment
placement scheme of virtual machines allocated to
users in the system.

4) Utility is a global revenue function. The utility
describes the total revenue that can be obtained by
the entire system of a virtual machine deployment
solution. The larger the value, the better.

Utility is divided into three parts according to three stake-
holders, the first part is user QoS and has been introduced
above. Then, the calculation method of the revenue value
representing the resource utilization of the provider group is
introduced. For a stable provider combination S, there are
N tasks ready to be allocated at a certain time, and the
virtual machine resource vector corresponding to the task is
#»rn. The initial total resource vector on physical machine mk

i

is
#     »

TM(mk
i ), utl(m

k
i )

t (calculated as in Eq. 13) is the utilization
rate of resources of type t on physical machine mk

i , and
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the average utilization rate of the resources on the physical

machine is utl(m
k
i
)

t .

utl
(mk

i )
t = 1−

Rt(m
k
i )−∑

n
x
(mk

i )
nt

PMt(mk
i )

(13)

where Rt(mk
i ) represents the number of resources available

on physical machine mk
i , x(m

k
i )

nt is the number of resources
of type n allocated to the task on physical machine mk

i ,
and PMt(m

k
i ) represents the total number of resources t on

physical machine mk
i .

The portion of the global benefit that represents the
provider’s interests is:

MTi =

K∑
k=1

ωPk ·NP
k · valuePk (14)

where valuePk represents the unit price of the correspond-
ing resource, NP

k represents the usage of the corresponding
resource, and ωPk represents the price correction parameter of
the corresponding resource. So the global revenue of the game
is calculated by Eq. 15.

Utility = α·

N∑
n=1

QoSn

N
+β·

MN∑
y=1

MTy

MN
+(1−α−β)·

MN∑
i=1

utl(m
k
i
)

MN
(15)

where MTy is the revenue of a single cloud resource
provider.

In order to ensure the fairness of the three benefits, the
three parts of the above equation can be normalized. From
Eq. 15, it can be seen that the relationship between the three
optimization objectives can be balanced by adjusting the value
of the tripartite interest weights α and β.

V. VIRTUAL MACHINE PLACEMENT ALGORITHM

A. Load Balancing Optimization in Physical Servers

When a cloud computing system creates a virtual machine
on a physical server, because both are multi-dimensional
resources, it cannot guarantee that the proportion of virtual
machine resources matches the resource ratio of the physical
machine. For example, the CPU resources may have been
fully occupied by the virtual machine, but there are still a
lot of memory resources left; or the memory resources are
fully allocated but the CPU resources are still left. This part
of the remaining resources will not be able to continue to
be allocated, resulting in resource fragmentation and waste
of resources. Therefore, for the sake of load balancing, the
proportion of resources allocated to virtual machines should
preferably be similar, so that resource fragmentation is not easy
to generate. Thus, ensuring balanced operation of each physical
server, reducing energy and resource waste, and improving
utilization. Thereby, the system throughput can be increased
at the same cost.

Because cloud users have various needs, in general, cloud
resource providers will also provide virtual machine cus-
tomization functions for cloud users, so the virtual machine
requests of cloud users received by the hybrid cloud system
will be various. The proportion of various resources in the
machine is also uneven. First of all, if it is assumed that
the resource ratio of all virtual machines is the same, then
each physical server can ensure the load balancing of virtual
machine resources. Therefore, this paper proposes an algorithm
for load balancing optimization as follows:

1) When the hybrid cloud system is initialized, virtual
machines with large difference in resource ratio are
preferentially allocated, so that virtual machines with
different resource ratios can complement each other’s
deficiencies.

2) When the hybrid cloud is running, if there is a new
virtual machine assignment task, the Nash equilib-
rium of game theory is used to calculate whether to
start a new physical server or not.

3) When the hybrid cloud is running, if a virtual ma-
chine needs to be shut down, the Nash equilibrium of
the same calculation game theory determines whether
to carry out the migration work and migration target
of other virtual machines.

We calculate the average resources Res of physical servers
as a reference standard for the proportion of virtual machine
resources as follows.

Res = {PE,Mem,Store}T

=


n∑
i=1

PEi

n
,

n∑
i=1

Memi

n
,

n∑
i=1

Storei

n


T

(16)

where PE represents the number of processor cores corre-
sponding to the physical server, Mem represents the amount
of memory, and Store represents the number of external
storage memory. The amount of resources required by a virtual
machine can also be expressed as V Res.

The skewness of virtual machine resources is calculated
from the Euclidean distance between virtual machine resources
and physical machine resources as follows.

V V arit =

√
(V PEi − PE)2 + (VMemi −Mem)2 + (V Storei − Store)2

∀i = (1, 2, ..., n)
(17)

The first step of the optimization algorithm is initialization.
In this step, for each virtual machine to be created and its
corresponding candidate physical machine, the utility value
Utility is calculated and sorted. All physical machines are
initially marked as inactive. This optimization problem is
solved using a greedy algorithm. Assuming that an optimal
deployment scheme for n − 1 virtual machines has been
obtained, the optimal deployment scheme for the n virtual
machine is to find a corresponding running state physical
machine to ensure that the available resources are sufficient to
create the virtual machine, and the benefits value is maximized.
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The best physical machine that satisfies the conditions is
directly enabled at the beginning. After several iterations of
creation, the available resources on the best physical machine
selected may not be enough to create the n virtual machines.
At this time, the physical machine needs to make a decision,
to determine whether it is necessary to delete some received
virtual machines to make room to create new ones. The selec-
tion order is to delete from the maximum skewness between
the virtual machine resource type and the total resources of the
physical machine until the available resources are sufficient to
create a new virtual machine.

The decision on whether to choose to replace a virtual
machine is based on the utilization rate corresponding to the
least used resource type (Eq. 18) on the physical machine
before and after replacement. If the utilization rate increases
after replacement, it means that the replacement is beneficial
and the virtual machine can be replaced.

utl
(mk

i )
min = min

t
{utl(m

k
i )

t }

= min
t

1−
Rt(m

k
i )−∑

n
x
(mk

i )
nt

PMt(mk
i )


(18)

B. Algorithm Flow

Based on the above analysis, this paper proposes a game
theory-based load balancing optimization algorithm (LBOGT).
The idea of the algorithm: When placing virtual machines in
the hybrid cloud system, it first obtains the resource infor-
mation of the applied virtual machines from the application
list. Next, the resource skewness of each virtual machine is
calculated according to the resource information, and sorted
in descending order of skewness. Then, put them in the
vmlist table and wait for the system to schedule. The system
sequentially fetches the virtual machines to be scheduled from
the vmlist, and calculates the virtual placement position with
the greatest benefit according to the global revenue Utility.
When the virtual machine is placed, there may be insufficient
physical machine resources. At this time, calculate whether to
migrate the virtual machine according to Eq. 18. If the virtual
machine needs to be migrated, it is treated as a new virtual
machine to be deployed. Otherwise, apply for new physical
resources.

The detailed process of the LBOGT algorithm is given in
Fig. 3.

Begin
Get the VM

application form

Calculate
skewness and
sort vmlist

Get PM having
max(Utility)

Calculate the
revenue value
of each PM

Get VM having
max(vmlist)

Sufficient
resources ?

VM migration
algorithm

Deploy and
replace VM

Deploy VM Migrate ?

Request new
physical resource

Check VM
request form

Resources
application
successful ?

Insufficient
physical resources

End

Form empty?

No

Yes

Yes

No

Yes

No

Yes

No

Fig. 3. LBOGT Algorithm Flowchart.

VI. EXPERIMENTAL RESULTS

This section will validate the aforementioned provider team
member selection model and our proposed virtual machine
placement algorithm based on load balancing optimization
(LBOGT). This paper uses CloudSim [31] to build a cloud
computing simulation experimental environment, and uses
JAVA programming to test the algorithm. CloudSim is an open
and extensible simulation framework that integrates modeling,
simulation and experimentation into one cloud computing envi-
ronment for experiments. The physical machine configuration
in this paper is shown in Table I. Then, simulate 24 hours of
data from a hybrid cloud data center. Our proposed algorithm
LBOGT is compared to Inter Quartile Range (IQR), Median
Absolute Deviation (MAD), Static Threshold (THR) and Game
Theory (GT) algorithms.
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A. Selection of Hybrid Cloud Group Members

TABLE I. HYBRID CLOUD SYSTEM RESOURCE CONSTRAINTS

Attributes Ranges

Number of physical machines (host) [400, 1000]
Number of processor (CPU) cores [1600, 32000]

Processor (CPU) frequency [0.50GHz, ∞]
Physical machine memory size [6400GB, 128000GB]

Physical machine external memory size [400TB, 10000TB]

There are currently 5 providers to be selected. The proces-
sor of the providers are Intel Xeon of the following models:
E5-2620, E5-2603, E5-2609, E7-4807, E7-8837. The number
of virtual machine requests is 800, and other configurations
are shown in Table II.

TABLE II. THE CANDIDATE PROVIDERS OF THE HYBRID CLOUD SYSTEM

Provider Number of
CPU cores

CPU
frequency

RAM size External
storage

size

CPU unit
price

RAM unit
price

External
storage

unit price

Price
correction
parameter

δ

1 1680 2.10GHz 8960GB 560 0.01 0.004 0.06 1.02140275
2 1280 1.80GHz 10240GB 640 0.008 0.003 0.06 1.16487403
3 1560 2.40GHz 8320GB 520 0.008 0.002 0.07 1.05145024
4 1680 1.86GHz 8960GB 560 0.015 0.003 0.05 1.13123516
5 1920 2.66GHz 15360GB 480 0.015 0.004 0.05 1.19472345

Based on the constraints shown in Table I, the configuration
properties made up of all provider combinations are now
calculated. There are a total of 5 providers, excluding the 5
possibilities of a single provider, then a total of 26 different
provider combinations are possible.

From Table III, it can be seen that it is not that the
more providers, the greater the average revenue value. This
is because when a provider with a poorly configured physical
server joins, the team will have an evaluation of the newly
added provider’s configuration, and a poorly configured server
may affect all user experiences. Therefore, it is necessary to
select an optimal combination among all combinations. This
combination needs to meet the resource constraints of the
team, and the average host revenue should be the highest. The
average host revenue value refers to the team’s total revenue
evenly distributed to each host.

TABLE III. RESTRICTIONS RESULTS

Provider
combination

Total number
of hosts

Total core Total memory Total external
storage

Restrictions

1,2 600 2960 19200 1200 -
1,3 540 3240 17280 1080 Insufficient hosts
1,4 560 3360 17920 1120 Insufficient hosts
1,5 520 3600 24320 1040 Insufficient hosts
2,3 580 2840 18560 1160 Insufficient hosts
2,4 600 2960 19200 1200 -
2,5 560 3200 25600 1120 Insufficient hosts
3,4 540 3240 17280 1080 Insufficient hosts
3,5 500 3480 23680 1000 Insufficient hosts
4,5 520 3600 24320 1040 Insufficient hosts

1,2,3 860 4520 27520 1720 -
1,2,4 880 4640 28160 1760 -
1,2,5 840 4880 34560 1680 -
1,3,4 820 4920 26240 1640 -
1,3,5 780 5160 32640 1560 -
1,4,5 800 5280 33280 1600 -
2,3,4 860 4520 27520 1720 -
2,3,5 820 4760 33920 1640 -
2,4,5 840 4880 34560 1680 -
3,4,5 780 5160 32640 1560 -

1,2,3,4 1140 6200 36480 2280 -
1,2,3,5 1100 6440 42880 2200 -
1,2,4,5 1120 6560 43520 2240 -
1,3,4,5 1060 6840 41600 2120 -
2,3,4,5 1100 6440 42880 2200 -

1,2,3,4,5 1380 8120 51840 2760 -

In order to calculate the total revenue for each provider
group, firstly we calculate the pricing of all system resources
according to Eq. 4. The price correction parameter δ in the

formula are obtained according to the resource evaluation of
the resource provider as shown in Table II. The total value
of the group’s income is calculated by Eq. 5, and the final
calculation results are shown in Table IV.

TABLE IV. GROUP INCOME STATEMENT

Provider
combination

CPU pricing Memory
pricing

External
storage
pricing

Total team
revenue

Average
hosting
revenue

1,2 0.00982699 0.00377042 0.06587525 180.53017618 0.30088363
1,3 0.00934619 0.00313097 0.06721474 156.97679288 0.29069776
1,4 0.01189442 0.00373966 0.05892296 172.97365957 0.30888153
1,5 0.01432433 0.00452347 0.06056971 224.57098009 0.43186727
2,3 0.00882057 0.00287075 0.07155513 161.33542275 0.27816452
2,4 0.01173446 0.00344753 0.06367146 177.33228943 0.29555382
2,5 0.01448011 0.00426519 0.06553975 228.92960995 0.40880287
3,4 0.01108883 0.00277221 0.06476609 153.77890613 0.28477575
3,5 0.01365808 0.00383868 0.06694615 205.37622665 0.41075245
4,5 0.01589270 0.00426856 0.05802687 221.37309333 0.42571749

1,2,3 0.00933849 0.00326628 0.06821110 249.42119591 0.29002465
1,2,4 0.01118396 0.00365055 0.06291186 265.41806259 0.30161143
1,2,5 0.01301146 0.00421863 0.06412122 317.01538311 0.37739927
1,3,4 0.01079012 0.00322069 0.06357714 241.86467929 0.29495693
1,3,5 0.01253676 0.00390646 0.06491364 293.46199981 0.37623333
1,4,5 0.01408585 0.00421931 0.05916692 309.45886649 0.38682358
2,3,4 0.01058763 0.00304101 0.06667357 246.22330915 0.28630617
2,3,5 0.01249127 0.00373481 0.06809592 297.82062967 0.36319589
2,4,5 0.01416845 0.00403925 0.06254709 313.81749636 0.37359226
3,4,5 0.01363098 0.00371653 0.06321842 290.26411306 0.37213348

1,2,3,4 0.01048640 0.00329758 0.06534985 334.30908231 0.29325358
1,2,3,5 0.01189721 0.00380811 0.06636202 385.90640283 0.35082400
1,2,4,5 0.01315573 0.00404879 0.06223136 401.90326952 0.35884220
1,3,4,5 0.01279173 0.00379602 0.06270749 378.34988622 0.35693385
2,3,4,5 0.01277394 0.00366354 0.06515995 382.70851608 0.34791683

1,2,3,4,5 0.01224430 0.00373649 0.06437356 470.79428924 0.34115528

It can be seen from Table IV that the best combination
that meets the constraints is the provider combination (1, 4,
5). The revenue of the host unit reached 0.38682358, and the
average revenue of team members was the largest.

B. QoS Performance Test

The QoS performance test mainly compares IQR, MAD,
THR, GT and LBOGT algorithms. In the comparison process,
this paper sets the parameters α and β of Eq. 15 to 0.8 and 0.1,
respectively, which can clearly reflect the QoS improvement
of LBOGT algorithm. IQR, MAD, and THR algorithms are all
built-in algorithms in CloudSim simulation software, which are
used as reference in this paper.

THR algorithm is a short-answer threshold algorithm with
fast algorithm speed and poor optimization results. Since IQR
algorithm only tries to optimize the discrete degree of the
deployment results during the virtual machine deployment
process, the interquartile range of the deployment results is
as small as possible, so that the load balance of the virtual
machines can be guaranteed to a certain extent. IQR algorithm
is a rough state optimization of the overall result, it is not
specific to each physical machine, so the result is still far from
the optimal solution. MAD algorithm weakens the individual
extreme values in the deployment process, thereby ensuring
the load balancing effect of most virtual machines. It is a
deployment scheme that sacrifices a few and satisfies the
overall deployment scheme. MAD sacrifices the performance
of a few virtual machines. The optimization result also has a
certain distance from the optimal solution.
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Fig. 4. Task Response Time Comparison.

From Fig. 4, it can be seen that the response time of
LBOGT and GT algorithms is shorter, because compared with
other reference algorithms, LBOGT and GT consider all QoS
preferences of users, including five preference attributes of
QoS, so the response time is better. Compared to GT, LBOGT
increases the optimization of virtual machine deployment.
Therefore, the performance of LBOGT’s response time is
slightly better than that of GT, and the effect is increased by
2.3%, because the response time of the system to tasks when
there is not too much pressure is similar.
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Fig. 5. SLA Violation Rate Comparison.

From Fig. 5, it can be seen that the SLA violation rate
of the LBOGT model is 0.01% lower than that of GT model.
This is because when the virtual machine placement algorithm
is executed, there is an optimization process for LBOGT to
select a virtual machine. The algorithm first selects virtual
machines with larger resource skewness for deployment. In
this way, virtual machines whose skewness can compensate
each other can be deployed to a server as much as possible
during the deployment process, so that the server can achieve
load balancing. It reduces server resources waste, optimizes
resource allocation, and allows users’ tasks to be better exe-
cuted. The higher the value of α in the utility function (Eq. 15),
the higher the user’s QoS weight is, so the game model will
consider the user’s QoS more. The smaller the α, the higher
the individual provider’s income, because the provider and the
user have conflict of interest to a certain extent. The provider
expects low cost and high income, while the user expects low

consumption and high QoS. In the utility function, the lower
the α and β, the higher the resource utilization of the hybrid
cloud system, which can reduce resources waste and reduce
maintenance costs. The other three algorithms have higher
SLA violation rate values because they do not consider too
much user QoS.

C. Power Consumption Performance Test

Before testing the power consumption performance of the
LBOGT algorithm, it is necessary to set α and β parameters
of Eq. 15 to 0.1. The performance of the algorithms in term
of power consumption is presented in Fig. 6.
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Fig. 6. Power Consumption Comparison.

Fig. 6 shows that LBOGT has great advantage in power
consumption, saving 6.16% of energy than GT algorithm.
Because there is a virtual machine optimization selection
step in the process of LBOGT algorithm compared to GT.
The virtual machine deployment order can be optimized to
achieve better load balancing effect, thus reducing the waste
of resources. On the other hand, LBOGT considers that there
will be new requests during the operation of the hybrid cloud
system, so there will be dynamic addition of virtual machines.
LBOGT will also optimize the newly added virtual machine
requests, so it is also conducive to the best deployment.

In the following, it is the comparison of the benefits of
our proposed LBOGT algorithm and the traditional game
theory-based algorithm GT. The comparison here refers to
the income value obtained after pricing various resources
when modeling the provider’s interests. The income value is
not added to the unit when setting it. It is a relative value
and is used as the global income of the game theory. For
judgment and comparison, see Table IV for details. Since the
LBOGT algorithm has made improvements to the deficiencies
of GT algorithm in the management of virtual machines to be
deployed, and the provider’s profit has been considered when
formulating the global profit function of the game, it can be
seen from Fig. 7 that the improved LBOGT algorithm can
bring greater benefits. This benefit is more obvious when the
task request is larger. Indeed, when the number reaches 1600,
the benefit value increases by 10.6%.
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VII. CONCLUSION

This paper considers the problem of virtual machine place-
ment problem in hybrid cloud situation from the perspective of
economics and QoS. In order to coordinate user QoS and cloud
resource utilization, a game theory model of a three-party
game is established, and the relationship between the three
parties is reflected through a game’s profit function. Finally,
a virtual machine placement algorithm based on game theory
and load balancing optimization is proposed. The algorithm
mainly selects the virtual placement position through the game
theory revenue function, and optimizes the placement order of
the virtual machine through its resource application ratio. The
experimental results show that our proposed LBOGT algorithm
can coordinate and balance user QoS and cloud computing re-
source utilization. When the number of executed tasks reaches
1600, the cloud computing revenue is 10.6% higher than that
obtained by the traditional game theory method.

Several various adjustments, testing, and experiments have
been left to be completed in the future. More virtual machine
placement objectives can be investigated in the future, in
particular SLA-aware placement schemes.
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Abstract—Cloud computing is a dominant technology that
involves massive amounts of data storage and access via the
internet. Because there is a large amount of data stored in
data centers, it is critical to implement appropriate access
control mechanisms over data stored in a cloud. Today, there
are numerous access control mechanisms available to provide
confidentiality, privacy, and data origin authentication in a cloud
environment. The available access control techniques may have a
higher computational overhead and lack security concerns. In this
paper, we designed and implemented a privacy-preserving access
control in cloud computing using derived key identity-based
encryption. The proposed method may reduce computational
overhead while generating the key while also increasing the
robustness of cryptographic keys. During the key generation pro-
cess, the trusted key canter (TKC) is involved. The experimental
results show that the proposed method reduces computational
overhead and provides an easy way to implement an access
control mechanism in a cloud environment.

Keywords—Access control; cloud storage; confidentiality; data
origin authentication; key derivation

I. INTRODUCTION

The exponential growth of cloud services allows data
owners and cloud users to store and access large amount of
data in cloud data centers. When huge volume of data is stored
and accessed, raises number of security concerns. One of the
cloud’s security concerns is providing reliable access control
over cloud data. To improve data access control, a set of
access control mechanisms has been implemented. Identity-
based access control is a popular method for data owners to
store data in the cloud. In this mechanism, the cloud user
requests access to data from the cloud that has been uploaded
by the specific data owner. The data owner receives the user’s
request and generates the public key using the cloud user’s data
credentials. The user’s public key is used to encrypt the data,
which is then shared with a cloud user. The trusted key center
(TKC) is involved in the generation of the cloud user’s private
key using the TKC’s secret value and the user’s public key. The
first major concern with identity-based encryption is the higher
computational cost of obtaining the cloud user’s public and
private keys. The second major concern with this mechanism
is that data origin authentication may fail. In this context,
the proposed scheme is intended to reduce the limitations of
identity-based encryption while also addressing key robustness
effectively. The proposed scheme is purely based on Identity-

Based Encryption (IBE). In IBE approach, the data owner
encrypts the data using the public key which is derived from
cloud user and the decryption at the cloud user is carried out
using private key. The TKC is required whenever the private
key is derived. The IBE which simplifies the management of
public key certificates at the public key infrastructure (PKI) and
this can be the alternative approach to public key encryption.

However, one main important drawback of IBE is that the
computational overhead at key pair generation. The proposed
work definitely overcome the limitations of Identity-Based
Encryption. Instead of generating public-private key pair, pair
of secret keys are generated for encryption/decryption as well
as data origin authentication. The Trusted Key Center (TKC)
is involved for secure communication between the data owner
and the cloud user. The proposed approach can increase the
comparability of data sharing, cloud user authentication and
increases key robustness.

II. LITERATURE SURVEY

Khalid Albulayhi et al. [1] conducted an analytical review
on fine-grained access control mechanisms in cloud computing.
They have analyzed existing access control methods such
as traditional access control mechanisms (ACMs), encryption
based ACMs and the modern ACMs and their limitations in
the field of cloud computing to improve data access control in
the cloud environment. Ajay Kumar Dubey et al. [2] proposed
a attribute-based credit computation method to access the
data in a withe help of access control mechanism form the
cloud. Cloud services are essential and demanded in today’s
information technology for sharing and accessing data over
the internet. The primary responsibility of the cloud service
provider is to ensure the scalability, dependability, and security
of cloud data. This paper emphasizes on the working of
different types of access control mechanisms to control the
aceesing of data. An algorithmic namely crowd review and
attribute-based credit computation system has been proposed
and the cloudsim tool has been used for simulating the results
to demonstrate the credit value for the cloud environment.

Jialu Hao et al. [3] proposed a fine-grained attribute
hiding policy for cloud-based internet of things (IoT). The
attribute information is completely hidden using a random-
izable technique and a fuzzy-based Bloom filter mechanism.
A system has been proposed that achieves effective policy
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privacy preservation with the minimal storage and computation
overhead. According to the experimental results, valuable
attribute information is not disclosed to unauthorized parties.
Shengmin Xu et al. [4] proposed fine-grained bilateral access
control for secure cloud-fog computing. A new concept has
been proposed that is cloud-fog computing which allow them
to provide a variety of on-demand services over the network.
The identification and retrieval of useful data from a large
volume of cipher text data without the use of expensive
decryption mechanisms remains a difficult problem. A system
has been created that provides confidentiality as well as data
origin identification by utilizing a new cryptographic technique
known as matchmaking attribute-based encryption (MABE).

Sana Belguith et al. [5] proposed a privacy-preserving
attribute-based framework for cloud access control. To dis-
tribute keys among cloud users, existing cryptographic tech-
niques for access control impose a high computational cost on
the data owner’s site. A system has been created that com-
bines attribute-based encryption and attribute-based signature
mechanisms to allow the secure sharing of outsourced data
via the public cloud. Mahender Kumar and Satish Chand [6]
proposed a secure key issuing identity-based encryption in
a cloud environment. Because of the high cost of storage,
traditional public key cryptosystems are impractical in real-
time environments. To overcome the limitations of traditional
public key cryptography, the author has proposed a mechanism
for generating the user’s private key that eliminates the need for
a key generation center (KGC) and to secure communication
over a public channel, the ECC-based blind technique is used.

Shengmin Xu et al. [7] proposed fine-grained access con-
trol mechnism for dynamic groups in a cloud environment.
Cloud computing is a new trend in which users can store data
and access the data based on scalable on-demand services. At
the same time, cloud computing introduces numerous security
issues because cloud service providers (CSPs) doesn’t share the
same trusted domain for all the users. Yi Liu et al. [8] proposed
a secure and fine-grained access control mechanism for storing
electronic health care records in mobile cloud computing.
To access the e-health care records in a controlled manner,
the bilinear Diffie-hellman exponent assumption is used. The
simulation results have been generated and the model proved
to be suitable for mobile cloud computing.

Fangbo Cal et al. [9] conducted a survey on various access
control techniques to protect information and system resources
and to limit unauthorized users accessing information in the
cloud environment. The paper provides the summary of the
benefits and drawbacks of various access control mechanisms
and suggested some future research directions. Shivanna K
et al. [10] proposed a double encryption method for cloud
computing privacy preservation. The author proposed a double
encryption mechanism to improve the privacy of data stored
on cloud, one for storing data and the other for accessing data
from the cloud server.

Rashad Elhabob et al. [11] proposed identity-based encryp-
tion with an authorized equivalence test for cloud-aided IoT.
A system has been proposed to collect the data using different
sensors, encrypt the data and store the data on the cloud
and the identity-based encryption with authorized equivalence
test (IBE-AET) has been proposed to test the equivalence of
two messages encrypted with the same or different identities

and simulated the results and theoretical analysis has been
done. Kwangsu Lee [12] proposed a revocable identity-based
encryption method based on the subset difference method
rather than the complete subtree (CS) method. A system has
been proposed by combining identity-based and hierarchical
identity-based encryption.

Hongbing Cheng et al. [13] proposed a method for account-
able privacy preservation based on identity-based encryption.
The system architecture for accountable privacy preservation,
as well as a detailed security analysis, is presented. The system
is designed to defend against various types of attacks, and
the simulation results in increased efficiency. Chandrashekhar
Meshram et al. [14] proposed an identity-based encryption
technique based on fuzzy technique for data sharing in cloud
environment. To reduce key disclosure, a technique has been
implemented that protects against a chosen ciphertext attack
and a chosen sub-tree attack and it has the proficiency to
overcome the limitations of currently available methods in
terms of security and public key length.

Hua Deng et al. [15] [16] [17] proposed Identity-Based
Encryption for cloud data security with flexible data sharing
among the users. They proposed two different kind of algo-
rithms such as Identity-based Encryption (IBE) and Identity-
Based broadcast encryption (IBBE). The main aim of this work
is to tackle the critical issue of revocation of identity and
propose a revocable IBE scheme in the server-aided setting.
Nishat Farjana et al. [18] [19] [20] [21] secure identity-based
data sharing scheme for social networks in cloud computing.
The main aim of this scheme is to provide secure data sharing
over authorized users. This approach is able to resist the
keywords guessing attack as well as reduced computational
cost.

Sharma et al. [22] [23] [24] proposed a blochchain based
architecture using identity-based encryption. In today’s world,
blockchain and Internet of Things (IoT) are two dominant
areas of information technology. These technologies are widely
used in supply chain, logistic and automotive industry. They
proposed a blockchain technology in order to improve the data
sharing as well as security. The reliable sharing of health
records can enhance the treatment process with a help of
diagnosis accuracy, security and privacy. The architecture what
they developed is purely based on Identity-Based Encryption
(IBE) algorithm.

III. DESIGN CONSIDERATION

The proposed scheme is envisioned to ensure flexible
access control mechanism with reduced computational cost and
storage overheads. The scheme has the following notations and
their meanings as illustrated in Table I.

A. Design Goals

The proposed method can be summarized as the following
design goals:

1) The design of the system is to construct two distinct
secret keys from the single master key in which
SecKey1 is used to achieve data confidentiality and
SecKey2 is used to achieve data origin authentica-
tion.
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TABLE I. NOTATIONS AND MEANINGS

Notations Descriptions
MasKey1 Master key1
SecKey1 Secret key1
SecKey2 Secret key2
AuthTag1 Authentication tag1

AuthTag2 Authentication tag2
TKC Trusted Key Center
Stkc Secret value of TKC

X Original data
Y Encrypted data
E Encryption
D Decryption

HMAC Hash message authentication code
SHA1 Secure hash algorithm1

CSP Cloud Service Provider

2) The TKC (Trusted Key Center) is used for semi key
generation such that TKC has given an authority
to generate the SecKey2 for checking data origin
authentication.

3) The system is designed to construct the secret keys
using randomly selected characters from the master
key with the random bits that increases the key
robustness in such a way that adversary will not have
a chance to capture the copy of the master key or
even secret keys.

4) The SecKey1 will be sent to the cloud user from the
data owner in a secure channel and the SecKey2 is
generated by the TKC and the secrete key 2 will be
sent to the cloud user if required by the cloud user
to check the authenticity of the data owner.

IV. PROPOSED METHODOLOGY

From the point of view of the data owner, the following
points are considered:

1) The data owner must register with the CSP before
storing data in cloud storage.

2) The data owner derives the MasKey1 using standard
Blowfish algorithm.

3) Extract part1 and part2 of the MasKey1 and send
part2 to the trusted key center (TKC). The part1 of
the MasKey1 is retained its own.

4) Data owner computes SecKey1 using SHA1 hashing
technique and receives SecKey2 from the TKC and
encrypt the data using SecKey1 and perform the data
origin authentication using SecKey2.

From the point of view of the TKC, the following points
are considered:

1) If TKC accepts the credentials of the cloud user then
send those credentials to the data owner.

2) The TKC receives the part2 of MasKey1 from the
data owner, derives the SecKey2.

3) The part2 of the MasKey1 is concatenated with a
secret value Stkc known only by the TKC.

4) The SecKey2 is derived using SHA1 hashing func-
tion. The SHA1 algorithm takes input as a concate-
nated result and produces the 160 bit hash code.

5) The TKC sends secret key2 to the cloud user through
a secure channel if required by the cloud user to the
authenticity of the data owner.

Algorithm 1 Deriving Master key1 (MasKey1) at the data owner site
Input: Key generator algorithm (Blowfish)

Output: Master key1

1: generate key using Blowfish algorithm
2: initialize key with 128 bits
3: initialize master key1 (MasKey1) ← key
4: convert master key1 into a string
5: record master key1 for further processing

From the point of view of the cloud user, the following
points are considered:

1) Whenever the cloud user requested for accessing the
data from the CSP, cloud user identifies himself to
the TKC by presenting appropriate credentials and
request a SecKey1 that corresponds to the data
owner.

2) The cloud user receives the SecKey1 from the data
owner and decrypts the data.

3) The cloud user also receives the SecKey2 from
the TKC if required and verifies the data origin
authentication.

In the following section, a set of algorithms have been
proposed for accomplishing the privacy preservation using
entity-based key derivation. The parameters used for configur-
ing each of the algorithm are key generation, key derivation
and Trusted Key Center (TKC) for information exchange,
encryption/decryption and data origin authentication through
signature verification. However, each cloud user receives two
different secret keys in which one key is used for encryp-
tion/decryption and another key is used for data origin authen-
tication. The proposed system is designed in such a way that
two derived keys belongs to a specific user and those keys can
not be breakable by the unauthorized users.

At the data owner’s site, Algorithm 1 is designed to
generate master key1 (MasKey1). The standard Blowfish
algorithm is used to generate the master key1 of 128 bits.
This master key is converted into a string of characters that is
needed for subsequent processing.

The proposed work’s main goal is to extract characters
randomly from the MasKey1. Algorithm 2 is intended to
split MasKey1 into two parts, such as part1 and part2.
MasKey1 is initially made up of 128 bits, which are then
converted into 16 characters, each of which stores 8 bits of
data. In the first pass, extract 8 characters randomly from the
master key and store it in part1. Another set of 8 characters
are extracted randomly and store it in part2 in the second
pass. The data owner keep part1 for generating the secret key1
(SecKey1) and send part2 to the TKC to generate secret key2
(SecKey2).

Algorithm 3 TKC is used in the proposed work for semi-
key generation that is TKC receives the data credentials from
the cloud user such as user e-mail and contact information, and
then send the credentials to the data owner. The data owner
generates the SecKey1 using the standard SHA1 algorithm
which concatenates the part1 of the MasKey1 and the user
e-mail id and the output of the SHA1 function is 160-bit hash
code.

Algorithm 4 is used to derive secret key2 (SecKey2) at
TKC (Trusted Key Center). The TKC is only involved in

www.ijacsa.thesai.org 632 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

Algorithm 2 Extract part1, part2 from MasKey1 at data owner site
Input: MasKey1

Output: part1, part2

1: receives MasKey1 Algorithm 1
2: if MasKey1 is string then

compute length of the MasKey1

3: randomly extract half amount of the characters from
MasKey1 store extracted characters into part1

4: randomly extract half amount of characters from
MasKey1 store extracted characters into part2

5: part1 is kept in its own and part2 is sent
to the TKC for further processing

Algorithm 3 Derive secret key1 (SecKey1) at the data owner site
Input: part1, email-ID of the cloud user

Output: SecKey1

1: if TKC accepts the cloud user credentials then
2: TKC sends user credentials to the data owner
3: data owner computes string1 ← (part1 —— emailID)
4: compute SecKey1 ← SHA1(string1)
5: initialize SecKey1 ← 160 bits

generating SecKey2 using part2 of MasKey1 and secret
value Stkc. To generate SecKey2, the TKC receives the part2

of the master key from data owner and concatenates part2 with
Stkc value is know only to TKC. The SecKey2 is computed
using SHA1 algorithm, which takes input as concatenated
result and produces 160 bit hash code. The hash code of
160 bits is used as a SecKey2 which is used for signature
verification.

Algorithm 5 is designed for encrypting data at the data
owner’s site. The data owner encrypts the original data using
SecKey1 and generates encrypted data, which is then stored
in the cloud.

To perform a reliable communication in cloud comput-
ing, the data owner who stored data in the cloud must be
authenticated. Algorithm 6 describes the construction of the
authentication tag at the data owner’s site.

Algorithm 7 is designed for decrypting encrypted data
stored in the cloud environment at the cloud user site. To
decrypt the data, the cloud user must obtain SecKey1 from the
data owner. The cloud user decrypts the data with the SecKey1

obtained from the data owner.

Algorithm 8 describes signature verification via authenti-
cation tag at the cloud user site. Using SecKey2, the cloud

Algorithm 4 Derive secret key2 (SecKey2) at TKC
Input: part2, secret value of TKC (Stkc)

Output: SecKey2

1: receives part2 of the MasKey1 from the data owner
2: compute string2 ← (part2 —— Stkc)
3: compute SecKey2 ← SHA1(string2)
4: initialize SecKey2 ← 160 bits
5: establish SecKey2 to data owner for

signature computation
establish SecKey2 to the cloud user if required

Algorithm 5 Encryption (E) at the data owner site
Input: Original data (X), SecKey1

Output: Encrypted data (Y)
1: receives SecKey1 from the TKC
2: initialize SecKey1 for encryption and decryption of data
3: compute Y ← E(SecKey1 (X))
4: store encrypted data (Y) on CSP

Algorithm 6 Generate authentication tag at the data owner site
Input: Original data (X), SecKey2

Output: Authentication tag1 (AuthTag1)
1: receives SecKey2 from the TKC
2: initialize SecKey2 for data origin authentication
3: compute AuthTag1 ← HMAC(X, SecKey2)
4: store AuthTag1 on CSP

Algorithm 7 Decryption at cloud user site
Input: Encrypted data (Y), SecKey1

Output: Original data (X)
1: receives SecKey1 from the data owner via secure channel
2: compute X ← D (SecKey1 (Y))
3: utilize X

user can validate the data owner’s authentication. In this
case, the cloud user uses the HMAC algorithm to compute
authentication tag2 (AuthTag2) of the original data. The
HMAC algorithm takes original data and the SecKey2 as
input and produces the AuthTag2. The data owner receives
AuthTag1 from CSP and compares it to AuthTag2. If both
authentication tags are successfully compared, the cloud user
may confirm that data was sent by an authenticated party;
otherwise, do not.

1) Implementation: The proposed scheme is implemented
using a Java-based JSP web application. The scheme is being
tested in a physical cloud environment such as Amazon Web
Services. Device setup includes Tomcat 8.5 with Corretto 11
running on 64bit Amazon Linux 2/4.1.2.

V. EXPERIMENTAL RESULTS

The proposed scheme is based on the identity-based en-
cryption. The MasKey1 is generated using standard blowfish
algorithm and its size is 128 bits which is then converted
into 16 characters. In the first pass, 8 characters are extracted
randomly from the master key and store it in part1 and
in the second pass another set of 8 characters are extracted
randomly and store it in part2. The data owner keeps part1
for generating the secret key1 (SecKey1) and send part2 to
the TKC to generate secret key2 (SecKey2). The SecKey1

is generated by concatenating part1 of the MasKey1 and the
unique attribute of the cloud user which was collected by the
TKC and the concatenated result will be given as input to the
SHA1 algorithm and it produces 160 bit hash code. The hash
code of 160 bits is used for encrypting data at data owner side.
TKC generates the SecKey2 using part2 of MasKey1 and
secret value Stkc. To generate SecKey2, the TKC receives
the part2 of the master key from data owner and concatenates
part2 with Stkc value is known only to TKC. The SecKey2

is computed using SHA1 algorithm, which takes input as

Algorithm 8 Validate authentication tag at the cloud user site
Input: Original data (X), SecKey2

Output: True or False
1: receives SecKey2 from the TKC if required
2: compute Authentication tag2 (AuthTag2) such that

AuthTag2 ← HMAC(X, SecKey2)
3: receives AuthTag1 from CSP
4: if AuthTag2 == AuthTag1 then

return true ie authentication successful
5: else

return false ie authentication unsuccessful
end if
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concatenated result and produces 160 bit hash code. The hash
code of 160 bits is used as a SecKey2 which is used for
signature verification. The computation cost for generating two
secrete keys is reduced when compared to having two separate
master keys is shown in Table II. The memory requirement
also reduces when compared to the MasKey2 is shown in
the Table III.

The Fig. 1 depicts the time required to derive the
MasKey2 and the proposed method of key derivation.
The graphical representation demonstrates that the proposed
method has a low processing overhead when calculating the
key.

Fig. 1. Time Taken in ms (Master key2 vs. Proposed Method)

The Fig. 2 depicts the time required to derive the
MasKey1 and the proposed method of key derivation. In
this paper, the proposed scheme is compared to the existing
solution’s MasKey1. The Fig. 2 shows that the computational
cost of deriving the keys used in the proposed method is
significantly lower than the existing key derivation technique.

Fig. 2. Time Taken in ms (Master key1 vs. Proposed Method).

Memory utilization is also a major concern during key
generation in order to increase the efficiency of the cloud
environment. The Table III compares the proposed scheme’s
memory utilization in megabytes to existing cryptographic
keys such as MasKey1 and MasKey2. The Fig. 3 and 4
show a graphical representation of the memory utilization of

the proposed method of key derivation and the MasKey1. The
proposed method’s memory utilization of key derivation and
MasKey1 is nearly identical to the experimental data.

Fig. 3. Memory Utilization in MB (Master key2 vs. Proposed Method).

Fig. 4. Memory Utilization in MB (Master key1 vs. Proposed Method).

VI. EXPERIMENTAL ANALYSIS

The experimental analysis is made in this paper to tackle
the following issues:

A. Key Derivation

In this paper, a system is proposed for deriving secret keys
from a single master key, with the goal of limiting the number
of master key generations. Jialu Hao et al. [3]proposed a cloud-
based IoT device access control policy in which the author
considered the system public key, master secret key, and an
attribute set for generating the secret key. As the system public
key and master key are considered for key generation, the
computational overhead can easily increase. In this paper, we
designed an algorithm that generates secret keys from a single
master key in order to greatly reduce computational overhead.

B. Enhancement of Data Security

In the proposed system, we first computed a 128-bit master
key using the standard Blowfish algorithm. The secret keys
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TABLE II. TIME TAKEN (MS) FOR KEY DERIVATION (EXISTING VS. PROPOSED METHODOLOGY)

Sample MasKey1 (Blowfish Algorithm) MasKey2 (Existing: Blowfish Algo-
rithm)

SecKey1, SecKey2 derived from
MasKey1 (Proposed methodology)

1 0.234 0.269 0.159
2 0.232 0.279 0.143
3 0.263 0.259 0.214
4 0.263 0.235 0.130
5 0.147 0.212 0.130
6 0.224 0.250 0.134
7 0.219 0.224 0.112
8 0.208 0.227 0.142
9 0.221 0.231 0.106
10 0.224 0.204 0.100
11 0.220 0.266 0.088
12 0.203 0.206 0.087
13 0.198 0.231 0.110
14 0.171 0.215 0.118
15 0.176 0.203 0.085
16 0.173 0.201 0.083
17 0.185 0.185 0.083
18 0.202 0.177 0.078
19 0.190 0.173 0.078
20 0.183 0.212 0.111
Avg. 0.206 0.222 0.114

TABLE III. MEMORY UTILIZATION IN MEGABYTES (EXISTING VS. PROPOSED METHODOLOGY)

Sample MasKey1 (Blowfish Algorithm) MasKey2 (Existing: Blowfish Algo-
rithm)

SecKey1, SecKey2 derived from
MasKey1 (Proposed methodology)

1 9.247 9.255 9.259
2 8.685 8.466 8.475
3 8.395 8.404 8.405
4 8.399 8.396 8.407
5 8.412 8.575 9.057
6 8.402 8.398 8.413
7 8.594 8.403 8.415
8 8.425 8.414 8.425
9 8.602 8.597 8.424
10 8.420 8.416 8.431
11 8.604 8.414 8.423
12 8.602 8.599 8.601
13 8.600 8.424 8.422
14 9.072 8.432 8.432
15 8.434 8.431 8.430
16 8.620 8.433 8.441
17 8.623 8.436 8.440
18 8.445 8.440 8.443
19 8.441 8.447 8.450
20 8.553 8.558 8.568
Avg. 8.578 8.496 8.518

are derived from the master key by using randomly selected
characters, the cloud user’s data credential, and the trusted
key center’s secret value. During key generation, the SHA1

hashing technique is used to generate a 160 bit hash code,
which is then used as a secret key1 and secret key2. In this
context, the secret key size is increased from 128 bits to 160
bits, which improves data security because increasing the key
size automatically improves data security.

C. Semi Key Generation

The trusted key center (TKC) is involved in this paper
for semi key generation in collaboration with the data owner.
The TKC is only in charge of creating the secret key2,
which is only used for data origin authentication via signature
verification. The TKC does not have complete control over the
generation of secret key1.

D. Key Robustness

The main goal of this paper is to improve the robust-
ness of the derived keys. The system is designed in such a

way that secret keys are generated using randomly selected
characters and the cloud user’s credential. In this context,
the randomly selected characters and cloud user’s credential
should be required whenever the adversary attempts to crack
the secret key. Even if the adversary captures the e master
key, extracting the actual random characters for the next time
is extremely difficult. Table IV shows a functional comparison
of the proposed method with related research work.

VII. CONCLUSION

The proposed method has been put into practice in order
to improve computational efficiency and data origin authenti-
cation. In order to increase the computational efficiency, secret
keys are derived from the single master key so that processing
overhead of key derivation is comparatively less compared with
another master key. The trusted key center (TKC) is involved
in the proposed method for secure communication between
data owner and cloud user. The TKC play a major role for
key generation and key establishment. The TKC validates the
data credentials of the cloud user and the unique identity of the
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TABLE IV. FUNCTIONAL COMPARISON

Parameters Jialu Hao et al. [3] Sana Belguith et al. [5] Mahender Kumar et al.
[6]

Rashad Elhabob et al.
[11]

Proposed Method

Flexible Access Control Yes Yes Yes Yes Yes
Privacy policy Yes Yes Yes Yes Yes
Computation cost for key
derivation

High High High High Low

Non-Repudiation No No No No Yes
Storage overhead for key
derivation

High High High High Low

Key robustness Medium Medium Medium Medium High

cloud user is sent to the data owner to derive the secret key1
in order to provide the confidentiality. This leads to identity
based key derivation that reduces the unauthorized access. It
means that secret key1 generated for a specified user will
not be used for another cloud user. At the same time the
secret key2 has been generated by the TKC for data origin
authentication. Since, the TKC is a trusted third party so that
entire control for secret key2 generation is handed over to the
TKC can able to make a mutual authentication between data
owner and cloud user. The experimental results are compared
to existing solutions, and the proposed scheme is capable of
being deployed in a real-world cloud environment.

Compliance with Ethical Standards
The proposed methodology is designed under the guidance

of eminent personalities and it is found that the proposed
methodology is not available in the prior art search.
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Abstract—Matched field processing technology (MFP) is a
general passive localization method for underwater sound source
due to its advantages in ultra-long distance positioning. In
this paper, assume the total number of hydrophones remains
unchanged, a single hydrophone array is divided into multiple
hydrophone sub-arrays for independent positioning, and the
positioning results of sub-arrays are fused to reduce the impact
of noise and improve the robustness of the positioning system.
Based on the traditional Bartlett processor, we derive the formula
for average positioning error which varies with signal to noise
ratio (SNR) and the number of hydrophones. The formula is used
to decide the optimal structure of sub-arrays, i.e., the number
of sub-arrays and the number of hydrophones in each sub-
array. Experiments and simulations proves that multiple sub-
arrays can improve the positioning accuracy compared with the
single hydrophone array in the noisy environment. The average
positioning errors produced by the experiments are consistent
with the numerical ones based on the theoretical analysis.

Keywords—Matched Field Processing (MFP); hydrophone ar-
ray; source localization; underwater acoustic

I. INTRODUCTION

After decades of development, underwater acoustic po-
sitioning technology is the primary means for underwater
positioning and tracking in various applications and fields.
Underwater positioning can be divided into active and passive
positioning. Active positioning usually can be categorized into
three basic techniques: ultra short baseline location (USBL),
short baseline location (SBL) and long baseline location
(LBL). Those techniques can be combined to create complex
positioning system including long ultra short baseline location
(LUSBL) and short and long ultra short baseline location
(SLUSBL), etc. Passive positioning implements the positioning
by processing noise or signal generated by the target source
without actively generating wave; thus it can achieve high
concealment. Passive positioning mainly includes four meth-
ods: ternary method, target motion analysis (TMA), matched
field processing (MFP) and focused beamforming. In various
underwater positioning methods, MFP takes advantages of
the characteristics of acoustic field propagation to obtain the
source position, and it is an important means of underwater
long-distance positioning, particularly for ultra long distance
positioning.

Matched field processing technology is a general means
of underwater passive positioning due to its advantages in
ultra-long distance positioning. Considering the marine en-
vironment parameters and acoustic communication channel
characteristics, MFP estimates the acoustic field amplitude and
phase of receive array by using the underwater acoustic field

model. The amplitude and phase estimates form replica vectors
which is matched with receiving data in hydrophone arrays.
This realizes the passive positioning of underwater targets and
accurate estimation of marine environmental parameters.

The waveguide propagation theory is applied to underwater
acoustic propagation analysis by Clay in 1966 [1], and it is
widely used in MFP [2–6]. The positioning error are mainly
produced by environmental mismatch and underwater noise.
Inaccurate environmental parameters will cause errors in sound
field calculation, resulting in positioning errors [7–11]. When
the noise power is high, the signal to noise ratio(SNR) of the
receiving signal will reduce, and the positioning error will
increase. Debever et al. designs a coherent wide-band white
noise constrained processor to reduce the effect of noise on
the positioning [12]. Collins et al. proposes a processor to
eliminate the noise in the signal [13]. Lee et al. investigates
a robust adaptive positioning algorithm used in shallow water
[14]. Seong et al. designs an optimal processor for motion
source localization with correlation noise based on the normal
mode propagation mode [15].

Single array MFP is evolving into multiple array MFP.
Nicholas et al. studies the performance of coherent and in-
coherent positioning with underwater L-shaped array which
consists of a horizontal and a vertical array. The results show
that coherent and incoherent positioning results are not of
much difference [16]. Zurk et al. uses the received signals
at three vertical arrays in Santa Barbara Channel Experiment
(SBCX) to localize the mobile source with known motion
information which is obtained through adaptive MFP algorithm
[17]. Tollefsen et al. designs three different processors for
multi-array MFP, and proves that coherent processor can
achieve the best performance when the synchronization error
is small [18].

The design of hydrophone array involves multiple aspects.
Tracey et al. discusses the prediction of the sidelobe level of
matched results in conventional MFP, and proposes a method
to analyze and predict the relationship between the output
power distribution of traditional MFP fuzzy surface and array
aperture [19]. Bogart et al. investigates the MFP performance
of several horizontal line array apertures and compares to a full
water column vertical array in a simulated range-independent
shallow water environment [20]. It is demonstrated that a
horizontal array of sufficient length can equal or exceed
the water column vertical array in range–depth localization
performance. Tantum et al. proposes a general guideline for
designing matched field processing arrays using normal mode
propagation model, and evaluates the performance of various
line array configurations [21].
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Compared with single array, multiple sub-arrays structure
can improve the robustness of the localization system in
dealing with environment mismatch and large noise. Due to
sound directivity, if only one array is used for positioning,
the positioning result may have a large error when the array is
located at the direction where the received sound signal is with
low energy. However, when multiple arrays are used, certain
arrays may be in the direction where the received sound signal
is with high energy even if some arrays are receiving low-
power signals. The underwater white noise can be considered
almost equal at different positions. We use the received SNR as
the weighting coefficient in the final positioning result fusion,
and the positioning error will be reduced. When the power of
the sound source is low which yields a low received SNR, the
positioning accuracy yielded by multiple arrays is higher than
that of single array.

In this paper, we propose multiple sub-arrays joint po-
sitioning method. Assume the total number of hydrophones
remains unchanged, a single hydrophone array is divided into
multiple hydrophone sub-arrays for independent positioning,
and the positioning results of sub-arrays are fused to obtain
the sound source location. This will reduce the impact of noise
and improve the robustness of the positioning system. Based
on the traditional Bartlett processor, we derive the formula
for average positioning error which varies with SNR and the
number of hydrophones. The formula is used to decide the
optimal structure of sub-arrays, i.e., the number of sub-arrays
and the number of hydrophones in each sub-array. Experiments
and simulations proves that multiple sub-arrays can improve
the positioning accuracy compared with the single hydrophone
array in the noisy environment. The average positioning errors
produced by the experiments are consistent with the numerical
ones based on the derived formula.

The remainder of this paper is organized as follows. Section
II introduces the system model of traditional MFP and the
signal propagation model. In Section III, the positioning prin-
ciple of multiple sub-arrays are introduced. In Section IV, the
formula that the average positioning error varies with different
hydrophone allocation methods is derived. Section V presents
the performance of multiple sub-arrays joint positioning by
underwater real data and simulations, and Section VI concludes
this paper.

II. SYSTEM MODEL

Matching field processing is a general technology for long-
distance underwater positioning. Its principle is to match the
actual signal received by hydrophones with the acoustic field
which is calculated at the position of hydrophone array. The
position with the largest matching result is considered to be
where the sound source is located.

The matching result of traditional processor is the power
weighted sum of each hydrophone,

Ba (x) =
1

L

L∑
l=1

|W (x, l)
H
Y (xR, l) |2 (1)

where L is the number of segments selected for matching at
the receiving hydrophone; x = (r, h) is the position point to
be matched, where r is the horizontal distance between the
sound source and the array, and h is the depth of the sound

source, W (x, l) = G(x,l)
|G(x,l)| is the weight of the sound pressure

calculated by using the underwater acoustic channel model,
where G(x, l) = (g1(x, l), g2(x, l), ...gN (x, l))H . gi(x) is the
sound pressure received by the ith hydrophone when the sound
source transmits the signal in unit power, and N is the number
of hydrophones. Y (xR, l) is the actual received signal,

Y (xR, l) = (1 + J)PsG(xR, l) + T (2)

where J is the attenuation factor of the acoustic sig-
nal in the propagation channel; Ps is the power of
the source; xR represents the sound source position.
T is the additive white Gaussian noise, and T =
(N1(µ1, σ

2
1), N2(µ2, σ

2
2), ...NN (µN , σ

2
N ))H . It can be consid-

ered that the additive noise in each hydrophone follows the
same Gaussian distribution N(µ, σ2), where µ can be regarded
as 0.

In the actual marine environment, the underwater noise
may be large, and when the transmitting power of the sound
source is low, the SNR at the receiver will be low. In ad-
dition, most underwater sound sources are mobile, and the
transmission power of the source in a certain direction is high,
and it is low in other directions. Therefore, when the sound
source is in the moving state, if the sound wave propagation
direction of the source changes, the SNR of some positions at
the receiver may reduce, which may result in serious deviation
of the positioning result.

In this situation, dividing a single array into multiple
independent arrays and implementing jointly localization will
improve the positioning accuracy. When the hydrophone arrays
are placed in different positions, the hydrophone arrays with
low SNR will be assigned a lower weight in deciding the
location of sound source. This will reduce the environment
influence, particularly in low SNR scenario, and improves the
fault tolerance of the system.

III. MULTIPLE SUB-ARRAYS JOINT LOCATION

Compared with the single array, the advantage of multiple
sub-arrays joint localization is its strong adaptability in the
complex and varied underwater environments. When the sound
source radiates the sound wave outward in the free field, the
sound pressure level presents an uneven property with different
directions, which is called the directivity of the sound source.
The directivity of the sound source is related to the scale of the
sound source and the radiation wavelength. When the sound
source is small enough to be regarded as the point sound
source, the sound wave diverges evenly outward in the form of
approximately spherical surface with the sound source as the
center. Thus, the sound pressure levels are equal at the points
which are of equal distances to the source center. When the
scale of the sound source is much larger than the wavelength of
the sound wave, the sound wave propagates in a concentrated
direction in the form of a sound beam, the sound wave can be
considered to have strong directivity. Therefore, for this kind
of sound source, the horizontal distribution range of multiple
sub-arrays is wider, and it is easier to realize the full utilization
of acoustic signal.

The system model and array structure of multiple sub-
arrays based positioning are shown in Fig. 1 and Fig. 2
respectively. Ari is the ith array.
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In the proposed positioning system, we can adopt different
positioning methods for different arrays (see Fig. 1). The
specific method can be determined according to the noise
intensity and the environments where the arrays are situated.
Finally, the positioning results of different arrays are averaged
with different weights which will be determined by the number
of hydrophones and noise intensity of each array.

Assume N hydrophones are available. Those N hy-
drophones are divided into m groups, and each group has N

m
hydrophones, called sub-array (see Fig. 2). Different sub-arrays
can be placed in different positions according to the actual
environment to form a spatial pattern, and the distance between
different arrays is set accordingly. The vertical positions of
different sub-arrays can be different. The horizontal distance
between each sub-array and the sound source is denoted by
ri, i = 1, 2, · · · ,m. The m hydrophone sub-arrays are used
to localize the sound source independently, and the location
results produced by m sub-arrays are fused to determine the
location of sound source. Take one array as the reference array,
such as Ar1. Assume that the horizontal distance between Ari
and Ar1 is si, and the positioning result of the ith array is
denoted by (ri, hi), where hi is the depth of the sound source
obtained by the ith sub-array. Then the final sound source
location is

r1 = Ω ·R
h1 = Ω ·H (3)

where
Ω = (ω1, ω2, ...ωm)

R = (r1 − s1, r2 − s2, ...rm − sm)T

H = (h1, h2, ...hm)T
(4)

where ωi represents the weight of the ith sub-array. Hence,
when the position of Ar1 is known, the distance and depth
between the sound source and Ar1 can be inferred.

In Fig. 2, when the sound source is in some directions, due
to the spatial structure of multiple arrays, the receiving power
of the sound source signal at the array will be increased and
the received SNR can be improved.

The challenging work for the multiple sub-arrays joint
localization includes techniques of forming the hydrophone
array pattern, weight assignment of different hydrophones
array, and synchronization of array hydrophones.
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Fig. 1. System Model.
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Fig. 2. Array Structure.

IV. DISTRIBUTION OF HYDROPHONE ARRAY AND
PERFORMANCE ANALYSIS

If l is set as a constant value, then (2) can be written as

Y (xR) = (1 + J)PsG(xR) + T (5)

To analyze the influence of different parameters on the
matching results, function F (x) is assumed to be the product
of W (x) and Y (xR).

F (x) = W (x)HY (xR)

= (1 + J)Ps

N∑
i=1

gi(xR)gi(x)√∑N
k=1 g

2
k(x)

+ n

N∑
i=1

gi(x)√∑N
k=1 g

2
k(x)

(6)

where n follows the normal distribution N (0, σ2).

From (6), for each x, F (x) is a normal distribution.
Its mean is (1 + J)

∑N
i=1

gi(xR)gi(x)√∑N
k=1 g

2
k(x)

, and variance is

σ2
∑N
i=1

gi(x)√∑N
k=1 g

2
k(x)

, where (1 + J)Ps is a constant value

and can be set as k.

Let

M(x) = k

N∑
i=1

gi(xR)gi(x)√∑N
k=1 g

2
k(x)

(7)

be the mean of F (x) and it is a function of position x.

From (7),

M(x)√∑N
k=1 g

2
k(xR)

= k

N∑
i=1

gi(xR)gi(x)√∑N
k=1 g

2
k(xR)

√∑N
k=1 g

2
k(x)

(8)

Obviously, (8) is the formula for calculating the cosine value
between two vectors. Thus when x = xR, M(x)√∑N

k=1 g
2
k(xR)

has

the maximum value of k.
√∑N

k=1 g
2
k(xR) is a constant value.

Hence M(x) has a maximum value of k
√∑N

k=1 g
2
k(xR) at

x = xR. The value of M(x) is related to N ; thus M(x) can
be written as M(x, N). Then the value of F (x) is also related
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to N .

F (x, N) = M(x, N) + n

N∑
i=1

gi(x)√∑N
k=1 g

2
k(x)

(9)

For each position x, F (x, N) is a Gaussian distribution with
mean M(x, N) and variance σ2

∑N
i=1

gi(x)√∑N
k=1 g

2
k(x)

. In the

calculation of the variance, N appears in both the numerator
and denominator. However it is obvious that the values of the
numerator and denominator do not increase in proportion with
the increase of N ; thus the value of variance is also related to
N , which can be written as σ2(x, N).

Set a total of d location points on the ambiguity surface.
Denote the probability that point xt(1 ≤ t ≤ d) can reach
the maximum value by Pt(xt, N) and the absolute distance
between the potential location point and the true position by
|xt−xR|. The positioning error of xt is defined as Pt(xt, N)×
|xt − xR|2 if point xR is considered as the position of the
sound source.

The average positioning error can be given by

E(N) =

∑d
t=1 Pt(xt, N)× |xt − xR|2

d
(10)

For the position point xt, the value of F (xt, N) follows the
Gaussian distribution. Hence (x̄− 3σ(xt, N), x̄+ 3σ(xt, N))
can be considered as the range of F (xt, N), where x̄ is
the mean of F (xt, N), i.e., the value of M(xt, N). Hence
the Euclidean distance between the mean of F (x, N) and
F (xR, N) is |M(xR, N)−M(xt, N)|.

To find Pt(xt, N), the continuous probability density func-
tion is discretized. We can divide the possible values of
F (xt, N) into α(α ∈ N∗) segments, where N∗ represents the
set of positive integers. The length of each segment is denoted
by β, and β = 6σ2(xt,N)

α . Therefore, the probability that
F (xt, N) reaches the maximum is the sum of the probabilities
of all segments of F (xt) reaching the maximum. Let the start
and end values of segment i of F (xt, N) be Ci(xt, N) and
Ci+1(xt, N), respectively. Then

Pt(xt, N) = P(Fmax(x, N) = F (xt, N))

=

α−1∑
i=1

P(Fmax(x, N) ∈ (Ci(xt), Ci+1(xt)))

=

α−1∑
i=1

∏d
j=1 P(L1(i, j, t)|L2(i, t))

P(F (xt, N) < Ci(xt, N))

(11)

where L1(i, j, t) represents F (xj , N) < Ci(xt, N), and
L2(i, t) represents F (xt, N) ∈ (Ci(xt, N), Ci+1(xt, N)).

L1(i, j, t) and L2(i, t) are independent of each other, then

P(Fmax(x, N) = F (xt, N))

=

α−1∑
i=1

∏d
j=1 P(L1(i, j, t))P(L2(i, t))

P(F (xt, N) < Ci(xt, N))

=

α−1∑
i=1

∏d
j=1A1(xt, i, j)A3(xt, i)

A2(xt, i)

(12)

where

A1(xt, i, j) =

∫ Ci(xt)

−3σ2(xj ,N)

f(M(xj , N), σ(xj , N))dz (13)

A2(xt, i) =

∫ Ci(xt)

−3σ2(xt,N)

f(M(xt, N), σ(xt, N))dz (14)

A3(xt, i) =

∫ Ci+1(xt)

Ci(xt)

f(M(xt, N), σ(xt, N))dz (15)

where f(µ, ξ) represents the probability density function
of normal distribution N (µ, ξ). If the maximum value
M(xk, N) + 3σ2(xK , N) of point xk is not greater than the
minimum value Ci(xt, N) of segment i, then the Pk(xk, N)
is considered to be 0. Therefore, for each potential location
point, the smaller the σ(xt, N) is, the larger the distance
between M(xt, N) and M(xR, N) is. This means the a
smaller positioning error will be produced, particularly for the
position points close to the true position of the sound source.

Because the matching result information of all other lo-
cation points need to be considered when calculating the
probability that a location point obtain the maximum value of
matching result, the computational complexity of this method
increases with the number of location points to be matched.
Therefore, in the actual positioning process, if there are many
location points to be matched, the following simple method
can be used to calculate Pt(xt, N).

Interval (u1, u2) can be regard as the value range of
F (x, N) at the true position point xR, where u1 =
M(xR, N)−3σ2(xR, N) and u2 = M(xR, N)+3σ2(xR, N).
Therefore, for the position point xt, Pt(xt, N) can be approx-
imately expressed by the integral of the probability density
function of F (xt, N) in the interval (u1, u2),

Pt(xt, N) = Pe(Fmax(x, N) = F (xt, N))

=

∫ u2

u1

1√
2πσ(xt, N)

exp

(
− (z −M(xt, N))2

2σ2(xt, N)

)
dz

(16)

The positioning accuracy can be expressed as the reciprocal
of the mean error,

Q(N) =
1

E(N)
=

1∑d
t=1 Pt(xt, N)× |xt − xR|2

(17)

The positioning results of all arrays will be averaged with
weights. A hydrophone array will be divided into multiple
hydrophone sub-arrays. If the total number of hydrophones
remains unchanged, the number of hydrophones in each
hydrophone sub-array will decrease. Assume there are N
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hydrophones and m hydrophone sub-arrays. The number of
hydrophones in the ith hydrophone sub-array is denoted by
Ni; thus N =

∑m
i=1Ni. The weight coefficient depends on

the SNR and the number of hydrophones at each receiving
sub-array. The weight coefficient increases with the SNR. If
the received signal power is Pr and the noise power is Pn at
each sub-array, the signal-to-noise ratio is SNR = Pr−Pn

Pn
.

Thus Q(N,m, SNR) definition

Q(N,m, SNR) =

∑m
i=1 ωiQi
m

(18)

where

ωi =
SNRi ×Ni∑m
k=1 SNRk ×Nk

(19)

Therefore, when the noise power at the receiving array
is known, the signal power can be obtained by subtracting
the noise power from the received signal power, and then the
positioning error can be calculated by (18). When the actual
SNR of the received signal is small, the optimal number of
hydrophones can be determined to improve the positioning
accuracy by calculating the positioning error of the array.

V. MARINE DATA PROCESSING AND SIMULATION
EXPERIMENT

A. Experimental Environment

The environmental parameters of SwellEx-96 are used in
this experiments [22]. As shown in Fig. 3, the topmost layer is
water with a depth of 216.5 meters and a density of 1g/m2. The
seafloor first consists of a 23.5m thick layer of sediment with
a density of 1.76g/m2 and a decay of 0.2dB/mkHz. The sound
speed at the top of the sedimentary layer is 1572.368m/s, and
the sound speed at the bottom is 1593.016m/s. At the bottom
is a 800m-thick mudstone layer with a density of 2.06g/m2 and
a attenuation of 0.06dB/mkHz. The upper and lower speed of
mudstone is 1881m/s and 3245m/s, respectively. At the bottom
is an infinite half space with a density of 2.66g/s, an attenuation
of 0.020dB/mkHz, and a sound speed of 5200m/s.

B. Marine Data Processing

The SwellEx-96 experiment includes S5 and S59 experi-
ments. We use the S5 experimental data. The test sound source
of S5 is dragged at the speed of 2.5m/s at the depth of 54m for
75 minutes. The sound source randomly selects 13 frequencies
between 49Hz and 388Hz, and the hydrophone array contains
21 hydrophones. The depth of each hydrophone is shown in
Table I. In this test, the 75-minute data are processed, and the
signal frequency is 388Hz. The sound field is considered to
be independent of the distance, and the kraken normal wave
model is used for calculation acoustic field [15]. The matching
method adopts the minimum mean square error method. The
signal sampling frequency at the hydrophone is 1500Hz. The
first 1s data are matched. The experimental results are shown
in Fig. 4.

In Fig. 4, the horizontal axis represents the time (min-
utes), and the vertical axis represents the horizontal distance
matching result. The curve with sign o represents the matched
sound source trajectory, and the curve with sign ∗ represents
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Fig. 3. Experimental Environment.

the motion trajectory of the actual sound source. Obviously
there is a large error in the matching result.

Because there is only a single vertical array in this exper-
iment, the positioning results of the same array at different
times are used to replace the positioning results of different
arrays at the same time, and then the positioning results
are fused. The number of hydrophones in each sub-array of
multiple arrays is the same as that in the single array. The
positioning results are shown in Fig. 5.

Fig. 5 shows average positioning result error with respect
to the number of hydrophones. It is observed that the overall
positioning result error decreases with the increase of the
number of hydrophones, and the average error with two arrays
is around 400-600m which is less than that of single array
positioning.

TABLE I. HYDROPHONE INDEX NUMBER AND DEPTH

Element Depth(m) Element Depth(m)
Number Number

1 212.25 34 150.38
4 206.62 37 144.74
7 200.99 40 139.12
10 195.38 46 127.88
13 189.76 49 122.25
16 184.12 52 116.62
19 178.49 55 111.00
22 172.88 58 105.38
25 167.26 61 99.755
28 161.62 64 94.125
31 155.99
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C. Simulation for Performance Comparison of The Single
Array and Multiple Sub-array System

The environment for the SwellEx-96 experiment is rel-
atively ideal, and it is with low noise, high transmission
power and high SNR. Thus in such situation the advantages
of multiple arrays are not obvious. To verify the performance
of the algorithm in low SNR, instead of experimental data,
we use simulation data to evaluate the positioning error by
dynamically varying the noise power.

The signal transmitting frequency is 388Hz. The sound
field is considered to be independent of the distance. The
normal mode is used to calculate acoustic field, and the
kraken is used to calculate the acoustic field [15]. A single
hydrophone array consists of 20 hydrophones, ranging from
94.125 meters to 206.62 meters in depth. Set xR = (r0, h0) =
(3000m, 60m). In the simulation, the horizontal search range
is 0-10km, and the step size is 20m; The vertical search
interval is 0-100m and the step length is 2m. Then the 20
hydrophones are divided into four groups, and each group has
five hydrophones, called sub-array, which are located in the
same depth as that of the first five hydrophones of the single
hydrophone array. The horizontal distance between sub-arrays
and the sound source are r1 = 1km, r2 = 3km, r3 = 7km
and r4 = 8km, respectively. The positioning error is defined
as the Euclidean distance between the estimated position
and the true one, i.e., ER =

√
(rm − r0)2 + (hm − h0)2),

where (rm, hm) is the estimated position. Since (rm, hm)
represents the center point of the matching position, when
the positioning error is less than the search step, the posi-
tioning error is regarded as 0. The received SNR is defined
as SNR = 10 log10

Ps
∑N

i=1 |gi(x)|
2/N

σ2 , where Ps is the power
of the signal source, and σ2 is the noise power. For the
multiple sub-array system, different sub-arrays are placed at
different locations, and the signal array system is placed in
a different location. Considering the sound wave directivity,
we assume the transmission power of sound source for the
signal array system is Ps,0, and the transmission power of
sound source for a sub-array is Ps,k, k = 1, 2, · · · , 4. Set
Ps,0=0.65W, Ps,1 = 0.25W,Ps,2 = 0.5W,Ps,3 = 0.75W ,
and Ps,4 = 0.1W , respectively. Four hydrophone sub-arrays
are used to localize the sound source independently, and the
final localization results are fused to determine the location
of sound source. The mean value of noise is 0W, and the
standard deviation is σ = 0.001 − 0.01W. With 5000 trials,
the positioning results are shown in Fig. 6.

From Fig. 6, when the SNR is between -5dB and -19dB,
the positioning error of the single array is 0, and this proves
that low noise power has slight influence on the positioning
result of the single array. The positioning error of multiple sub-
arrays increases from 11m to 60m. Obviously the positioning
error of multiple sub-arrays is higher than that of single arrays.
However, when the SNR is between -25dB and -21dB, the
positioning error of the single array system increases rapidly
when the SNR decreases, which is from 3m to 124m. The
positioning error of multiple arrays increases slowly from 65m
to 67m.

Set σ = 0.01 − 0.1. The average positioning errors with
respect to SNR are shown in Fig. 7. It is observed that the
positioning error does not increase with the decrease of SNR,
and there is a threshold effect in the positioning result. The
positioning error of the single array remains around 145m after
-30dB, while the positioning error of the multiple sub-arrays
remains around 67m, which is 78m less than that of the single
array. With low SNR, the positioning accuracy of the multiple
sub-arrays is much higher than that of the single array.

When the number of hydrophones is set to 15, the posi-
tioning results of the single array and multiple sub-arrays are
shown in Fig. 8. It is observed that the positioning error of the
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Fig. 6. When SNR = −25 ∼ −5dB, the Positioning Errors of the Single
Array System with 20 Hydrophones and the Four Sub-arrays, Each with 5

Hydrophones.
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Fig. 8. When SNR = −46 ∼ −25dB, the Positioning Errors of the Single
Array System with 15 Hydrophones and the Three Sub-arrays, Each with 5

Hydrophones.

single array is about 151m and that of multiple sub-arrays is
about 109m. Hence, when 5 hydrophones are added, the single
array positioning error is reduced by 6m, while the multiple
sub-array positioning error is reduced by 42m, which shows
that the multiple sub-array positioning accuracy is improved
significantly.

The effect of the number of hydrophones in each hy-
drophone array on the positioning accuracy is shown in Fig.
9. Set σ = 0.1 and m = 1. The average positioning error
decreases with the number of hydrophones. When the number
of hydrophones changes from 5 to 10, the positioning error
decreases with a higher rate, whereas when the number of
hydrophones changes from 10 to 20, the positioning error
decrease with a slower rate. Note that, E(N) jumps to a higher
value when the number of hydrophones is 12, 13 and 16,
respectively, in that situation the hydrophones are in a high
noisy environment and the positioning accuracy decreases.

D. Simulation for Optimal Structure of Multiple Sub-arrays

To find the optimal number of hydrophones in each sub-
array for high-accuracy positioning, 20 hydrophones are di-
vided into multiple groups to form different sub-array struc-
tures which are decided by the number of hydrophones in each
sub-array and the total number of sub-arrays. Each hydrophone
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Fig. 9. When the σ = 0.1, the log10 E(N) Changes with the Number of
Hydrophones.

sub-array contains at least 5 hydrophones. Herein we consider
4 sub-array structures to verify the positioning performance.
Structure 1: the structure of sub-arrays is same as that defined
in Section V-C; Structure 2: The 20 hydrophones are divided
into two sub-arrays, and each array has 10 hydrophones. Set
Ps,0 = 0.75W , Ps,1 = 0.5W and Ps,2 = 1, respectively. Set
r1 = 3km and r2 = 8km, respectively, where rj represents the
horizontal distance between the jth sub-array and the sound
source; Structure 3: 20 hydrophones are divided into 3 sub-
arrays, and the number of hydrophones in each array is 6,
7, and 7, respectively. Set Ps,0 = 0.725W , Ps,1 = 0.5W ,
Ps,2 = 0.75W , and Ps,3 = 1W , respectively. Set r1 = 3km,
r2 = 7km, and r3 = 8km, respectively; Structure 4: 20
hydrophones are divided into 3 sub-arrays, and the number
of hydrophones in each array is 6, 6, and 8, respectively.
Set Ps,0 = 0.775W , Ps,1 = 0.5W , Ps,2 = 0.75W , and
Ps,3 = 1W respectively. Set r1 = 3km, r2 = 7km, and
r3 = 8km, respectively. The positioning results of multiple
sub-arrays for Structure 2-4 and the corresponding positioning
results of the single array are shown in Fig. 10-15.

Let Ers represent the average positioning error of the
single array and Erm represent the average positioning error
of multiple sub-arrays. From Fig. 10 and Fig. 11, when the
SNR is less than -30dB, Ers is around 145m, while Erm is
around 97m. The positioning error of the multiple sub-arrays
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Fig. 10. When SNR = −25 ∼ −5dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 2.
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Fig. 11. When SNR = −46 ∼ −25dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 2.
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Fig. 12. When SNR = −25 ∼ −5dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 3.
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Fig. 13. When SNR = −46 ∼ −25dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 3.
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Fig. 14. When SNR = −25 ∼ −5dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 4.
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Fig. 15. When SNR = −46 ∼ −25dB, the Positioning Results of the Single
Array System and Multiple Sub-array System of Structure 4.

is 48m less than that of the single array. For the Structure
3, Ers is around 146m, and Erm is around 98m. For the
Structure 4, Ers is around 146m and Erm is around 114m.
In summary, for the positioning errors produced by the four
structures, Erm,1 < Erm,2 < Erm,3 < Erm,4, where Erm,k
is the positioning error produced by Structure k. With the
configured parameters of the four structures, the numerical
results Êrm,k yielded by (18) are Êrm,1 = 4.32, Êrm,2 =
7.62, Êrm,3 = 8.08, and Êrm,4 = 9.35, respectively, and
Êrm,1 < Êrm,2 < Êrm,3 < Êrm,4. Those are consistent with
the simulation results. Hence, under the current experimental
conditions, when the SNR is lower than -30dB, the Structure
1 achieves the highest positioning accuracy.

VI. CONCLUSION

The experimental results show that when the SNR is higher
than a threshold, the positioning error of the multiple sub-array
system is slightly higher than that of the single array system.
However, when the SNR decreases, the positioning error of the
single array decreases faster than that of the multiple sub-array
system, and will exceeds that of the multiple sub-array system.
When the SNR reduces to a certain threshold, the positioning
error will not increase with the decrease of SNR, and the
positioning error of the single array system is around twice

www.ijacsa.thesai.org 644 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 3, 2022

that of the multiple sub-array system. In addition, by designing
different multiple sub-array structures, the simulation results
of positioning errors of the multiple sub-array system are
obtained, and they are consistent with the theoretical analysis.

In this paper, a multiple sub-arrays joint positioning method
is proposed based on the MFP technology. Assume the total
number of hydrophones remains unchanged, a single hy-
drophone array is divided into multiple hydrophone sub-arrays
for independent positioning, and the positioning results of sub-
arrays are fused to obtain the sound source location. Average
positioning error of the multiple hydrophone sub-array system
is derived and then the number of sub-arrays and the number
of hydrophones in each sub-array are discussed. Experiments
and simulations show that the multiple sub-array system can
improve the positioning accuracy compared with the single
hydrophone array in the noisy environment. The average
positioning errors produced by the experiments are consistent
with the numerical ones based on the derived formula.
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Abstract—Volumetric reconstruction from one or multiple
RGB images has shown significant advances in recent years, but
the approaches used so far do not take advantage of stereoscopic
features such as distance blur, perspective disparity, textures,
etc. that are useful to shape the object volumes. Our study
is to evaluate a convolutional neural network architecture for
reconstruction of 1283 voxel models from 960 pairs of stereoscopic
images. The preliminary results show an 80% of coincidence with
the original models in 2 categories using the Intersection over
Union metric. These results indicate that good reconstructions
can be made from a small dataset. This will reduce the time and
memory usage for this task.

Keywords—Voxel reconstruction; stereoscopy; convolutional
neural networks; disparity maps

I. INTRODUCTION

Voxel Reconstruction is a wide field of research within
computer vision. It is currently getting more attention thanks to
the appearance of high-resolution RGB-D and stereo cameras.
This field has benefitted from the development of machine
learning neural networks, which have allowed volumetric
reconstruction to obtain promising advances both for single-
image and multiple-image cases. This reconstruction takes
pictures from real or synthetic 3D objects and obtains a model
made of voxels. Voxels are the 3D equivalent of the 2D pixels;
this means that voxels are mainly indivisible blocks of position
and color data, that can be put together and broken down. Such
properties are important for applications like robotic vision,
particle simulation, or volume comparison.

Computer vision itself offers multiple opportunities for
further development since it is still a budding topic to deal
with due to the gap between the information provided by
the pixels and the interpretation that can be given to that
information. Current volumetric reconstruction methods based
on Convolutional Neural Networks (CNN) have achieved
significant progress in the quality of the results, however
reconstructions are made usually under good conditions that
are rarely replicated in reality: multiple views, good lighting,
and definition, or extensive datasets. They also don’t make
any use of depth information provided by stereoscopic vision.
Stereoscopy is a vital function for human beings for depth
perception. It gives good information about volume and depth
mainly from depth cues like accommodation, focus, occlusion,
linear and aerial perspective, relative size, density, and motion
parallax [1]. Much of this information is present in only one of
the ocular perspectives through the so-called monocular depth,
but it is the complementation that allows a better perception,
through the binocular depth.

Current approaches for 3D reconstruction tasks have been
obtained mainly under optimal conditions and multiple view-
points, which is often not possible in real situations. On the
other hand, while single-image reconstruction methods have
also made improvements, they rely on intensive pretraining
and large datasets to estimate the hidden parts and fill in
the volume.These datasets are usually formed by images with
simple and unique objects; this is good for techniques testing
but it has limited practical applications. Reconstructed voxel
meshes also tend to be low-resolution (323 voxels), losing
important details that could be significant to some applications.

This study aims to validate a deep learning model for
stereo 3D reconstruction, to get a good resolution model of
1283 voxels from 960 couples of stereoscopic images. For that
purpose, The architecture proposed by [7] was implemented.
This generated more detailed voxel models for the applications
previously mentioned. The dataset used for this study will be
kept small due to limited computational resources. We aimed to
prove that a 3D reconstruction is feasible from a small dataset
of detailed images and limited computational resources that
could be use for practical applications, where optimal image
capture is not ideal.

The rest of this document is as follows: chapter two will
include the related work to this study. Methodology and dataset
is presented in chapter three. The results will be shown in
chapter four. Chapter five will review the discussion and the
final chapter will include the conclusions.

II. STEREOSCOPY

It is a technique of depth artificial representation from
two stereographic images, where each of them represents the
vision from one of the human eyes, thus imitating the real
vision. Depth is reconstructed in the brain from the 2D images
captured by the retina, and from certain signals or cues present
in those images [2]. Much of this information is present in only
one of the ocular perspectives through the so-called monocular
depth, but it is the vision complementation that allows a better
perception, through the binocular depth.

Main cues:

• Occlusion: Visual obstruction of a near object on a
more distant one.

• Linear Perspective: Phenomenon by which parallel
lines seem to get closer the further they are apart.
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• Aerial perspective: Perception of distance through
the absorption of light. Closer objects appear more
colorful and brighter than distant objects in general.

• Relative size: Related to perspective. Nearby objects
appear larger.

• Density: The denser an object’s texture appears, the
farther away it is assumed to be. It is also known as
texture gradient.

• Adequacy: It is the adjustment of the muscle and the
ocular lens to focus an image. The further away the
object is, the more relaxed the muscle and the more
circular the lens.

• Focus: It is the rotation of the eyes, to focus together
on an object at a certain distance. The eyes converge
on near objects and diverge on distant ones.

• Motion Parallax: When the viewer (human, camera,
etc.) is in motion, nearby objects appear to move faster
than distant objects.

Fig. 1 shows the main binocular cues for depth perception.

Fig. 1. Binocular Cues. [1]

III. CONVOLUTIONAL NEURAL NETWORKS

They are supervised learning neural networks, based on
multilayer perceptrons, where the hidden layers are specialized
to detect certain shapes, starting from simple lines and curves,
up to more specialized layers capable for complex figures
detection. [3]. These networks are especially used for artificial
vision since they are biologically inspired by the functioning
of the human visual cortex.

The input for the convolutional network is a normalized
set of image pixels, where each input neuron corresponds to
a pixel, separated by channels (red, blue, green). A group of
nearby pixels is then convolved with a filter matrix called ker-
nel. These kernels are applied one by one to each neuron input,
which are previously trained. The result of that convolution is
a matrix that feeds the next network layer. For this first layer,
the output of each neuron is calculated as:

Yj = f

(
bj +

∑
i=1

Kij ∗ Yi

)
(1)

Where Yj is the output of each neuron, Yi are its inputs,
Kij is the kernel , bj is the bias , and f() is an activation
function, commonly the Rectified Linear Function or ReLu;
which is defined as f(x) = max(0, x).

Fig. 2. Example of Convolutional Neural Network [4].

The next step is sampling, which is reducing the size of
the output matrix of the previous layer, thus reducing the
computational cost of the convolutions. The most common
reduction method is Max Pooling which selects the max value
from m×n group of neighbour cells. This also helps to reduce
noise from the extracted images. On the reduced outputs a new
set of kernels is applied to perform a finer detail extraction
followed by another sampling process. This is repeated as
necessary.

Finally, as shown in Fig. 2, the outputs of the last
convolution-sampling process are sent to a fully connected
supervised learning network that is responsible for classifying
the details to a previously established category [5].

IV. RELATED WORK

In [6], the authors made a classification for 3D recon-
struction approaches, focusing on shape representations, the
network architectures, and the training mechanisms, stating
specific issues such as limited datasets, fine-scale reconstruc-
tion, and unseen objects. Recently, Xie et al. [7] proposed
to reconstruct synthetic 3D models into a low-quality voxel
mesh and a point cloud using a dataset of couples of RGB
images and their correspondent disparity maps to feed a 3
CNN pipeline (Fig. 3), this work is the first to use stereo
images for reconstruction based on deep learning. It obtained
similar results to reconstruction from multiple-image-based
reconstructions.

Fig. 3. CNN Architecture for 3d Mesh and Point Cloud Reconstruction from
RGB and Disparity Sterteoscopy Images. [7]

Similarly, Xie worked also on a point view and voxel
reconstruction approach for single and multiple views named
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Fig. 4. DispNet and RecNet Architecture. [7]

Pix2Vox [8] [9]. For the voxel mesh upscaling task, Wang et
al. [10] presented a long-term recurrent CNN and Generative
Adversarial Network (GAN) combination to complete and
improve resolution for voxel volumes. These works generate
low-resolution 323 meshes and get small and simple images
as inputs, our work starts from complex and detailed images
from a small dataset to get similar results in completion.

A relatively recent study to improve recognition by CNNs
is that of Qi et. al [11] which improves the results on both
volumetric and multiview-based reconstructions by using two
CNNs with specialized jobs. These architectures produce also
low-quality voxel meshes. Dryanovski et al [12] using mobile
devices and the Google Tango platform to achieve a low com-
putational cost and low memory consumption reconstruction of
large scenes by using a hash table to store the volumetric infor-
mation. The method also includes a fusion process to improve
the quality and completeness of reconstructions. Kar, Häne,
and Malik [13], propose a stereo reconstruction system based
on projective geometry to transfer from 2D to 3D elements
from multiple images joined by a CNN to a volumetric mesh
of 323 and a depth point map. Riegler et al [14] present a
CNN fusion architecture for multiview reconstruction, based
on truncated signal distance function (TSDF) and octree data
structures for simple objects. The efficiency of representation is
addressed by Liu et al. [15], where the authors propose a point-
voxel convolution to reduce the memory cost of voxel models.
Multiple-view approaches rely on large datsets, camera poses
and costly 3D fusion processes. Moreover, getting many views
for a scene is not always feasible. Stereo-based reconstruction
uses only two images; therefore, partial 3D mesh fusion is less
costly.

In [16], Firman et al. start from a trained set of decision
trees in a random forest to complete a scene making predic-
tions about the reconstructed geometry in voxlets or groups
of voxels, for a low-resolution mesh, using only a single
input depth image. Yang et al. [17], seek a higher resolution
also starting from a single image, but applying Generative
Adversarial Networks (GANs) to identify a specific set of
objects (benches, chairs, armchairs, and tables) from a single
image, but with meshes of 2563 voxels. In contrast, Häne
et al. used Convolutional Neural Networks (CNN), [18] to
achieve a hierarchical prediction by subdividing an initial 163

mesh into a 2563 voxel to refine the result. For that purpose,
they use also a single image, but the framework is prepared
to work with more inputs. More recently, Tatarchenko et al.
[19] proposed two new methods in the recognition task that is
based on the Intersection over Union (IoU) metric: Clustering
and Recovery, although also pointing to low-resolution meshes.
TSDF volumes and regression instead of depth maps are used
by Choe [20] and Murez [21], making their reconstructions
based on camera poses. Jadhav [22], worked on a homography
multiview image correspondence to complete voxel meshes.
Addressing the limitation of single image perspective, Watson
et al. [23] introduces a process for obtaining stereo images
from a single RGB input, adding depth on key information
for reconstruction. Volumen completion from single image
input is made by Varley et al. [24], which work consists
of a fast voxel mesh completion method applied to robot
grasping. One-image-based reconstructions require semantic
labeled datasets and they are restricted to specific domains,
since they complete occluded parts from similar preproccesed
scenes. Stereo reconstruction obtains their depth information
from the very input, and our work relies only in the ground
truth model for refinement. Other approaches like TSDF vol-
umes and homography need also camera poses and multiple
images which are not always available.

Fig. 5. Voxelization Process on Binvox.

Stereo image inputs carry enough depth information to
obtain a suitable 3D voxel mesh model that can be used in
practical applications. Our work starts from a small dataset
of detailed images, so the computational cost is small both in
image processing and 3d mesh fusion. To overcome domain-
restricted limitations, we tested two different categories of ob-
jects: complex low-res scenes and single high-detailed objects.
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Fig. 6. Left: Original Model. Right up: Pairs of Left-Right RGB Images. Right Down: Pairs of Left-Right Disparity Maps.

V. METHODOLOGY

We use the DispNet, and RecNet architecture from [7]
for high-quality volumetric reconstruction from a dataset of
pairs of stereoscopic images with details that recreate real
conditions, such as a Gaussian blur or low lighting. This
dataset was generated from 3D models that could be found on
https://sketchfab.com. The Blender tool was used to create the
RGB and depth images according to the procedure described
in [9]. The dataset is extended by adding the same images with
a depth of field of 3m.

The tested architecture includes interconnected convolu-
tional and residual neural networks of the encoder-decoder
type, as can be seen in Fig. 4. DispNet includes 5 convolution
and 4 deconvolution layers to deliver the two disparity images.
RecNet includes 6 convolution layers, one fully connected
layer, and 7 deconvolution layers to finally build the volumetric
mesh. Two modifications were made to the original RecNet
decoder architecture to produce 1283 voxel grids. Several
residual blocks are included in both networks. CorrNet .. is
a three-dimensional convolutional network with nine convolu-
tional layers and a final fully connected layer; Although it was
implemented, due to limitations of the development platform
it could not be tested with more than 500 images.

A comparison of the refinement of the volumetric mesh
was obtained by training the current convolutional network to
obtain higher resolution meshes; specifically 1283 voxels. This
will be useful for models belonging to taxonomies with more
complex shapes. For the validation of the results, a voxelization
process will be used from the tested models to obtain ground
truth meshes with Blender and Binvox (Fig. 5). The results
were measured using the IoU metric against the previously
obtained ground truth reconstructions.

A. Implementation Details

The architecture was implemented with Kaggle Notebook,
using a NVIDIA Tesla P100 GPU with 13 GB of GDDR5
memory, an Intel(R) Xeon(R) 2.30GHz CPU, 16 GB of RAM.
and 359 GB of disk space. The implementation has been
carried out with the Python programming language and the
Keras deep learning library, which is already equipped with all

the types of convolutional layers required to build the proposed
models. Due to limitations in space and use time, the number
of epochs for both networks are limited to 100, which we
found was enough to achieve good results.

Fig. 7. Binvox Mesh Sample.

B. Data set

Dataset has been built with pairs of stereoscopic images
in RGB and their correspondent disparity maps captured
from 40 3d objects selected from 2 categories of free mod-
els obtained from sketchfab.com: complex scenes with low
polygon count and high poly count statues. A production
pipeline for these images has been created in the Blender
(https://www.blender.org/) tool, where a stereoscopic camera
with azimuth angle θaz ∈ [0.360) and elevation angle θel = 30,
with a 35mm focal length, 32mm sensor size, and a 130mm
[7] stereo baseline. The camera is positioned at 12 different
angles with an angular increment of 30o. The RGB images
obtained are 256×256 pixels. In the case of disparity images,
these are obtained by applying a depth filter which is then
color inverted to generate the disparity details. These images
also have 256×256 pixels. Fig. 6 shows some images in RGB
and disparity. Each model has been voxelized with the binvox
tool (https://www.patrickmin.com/binvox/), since this format
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is more compatible with Keras (Fig. 7). A three-dimensional
mesh of occupancy (binary values) is obtained, loaded, and
stored for use. The size of the dataset is then increased by
applying a 6-pixel neighborhood Gaussian blur effect to the
RGB images.

VI. RESULTS

A. DispNet Results

The DispNet network received two RGB stereoscopic
images concatenated as a 6-channel array for a set size of
960 pairs. As output, it generated two stereoscopic grayscale
disparity images (1 channel), which are also concatenated in
a 2-channel array with a set size of 960 pairs. The network
is configured as shown in Fig. 4. The Dispnet class includes
a minimum square error loss function, Adam optimizer, 100
training epochs, batch of size 6, and validation set equal to
30%. After training, the following metrics are obtained:

Fig. 8. Dispnet Loss and Accuracy during 100 Epochs of Training.

TABLE I. TRAINING RESULTS FOR DISPNET AFTER 100 EPOCHS

Metric Train Validation
loss 0.0016 0.0027
accuracy 0.8634 0.8431

Table I shows an error value below of 0.01% for both sets
and an accuracy of about 86% for the training set and 84% for
the validation set. The training progress can be seen in Fig. 8.
These results are quite acceptable, even though it is a small
dataset. Visually the disparity images produced by Dispnet are

very similar to the original in shape and color. This can be
seen in Fig. 9. These generated images are feasible to use as
input for RecNet.

B. RecNet Results

Two inputs are used for RecNet: the left RGB image and
disparity pair merged into 4 channels, and the corresponding
right side RGB-disparity merge, as output; the occupancy maps
are given by binvox with each of the 40 models multiplied 12
times. Unlike DispNet, RecNet is implemented with a binary
entropy loss function. Adam optimizer, 100 epochs and batch
of 6 are also used. The metrics shown in Table II and Fig.
10 indicate a very low precision that could not be corrected
either. with CorrNet aggregation [9]. The generated models
are acceptable in both categories as seen in Fig. 11. There
is usually a loss of fine detail such as thin lines or small
extremities.

TABLE II. RECNET TRAINING METRICS FOR 100 EPOCHS

Metric Train Validation
loss 0.007 0.0128
accuracy 0.1256 0.1139

C. Intersection over Union Metric

The IoU metric calculates the total number of matches
between two 3D meshes produced by an intersection or coin-
cidences in both arrays over the total number of occupied cells
of both meshes. This is represented in the following equation

IoU =

∑
i,j,k I(V̂

(i,j,k) > t)I(V (i,j,k))∑
i,j,k I[I(V̂

(i,j,k) > t) + I(V (i,j,k))]
(2)

Where V̂ (i, j, k) is the generated mesh, V (i, j, k) the
original mesh; t is a limit (threshold) applied to the values
of the mesh produced to approximate the values to 0 or 1
respectively. The I function is a limit function to obtain only
binary values before performing the summations. The IoU
result is a percentage value indicating the matches between
arrays.

For both categories with normal and blurred variants on
each one; the resulting IoU metric is shown in Table III. Fig.
12 indicates the comparison of metric values for each category,
as well as the IOU frequencies for grouping entries with an
interval of 0.05.

TABLE III. AVERAGES IOU VALUES FOR EVERY CATEGORY TRAINED

Category Value
Scenes 0.896
Statues 0.815
Blurred scenes 0.895
Blurred statues 0.816
Average 0.856
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Fig. 9. Disparity Maps Generated by DispNet.

Fig. 10. RecNet Loss and Accuracy during 100 Epochs of Training.

VII. DISCUSSION

Our research shows that a 3D volumetric reconstruction can
be achieved from a small set of pairs of stereoscopic images.
The metrics get values of 80% for a small dataset compared to
[7], where the author uses more than a million pairs of images,

with values between 65% and 70% for model precision.
The additional information given by the depth maps helps
to get more accurate reconstructions. A smaller set of better
quality images requires less computational power and less time
consumption, which is ideal for applications on free GPU
developing platforms like Google Colab or Kaggle Notebook.
It is possible that the balance of quality of inputs and the size of
the set leads to good reconstructions with fewer resources. This
is related to the main limitations faced during this study: the
time and size constraints of GPU use and the access to bigger
datasets. Our CNN architecture wasn’t specially modified for a
1283 voxel model, apart from a stride modification on the final
layer of the pipeline. Therefore, a more precise model could
be achieved with additional configurations on the architecture.

The quality of inputs has been established as an important
variable to reconstruction accuracy. The author in [7] used
137×137 RGB pictures, relying more on the number of inputs
given. 256× 256 or even bigger RGB and depth pictures have
shown similar results for this CNN architecture as smaller
pictures. This could be extended for reconstruction research
on single and multiple RGB images, which usually use low-
quality pictures. These results could be extended for real good-
quality pictures taken with stereo and depth cameras. Better
tuned CNNs based on this architecture can be made for these
real pictures, the model resolution could also be extended with
extra steps in the pipeline.

VIII. CONCLUSION

In this work, we have developed a two-step convolutional
network architecture for 3d reconstruction from a small dataset
of pairs of stereoscopic images with complex scenes and
detailed objects. Our work is influenced by depth perception
cues noticed as disparity maps which are generated in the
first step and then used to feed the reconstruction step. Re-
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Fig. 11. RecNet Result Meshes (Left) Compared to Ground Truth Meshes (Right).

constructed models have on average 80% on the intersection
over union metric. This percentage is similar to state-of-the-
art proposals with bigger datasets. The models also have better
resolution (1283) than previous works. This suggests that a set
of hundreds of rich and detailed stereoscopic images could be
enough for the reconstruction of these volumetric models. The
dataset was enlarged with a blurred version of the RGB images
as input. Future work will focus on refining the final result with
bigger datasets, applying another transformations to images
like rotation and contrast; and tuned networks settled for this
task that could overcome low accuracy levels on network
training and validation.
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Abstract—Although retrieval engines are becoming more and
more functional and efficient, they still have the drawback of not
being able to locate the relevant documentary granularity, which
results in ignoring the structural aspect. In the context of XML
document, Information Retrieval Systems allow to return the
user’s documentary granules. Several studies have used graphs to
represent XML documents. However, in the scope of this research,
the semi-structured document’s structure and that of a user’s
query can be seen as arborescences composed of a hierarchy
of nested elements. By using graph theory, by calculating the
structural proximity and especially the intersection between these
two arborescences. The article presents a model for structural
information retrieval based on graphs. A collection of multimedia
documents are randomly extracted from INEX (Initiative for the
Evaluation of XML Retrieval) 2010 to validate the approach. The
first results shows the interest of such an approach.

Keywords—Semi-structured document; XML document; largest
common sub-graph; structural Information retrieval

I. INTRODUCTION

Due to the digital revolution in terms of documentary
masses and their exhaustiveness as well as heterogeneity, it
is becoming more difficult to access information. Saying so,
this requires a lot of efforts to respond to a user’s queries.
In this respect, it is necessary to use an accurate tool to
facilitate Information Retrieval (IR) in order to increase the
performance of an Information Retrieval System (IRS). The
research falls within the context of IR in Semi-Structured
Documents (SSD) which are characterized by a flexibility.
The latter overshadows the limitations of using structured
documents (DBMS - Database Management System ).

Indeed, the semi-structured document has organizational
properties that facilitate their analysis. In literature, XML
(eXtensible Markup Language) documents are often referred to
as SSD. As a result, XML is becoming the preferred format for
information exchange [1]. In the sense, it is used today by ERP
(Enterprise Ressource Planning) suppliers, middleware editors
and database providers. It is also used in e-commerce and
libraries. Evidently, an XML documents are complex objects
because they are heterogeneous in terms of type, size, format,
content (image, text, video, etc), structure, etc. In fact, a
structural IR facilitates access to the documentary granule (fine
information) [2]. The paper is concerned with structural IR,
while taking into account the structural information (relations
between documentary components). For this purpose, it is
required to compare the structure of the user’s query with
that of the document. The underlying idea of the approach to
structural IR in XML documents is to:(1) Return the fragments

(document parts) that are relevant to the user’s query and (2)
Return the ordered results by order of relevance.

Otherwise, XML documents are composed of nested tags,
which enable their representation in the form of graphs. The
work is mainly interested in the representation of document
structures using graphs. Comparing two documents structurally
is therefore the same as comparing the graphs that represent
them [3]. The multi-structurality generated by graphs induces
complex and multiple relations between two similar compo-
nents of a document. It is therefore necessary to use a rich
representation model in order to perform IR in documents with
complex structures. Indeed, graphs are used in several works
and several domains, and are efficient to model structured
objects [4].

The paper is divided into the following sections. While
Section 2 provides some approaches that have addressed the
problem of IR in XML documents using graph theory, Section
3 introduces the approach on structural IR. Section 4 reports
the first results. Finally, Section 5 presents some perspectives.

II. A GRAPH-BASED STRUCTURAL IR APPROACHES: THE
STATE-OF-ART

The XML documents exploitation requires the use of a rich
representation. Indeed, graph theory is widely used to represent
complex objects. This section presents a brief overview of the
studies that used graphs in the field of structural IR, and then
introducing the mathematical formalism of graph theory.

In [5], the authors proposed an IR approach based on
the edit distance and the structural summary of the trees
(representing SSD). Based on two scores, it propagates the first
one (content score) at the tree level in order to extract the sub-
trees containing the relevant leaves. The trees’ relevant leaves’
extraction, representing the XML document, are performed by
an algorithm based on the TF-IDF technique [6]. The second
score’s calculation (structure score) of the previously extracted
sub-trees is based on the edit distance algorithm [7]. The
structure score adapts an optimal coverage strategy [8] based
on the edit distance [7] through the heavy path [9]. In this work
[10], IR in XML documents is based on a model that takes
the DTDs set forming the document collection and merges
them into an un-oriented graph. The approach is based on the
edit distance [7] and the shortest path model inspired by [11].
The selection of relevant leaves is established according to the
existing nodes in the query, from the leaves to the root. These
relevant node paths are merged into a sub-tree.

In these works [12], the integration of the document struc-
ture enhances the performance of a graph matching system.
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The method is based on the trees’ abstract from which a
set of vectors are extracted. Hence, the process consists of
a structural analysis phase. To build the content of each tree, a
linguistic analysis phase and the application of the weighting
function are calculated. This is done by adapting the formulas
TF-IDF and TF-IEF [2], in order to attribute to each node
a weight reflecting its importance in the collection where it
belongs.

For this work [13], it deals with the problem of finding the
largest common sub graph applied to the compatibility graph.
Indeed, a compatibility graph of two graphs is the one where
its nodes belong to the nodes union of these two graphs, and
are linked by compatible edges. This means that these edges
are preserved. The suggested approach involves combining
RT-composition with the PC (Constraint Programming) model
defined in [14]. The latter is an optimization problem based
on soft constraints and the generalization of hard constraints
(CSP - Constraint Satisfaction Problems), by optimizing the
objective function. The approach is also based on heuristics
following this work [15], in order to eliminate sub-problems
and look for maximal cliques in the initial compatibility graph.
In fact, the TR-decomposition, introduced in [16] seeks to
reduce the CSP to instantaneous problems for the detection of
a clique of n size. TR-decomposition includes a triangulation
process, where a given graph is transformed into a triangulated
graph by adding edges. By definition, a graph is triangulated
if each of its cycles of length is greater than or equal to
4 and has at least one chord. A chord of a cycle is any
edge whose extremities are two consecutive nodes of the
cycle. Triangulation is applied in order to take advantage of
their maximal clique number limit. The search for the largest
common sub graph is therefore equivalent to finding a maximal
clique of the triangulated graph.

III. GRAPHS’ BASICS

A. Definition

A graph is a pair of sets G = (V,E), in which V is the
non-empty set of nodes, of cardinality |V | and E is the non-
empty set of edges between nodes, of cardinality |E|. A graph
is mainly characterized by its ability to represent multiple
relationships between the same nodes. While the tree is an
undirected, acyclic and a connected graph, the arborescence is
totally the opposite. It has a tree structure when ignoring the
direction of the arcs.

B. Graphs’ Inclusion

Inclusion is an order relation between graphs. Indeed,
inclusion is designed to judge a sub-graph’s belonging to a
given graph. G1 Graph is included in G2 graph, if all the
nodes and edges connecting the nodes of G1 graph belong to
G2 graph.

G1 ⊂ G2 ⇐⇒ V(G1) ⊂ V(G2) and E(G1) ⊂ E(G2)

The inclusion of graphs has been used in specific contexts. To
evaluate the inclusion between two objects, represented by X
and Y graphs, several works have used the function of Tversky
[17] (1), Cosine (2) or Jaccard (3):

Tversky(X,Y ) =
|X| ∩ |Y |
|X| ∪ |Y |

(1)

Cosine(X,Y ) =
|X| ∩ |Y |√
|X| × |Y |

(2)

Jaccard(X,Y ) =
|X ∩ Y |
|X ∪ Y |

(3)

avec:

• |X|: Cardinality of the object X

• |Y |: Cardinality of the object Y

IV. STRUCTURAL INFORMATION RETRIEVAL APPROACH

Graphs are widely used to model structural and complex
data in different application domains: in imaging [18], in
pattern recognition [19] [20] [21] and in chemistry [22] [23]
[24]. In all these works, the problem is about looking for
a relation between graphs (inclusion, intersection, etc). For
example, the inclusion of graphs is used to compare graphs.
More generally, the objective is to find the best match between
the compared graphs, by finding the maximum number of
similar nodes and edges [3].

As indicated before, this work introduces a new approach
to structural IR. The underlying SSD allows to manipulate the
documentary granularity in order to properly answer user’s
needs, expressed by a query. To optimize the IR and return
the most relevant results, the approach takes into account the
following remarks:

• Representing the queries and the document using
graphs;

• Retaining only the relevant fragments (parts of docu-
ments);

• Using the order of relevance to order the results

The following section details the approach on structural IR.
Indeed, the proposed approach is composed of three steps as
shown in Fig. 1.

Fig. 1. General Process of the Approach on Structural IR.
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A. Structure Extraction Phase

This phase consists of:

1) Extracting the structure of the document and repre-
senting it as an arborescence;

2) Extracting the structure of the query and representing
it as an arborescence;

3) Extracting the paths of the arborescence representing
the document;

4) Extracting the paths of the arborescence representing
the query.

In the first and second steps, the structure of the document
(respectively of the query) is extracted and an arborescence of
the document is presented.

In the third and forth steps, the approach adapts an arbores-
cence linearization technique. The latter system automatically
reduces one of the well-known problems in graph theory which
is the combinatorial cost. Proposing to consider a graph as
a set of paths. Thus, comparing two graphs is equivalent to
comparing the paths composing them [3]. In [3]:

• A path of k length is defined as: a series of nodes
u0, u1, · · · , uk, such as:
∀i ∈ [0, k − 1], ui and ui+1 are adjacent, u0 is the
path’s origin and uk is its extremity.

• The path of G graph is a G sub-graph.

• The depth of an arc in a path is the length of the path
from the root to this arc. In the example of Fig. 2,
the depth of the A/C arc is 3 when considering the
doc/E/A/C path.

• B/M relation is defined from B node to M node if
there is an arc that associates the former with the latter
(Fig. 2).

Fig. 2. Example of Path Extraction from a given Arborescence.

B. The Intersection Between the Query and the Document

In this phase, calculation of the inclusion DegIn(pq, pd)
between the query and the document paths is implemented.
This inclusion (according to the proposed approach) enables
the evaluation of the intersection between pq and pd paths.

DegIn(pq, pd) =
|NCR(pq, pd)|

|pq|
(4)

with;

• pd: a path of the document;

• pq: a path of the query;

• |NCR(pq, pd)|: The number of the common relations
that exists between pq and pd;

• |pq|: number of relations in pq .

If all relations of the query’s path pq exist in the document’s
path pd, the value of equation (4) is equal to 1. The value
of (4) reflects the ratio of the number of common relations
between the document’s path and the query’s one.
In the arborescence structure representing the structure of a
document (respectively of the query), it is interesting to take
into account the depth of a relation (arc) because it expresses
the context of this relation in the path.

C. Ordering Results

This phase presents results in order of relevance. Hence, it
is composed of three main steps:

1) Considering the depth of common relations between
the query and document paths;

2) Applying the smoothing function;
3) Ordering the results according to the score(pq, pd).

The final score score(pq, pd) is defined by:

score(pq, pd) = DegIn(pq, pd)× smooth(pq, pd) (5)

This shows that taking into account the depth of common
relations between the query and document paths is effective.
In this case, the smoothing technique is established as follows.

smooth(pq, pd) = log10(e+
1

1 + |dist(pq, pd)|
) (6)

The smoothing function takes into consideration the distance
dist(pq, pd) (see Fig. 3).

dist(pq, pd) = depLast(pd)− depCom(pq, pd) (7)

• dist(pq, pd): the distance between the last relation
of the document path and the last common relation
between pq and pd;

• depLast(pd): depth of the last relation of the docu-
ment path;

• depCom(pq, pd): depth of the last common relations
between pq and pd.

Moreover, this logarithm shows that a significant increase
in the distance dist(pq, pd) does not generate a large increase
in the final score score(pq, pd). Several studies have used
the smoothing function to reduce irregularities. Smoothing
is a technique that consists in reducing irregularities and
singularities of a curve in mathematics.
Fig. 3 introduces a computational application to calculate the
final score.
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TABLE I. COMPARING THE PROPOSED METHOD WITH OTHER
APPROACHES

Tversky method Cosine method Jaccard method The proposed method

Tve(R,G1) = 1 Cos(R,G1) = 1 Jac(R,G1) = 1 DegIn(R,G1) = 0.25

Tve(R,G2) = 1 Cos(R,G2) = 1 Jac(R,G2) = 1 DegIn(R,G2) = 0.5

Tve(G0, G3) = 1 Cos(R,G3) = 1 Jac(R,G3) = 1 DegIn(R,G3) = 0

Fig. 3. Numerical Application for Score Calculation.

V. EVALUATING THE PROPOSED APPROACH

A. Comparing the Proposed Approach with that of Tversky,
Jaccard and Cosinus

Through the example illustrated in Fig. 4 , it is demon-
strated in Table I that Tversky, Jaccard and Cosine methods do
not take into account the distribution of the graph’s component.
G1, G2 and G3 arborescences represent the structure of the
four SSD, and R stand for the query’s structure.

Fig. 4. Example of Arborescences representing the Documents and the
Query.

In the proposed approach, the information conveyed by the
document structure is unavoidable. The relations constitute the
backbone of the graph since they make explicit the nature of
the links and add contextual, structural and semantic informa-
tion [4].

In [3], the methods of Jaccard, Cosine, Tversky and more
broadly the surface measures do not take into consideration
the information conveyed by the structure. However, the same
components (image, text, audio, etc) may not play the same
role in two different documents.

This is explained through the exploitation of the different

Fig. 5. Arborescence of the Query.

arcs connecting the nodes of the graph that represents the
document.

B. Experimentation and Discussion

To evaluate the approach, collections of multimedia doc-
uments extracted from INEX (Initiative for the Evaluation of
XML Retrieval) 2010 1 and a corpus of queries are used.

Table II and III presents the description of the corpus of
queries and documents.

TABLE II. DESCRIPTION OF THE CORPUS INCLUDING THE DOCUMENTS

Characteristics
Corpus size 10,5 Go
Number of documents in the corpus 4 418 083
Number of documents in the sample 1000
Total number of nodes in the sample 47882
Average depth/document 3.63

TABLE III. DESCRIPTION OF THE CORPUS CONTAINING THE QUERIES

Characteristics
Queries’ number in the corpus 5
Total number of nodes in the corpus 21
Average depth /queries 3.18

The paper have designed a prototype using Python lan-
guage which is composed of two modules: the first one relies
on SAX (Simple API for XML) API (Application Program-
ming Interface), to carry out the first parsing. This module
provides an intermediate file intercepted by a second module
to refine the query and order the results according to their
relevance.

Next, an extract of the results obtained by applying a
query on all the documents of the corpus is presented. Fig.
6 presents an extract of obtained results, when applying the
query represented by the arborescence structure in Fig. 5 on
the documents of the corpus. The approach allows to return
the fragments (parts of documents) considered relevant to the
user’s query.

1It focuses on rich structures in which classical IR models are not sufficient.
In other words, it is about the labels of structural elements that carry essential
information that the textual content does not specify. This new task is based on
a corpus extracted from the IMDB website which contains 1,590,000 movies
and several million actors, producers, directors, etc.
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For example, the results of the ordering of the document
1 in Fig. 6 are all correct, according to the proposed approach:
The path [’/movie’, ’/overview’, ’/releasedates’, ’/releasedate’]
is ordered first in the retrieval, while [’/movie’,
’/additional details’, ’/aliases’, ’/alias’] is ordered second in
the retrieval.
For the third ordering, it is taken by the path ’/movie’, ’/cast’,
’/composers’, ’/composer’], because, it provides a score value
of 0.24.
The fourth position is taken by [’/movie’, ’/overview’,
’/rating’], because, it presents a value of 0.17 for the score
value.
The fifth position is taken by [’/movie’, ’/overview’, ’/writers’,
’/writer’], because, it presents a value of 0.16 for the value of
the score.

While analyzing the displayed results, it is noted that the
system privileges the paths composed of the relations closest
to the leaves, specifically, where two paths of a document have
the same number of relations in common with a given path of
the query. The proposed approach privileges the paths with
relations that are (in common) relatively close to the leaf (Fig.
6).

Fig. 6. Results Extract.

VI. CONCLUSION AND PERSPECTIVES

This work comes in the context of IR in SSD that uses
more particularly XML documents. With respect to the works
studied in section 2, the proposed approach is a part of the
approaches using graphs to represent objects. The proposed
approach seeks to improve the automation of IR, by facilitating
access to the document granule (while preserving the charac-
teristics of each document: content and structure). For instance,
this enables to optimize the access to relevant information. it
has been proven that: (1) The approach is based on graphs,

taking into account the relations between the components of
the documents and proving that this is a crucial parameter
in the proposed structural IR approach. As a matter of fact,
the content of a multimedia document does not only depend
on the content of its components, but also on the relations
between these components. (2) To overcome the combinatorial
problem (well-known in graph theory), by conceiving a graph
as a set of paths. The correspondence of the paths of the graphs
allows to preserve both the contextual and hierarchical aspects
of the components. (3) It have shown that the so-called surface
measures cannot answer the problem. Hence, the first results
obtained are encouraging.

In future research, a comparative study with other works
will be done. Finally, to make the proposed approach more
complete, it is important to take into account both the doc-
umentary content and the structure that conveys a significant
amount of information.
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Abstract—Rare itemset mining is a relatively recent topic of 

study in data mining. In certain application domains, such as 

online banking transaction analysis, sensor data analysis, and 

stock market analysis, rare patterns are patterns with low 

support and high confidence that are extremely interesting when 

compared to frequent patterns. Numerous applications generate 

large amounts of continuous data streams. We require efficient 

algorithms capable of processing data streams in order to 

analyze them and find unique patterns. The strategies developed 

for static databases cannot be used to data streams. As a result, 

we require algorithms created expressly for data stream 

processing in order to extract critical unique patterns. Rare 

pattern mining is still in its infancy, with only a few ways 

available. To address this is developed the Dynamic Support 

Range-based Hybrid-Eclat Algorithm (DSRHEA), an Eclat-

based technique for mining unique patterns from a data stream 

using bit-set vertical mining with two item-based optimizations. 

The detected patterns are kept in a prefix-based rare pattern tree 

that uses double hashing to maintain the unusual pattern in the 

data stream. Testing showed that the proposed method did well 

in terms of how long it took to run, how many rare patterns it 

made and accuracy. 

Keywords—Depth first search; Hybrid-Eclat algorithm; SRP-

tree; itemset; frequent-pattern support; rare-pattern support; pivot; 

data stream; rare itemset; infrequent itemset 

I. INTRODUCTION 

Information systems play a vital role in identifying trends, 
making decisions, and adapting to the emerging changes in the 
market. In the current global scenario, wherein the 
organisations have to be sharp in its analysis of trends, there is 
a need for entities to be adaptable to new and dynamic 
solutions that can provide insights in effective ways. Utility 
mining and pattern detection solutions play a big role in the 
FMCG market [1]. 

Many of the earlier studies focusing on the application of 
business intelligence solutions in the pattern mining or utility 
mining space have discussed leveraging the data from 
information systems for analysis. However, there are very few 
systems among the explored models that exhibit the scope for 
dynamic analysis models. It is imperative that the current 
condition in the competitive scenario requires entities to focus 
on conditions wherein dynamic selection of data is targeted for 
informed decisions. In an illustrative scenario of a supermarket 
environment, the frequent mining set possibilities keep 
emerging over time and could lead to a paradigm shift in how 
each pattern or itemset billing happens periodically. 

Thus, there is a need for consistent follow-up of emerging 
trends and periodic analysis that shall help in covering the 
process effectively. In this manuscript, the focus is on 
developing a linear and systematic approach for dynamic 
analysis of the pattern set designs, which shall help in 
accomplishing the requisite tasks. The goal of this paper is to 
make a dynamic model of how items are classified into 
different labels based on the patterns that appear in the data 
systems over a certain amount of time. 

To speed up the process of discovering new association 
rules, it is crucial to identify common patterns in a dataset. 
Because association rules presume that every record in the 
database has the same occurrence frequency, they can only 
utilize one min-SUP per record. There are several drawbacks 
of mining frequent itemsets (as well as frequent patterns) with 
a simple min-SUP constraint in a non-uniform database. 
Finding patterns involving uncommon items will be impossible 
if min-SUP is set very high. In order to recognize patterns that 
include both common and unique things, we need to reduce 
min-SUP to a lower value. A combinatorial explosion may 
happen because these common objects are linked together in all 
possible ways. This could lead to too many patterns depending 
on the needs of the individual and the application. 

The model proposed in this study is adapted on the basis of 
pivot, support, for the itemset conditions emerging in the 
domain. In the further sections of this report, the emphasis is 
on related work review, wherein key studies in the domain are 
explored to understand the critical success factors and 
constraints to consider in developing a comprehensive solution. 
Followed by, in the further section, the methods adapted for the 
model are discussed, that can help in accomplishing the 
proposed model. Experimental study is discussed in Section 4 
and conclusion discussed in Section 5. 

A. Motivation 

Because rare situations represent considerable obstacles for 
data mining methods [2], they deserve special attention. The 
fundamental mining difficulties, on the other hand, have not 
yet been adequately investigated. Indeed, much of the literature 
in this area is devoted to adapting the Apriori [3]-based generic 
itemset mining framework to various exemptions of the 
frequent-itemset as well as frequent association ideas 
[4].Whereas these methods often cover a considerable amount 
of the search-space for uncommon itemsets and relationships, 
they are nevertheless insufficient because several rare-
associations are ignored owing to excessive computational 
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costs or unnecessarily restricted definitions. As an outcome, 
these strategies will be unable to collect a large amount of 
potentially good itemsets that are interesting in particular 
domains such as fraud detection, etc. 

B. Problem Statement 

The technique of evaluating previously unknown datasets 
for classifying into usable information is known as data 
mining. This data is collected and accumulated in common 
places, such as data warehouses, for efficient investigation, 
data-mining algorithms, helping financial decisions, as well as 
other information needs, effect on cost savings as well as profit 
improvements. Data mining is often referred to as information 
discovery as well as actionable insights. An itemset is a group 
of connected events/features in a dataset. Frequent-itemset 
mining is important in data mining since it uncovers latent, 
intriguing relationships among items in the dataset depending 
on the specific user-defined support and confidence levels. The 
Association-Rule Mining approach uncovers incredibly useful 
itemsets that are crucial in decision-making. The problem of 
frequent itemset mining, which entails mining only those 
itemsets that appear frequently in the input data, has dominated 
previous study in the topic. As a result, unusual events/features 
aren't captured in item sets. Those itemsets, also known as 
uncommon itemsets, are more intriguing than frequent itemsets 
in particular sectors, such as the detection of computer 
intrusions and fraudulent transactions in financial institutions. 
As a result, current study will focus on the other side of the 
ARM approach, which should be given equal weight in 
decision-making, as rare itemsets can be more valuable than 
regular itemsets. The same basic technique that may be used to 
find common itemsets can also be used to find rare itemsets. 
The goal of this paper is to create a collection of algorithms for 
mining-rare itemsets from datastream. 

II. RELATED WORK 

Several frequency-related data mining techniques based on 
Apriori [5] have been developed, with mining outputs typically 
relating to common or expected events. Approach, rare-pattern 
mining (RPM) [6-8], was created to solve this issue, and 
numerous RPM methods have been suggested in the recent 
past. Rare-patterns, as opposed to frequent as well as common 
patterns, may be more beneficial in some circumstances (e.g., 
itemsets as well as association rules) that are vital for real-
world applications. The most common types of static rare 
itemset mining techniques are support-threshold, no-support-
threshold, and limitations are well discussed in [7]. Since the 
support-threshold of rare-itemsets is lesser than that of frequent 
itemsets, establishing lesser or different support thresholds 
makes it easier to generate uncommon itemsets. Darrab et al. 
[9] presented the multiple-support approach, which 
successfully discovered unusual itemsets by using various 
minimal support thresholds. Koh et al., [10] presented the 
Apriori-reverse approach to find unusual rules in totally 
scattered itemsets, which only includes items underneath the 
maximal support level. Szathmary et al. [11] later suggested a 
"rare-itemset mining approach (ARIMA)". The rarity method, 
which is a top-down rare-itemset mining automated system, 
was introduced by Troiano et al. [12]. Until now, a variety of 
RPM algorithms, such as CFP-growth++ [13], have been 

widely proposed. Several of them [14-16] are focused on 
dealing with variable data streams. Several algorithms relying 
on the Apriori method have a large number of candidates. 

Tanbeer et al. [17] established a two-phase technique. First, 
a compact forest architecture CPS tree is used to keep the 
sliding window's contents in a predetermined sequence. All 
closed, frequent patterns are discovered in the second step of 
the tree reconstruction. An item must be constructed for each 
time it is used during the time period in order to use this 
approach, which takes further time and distance to compute. 

The three processes described in Deypir et al. [18] involve 
the startup of the window, the updating of the window, and the 
production of patterns. The sequence is an interesting paradigm 
for tackling typical pattern mining issues since it doesn't need 
to examine the entire history of team and handling and could 
just handle a restricted range of recent events. It took a lot of 
memory and processing time to use sliding window techniques 
in the past, on the other hand. 

One scan reads the databases and loads the transactions to 
find the most current frequent itemsets using the sliding 
window concept, but they were using an FP-like tree that 
requires more time, the model's clustering algorithm is limited, 
thus the different method is used to address the problem [19]. 

Sets of rare itemsets (SRP) were created by David Huang 
[20]. The new transaction's components are added to a tree data 
structure using the FP tree technique. Most FP trees are formed 
by placing all transactions' components in decreasing order of 
support count. As a result, it is impossible to organize data 
streams in a logical sequence. An architecture known as a 
connections table is utilized to maintain track of the sliding 
window's components in canonical order in order to overcome 
this problem. Rare items are made when a product or service 
path doesn't have enough support. 

To save time and money, pruning is used in RP-Tree [21]. 
Patterns based on FP-Tree are stored in a Tree based 
hierarchical file system. 

According to Sunitha et al [22], using bitsets as well as 
vertical pattern mining, different minimum item support (MIS) 
values are employed to overcome the problem of missing 
uncommon pattern sets with significant support but high 
confidence. 

Using the approach developed by Sunitha et al. [23], 
researchers were able to uncover beneficial atypical association 
rules. Such an unusual association rule mining technique is 
carried out using a sliding window technique with a vertical bit 
sequence structure. When doing a search, a sliding window 
strategy is a good way to find connections that aren't obvious. 

Multiple data streams and stream data are classified by an 
adaptive learner employing named time frames in the 
methodology provided by Manal Almuammar et al [24], [25]. 

The Éclat RP-growth approach suggested by Sunitha et al 
[26], [27] is developed from Zaki's Eclat [28]. Bit set mining in 
the form of a vertical pattern. This solution relies heavily on an 
effective pruning strategy and the construction of linear trees. 
Rahul et al. [29] suggested a compact feature extraction tree 
structure with better weight requirements to find common 
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patterns in a centralized database scanning over a continuous 
data stream. Outliers from incremental datasets may be 
identified using a single-pass rare pattern mining approach 
suggested by Anindita et al. [30]. 

III. METHODS IN MODEL 

The model employs two supports, frequent-pattern Support 

 fps  and rare-pattern support  rps , as well as the Sliding 

Window size, which is the maximum number of blocks that 
can be present in each window. Because blocks may overlap 
between windows, the processed blocks data is reused in each 
window, and modifications are required based on newly 
arrived blocks and the oldest block that is about to expire upon 
the arrival of the new block. From steam data and a correlation 
measure, the model can detect both frequent and unusual 
Itemsets. Lift can be used to filter the rules. 

A. Basic Terminology 

Let 1 2 3,  ,  .,  ni i i i
, in be the list of Items I  in the 

database. The data stream is a continuous stream 

 1 2 1, ,........ ,  , ,n nt t t t  with each transaction containing a 

subset of I  items. A nonempty itemset with one or more items 

from items list I is called an item set. A k-itemset is an itemset 

that contains k items. The percentage of transactions in the 

database that have the itemset X marked as X is known as 
support for an itemset X . 

Each block is a series of transactions, and the total number 

of transactions in the block reflects the block size B  which is 
time sensitive and may change across blocks. 

1) Frequent itemset: The given itemset X  is considered 

to as frequent-pattern support if and only if xs fps the 

support xs exceeds the frequent-pattern Support fps . 

2) Rare itemset: A pattern X is a rare pattern if

 xrps s fps  , the support xs of the corresponding pattern

X is lesser thanfrequent-pattern Support  fps but greater 

than or equal to rare-pattern support  rps . 

3) Rare-pattern support and frequent-pattern support: 

The support of an itemset represents the frequency of 

corresponding itemset towards the set of records (buffered 

from data stream). The default range of support is in between 

0 and 1 that includes 1, and standard measure of the support is 

0.5. The default rare pattern support rps represents as

0 0.5rps  , the default frequent pattern support fps

represents as 0.5 1fps  . 

4) Buffered Records’ Time Frame  brtf
:The amount of 

buffering time threshold of the recent transactions of the data 

stream, which should be greater than zero time units and 

having minimum transactions streamed from the corresponding 

data stream, which shall be greater than records’ count 

threshold rct . 

5) Pivot points: Maximum and minimum soft margins are 

the support average considered for developing the key points 

which can stand critical for the estimation of rare patterns and 

frequent patterns. Soft margins estimation is a statistical 

approach, which denotes the disparity between mean and 

deviation as well as the aggregate of mean and deviation as 

minimum and maximum soft margins in respective order. 

B. Dynamic Support Range Assessment Process 

For a given Buffered Records’ Time Frame  brtf , find the 

number of records brc brc rct   buffered as a set R . 

Find all possible patterns of diversified sizes from the 

records listed as a set R , which represents as a set P . 

Discover support of each pattern 1i ip p P i P    

as follows. 

Let the notation S  be the set, such that each
thi entry 

represents the support
is of 

thi pattern i ip p P 
.
 

 
1

P

i i
i

p p P

  

Begin 

    
1

1
1

R

i i j j

j

s p r r R
R 

 
      

 


 

iS s
 

End 

1) Estimating minimum and maximum supports by soft 

margins: The fundamental objective of using the soft margins 

is to track the corresponding ranges of a metric in the learned 

transactions. The Soft margin values estimated from the 

learned transactions shall remain standard measures for the 

present transactions [31]. The estimation of the minimum and 

maximum supports of the proposed mining rare patterns from 

data stream is follows: 

 
1

1
S

i i

i

s s S
S




 
    

 


 

  
| |

2

0

1

| |

S

i i

i

s s S
S

 


   
 

fps sm  
 

// Finding the standard measure of the supports listed in set S  

// Find the standard deviation of the supports listed in set S  

// rare-pattern support
 rps
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Algorithm1: Algorithmic Description of Calculating Dynamic 
Min and Max support ranges 

//finding supports of each pattern from initial block// 

 For each record r of the initial block 1B , Begin 

Find all possible patterns of count 12n , here n represents the 

number of elements in the record 1r r B   

Move the discovered patterns count 12n to the set P , if the 

corresponding patterns do not exists in the set P  

End 

For each pattern p of the set P Begin 

Find the support ps of pattern p as 

p

noof records having the pattern p
s

total number of records


 

Move the support ps to the set S  

End 

Find the average   of supports listed in set s as 

sumof supports of all patterns

total number of patterns
 

 

Find the root mean square deviation of the supports listed in 

set S as, 

sumof absolutedifferenceof average fromeach support listed in set S

total number of supports
 

 

Find the pivot P of the supports S  of all patterns as follows 

Find the frequent pattern coefficient fps  as, 

fps     

Find the rare pattern support rps as 

rps     

C. Dynamic Support Range based Hybrid-Eclat Algorithm 

(DSRHEA) 

DSRHEA is referred as hybrid Éclat because it uses the 

BFS  (Breadth First Search) and DFS (Depth First Search) 

algorithms. The algorithm's characteristics are listed below. 

The algorithm is based on Éclat and instead oftid set , it 

uses bit-set to represent the transaction set of an itemset. The 
significant feature of this format is that it only scans data once 
to extract unusual patterns, which is necessary for stream data 
processing because it cannot be stored. 

The support of one itemset is found by scanning the 
transaction block once. As explained in Algorithm1, a rare item 
in the current block may become frequent or vice versa in the 
data stream, hence all items with support fps are examined 

and used to construct higher order items. 

Prefix Node is used to store itemset since it saves memory. 
The prefix is stored once for all suffix items in the node, and 
the itemset is generated by concatenating prefixes and suffix 
items. The prefix is the first (n-1) item in an itemset, while the 
suffix is the nth item. PrefixBVlist Is also utilized, which initially 

has a two-item prefixbvnode that must be expanded to generate 

huge ' 'n items, where n is a user-defined number. 

The intersection of bit-sets of related parent one itemsets is 
used to generate two itemsets using BFS . The prefix items, 

with the exception of the suffix item, should all be the same to 
intersect any two items. Abd  and acd , for example, can be 

intersected but not abd and acd  since the initial  1n  items of 

Abd andacd ,    ab and ac are not the same. The same criterion 

should be applied to higher order itemsets. A prefixbvnode  is 

constructed for each one item, with the supplied oneitem as 

the prefix, and suffix items are generated for eligible two items, 
with an array list containing all prefixbvnodes generated. For 

example, if the provided window has four items, let’s call them 

, , , ,a b c d then the three prefixbvnodes are constructed and added 

to the Array List. List of nodes ,  ,   ,a b and c their respective 

suffix items. 

To generate higher order item sets, the proposed algorithm 
uses an optimization based on two item sets,. As mentioned in 
Algorithm2, the generated huge objects are kept in a two-level

hashmap . Algorithms 3 and 4 are used to update the hashtable  

with the infrequent itemsets in the prefix node. The Stack data 
structure is used to implement DFS . 

Algorithm 2: Dynamic Support Range based Hybrid-Eclat 
Algorithm (DSRHEA) 

()DSRHEA
 

0;blockid   

 ;pefefixBvNodeList pbvlist //holds oneitems 

 ;BlockSupports bsup // block wise parameters 

 ;Globals gb //support parameters of datastream 

While(datastream) 

Begin 

0;blocksize   

While (currenttimeunit) 

Begin updateitemslistwithnewtransaction(); 

;Blocksize   

End 

 ;  ;()bsup updateSupportthresoldsArrays filteroneitemslist bsup

 ,  ,  ;generateLargeItemsWithPrefixBasedBFSnDFS rpt gb bsup  

;Blockid    
;()displayRarepatterns
 

End 
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1) Optimization based on bigram itemsets: To generate 

two items, the algorithm uses breadth first search, all two 

items are generated and stored into a hashtable , these two 

itemsets are used to prune the number of candidates while 

generating large item sets for eg: itemset abcd is joined with 

 abcd to generate large item  abcde of size 5, however, 

if the itemset  de doesn’t satisfy the support criteria for rare 

itemset, then obviously itemset  abcde will not satisfy the 

support criteria, so before joining itemsets, support 1
th

n

item of the first itemset,  1
th

n item of the second 

itemset) is checked in two itemsets hashtable  to prune the 

unfruitful candidate rare itemsets. This pruning strategy 

reduces the number of candidate itemsets and intersection 

operations while generating large itemsets, hence the 

algorithm’s efficiency is improved in terms of execution time. 

Algorithm 3: Discovering 

n- Itemsets 

Method: generateLargeItemswithPrefixBasedBFSnDFS 

Input: one Item list, fps  root potential Items, , ,rpt gb bsup . 

Output: Set of   frequent pattern support fps . 

;().numOfOneitems oneitemsList size 

 . . , , ;rpt insertOrUpdateOneItems this oneItemsList gb bsup

0;oneItemI   

While  oneItemI numOfOneitems  

Create a  1prefixnode pbv
 

for a  ;prefix oneItemI  

For each remaining  oneitem oneItemJ  

Perform inter section ,oneItemI oneItemJ , calculate 

support and generate all two 

Items using vertical mining in BFS  that satisfy support 

criteria . 2bsup currentsupport andAppend to pbv1 

 . 1twoItemspbvnodelist add pbv  

 . 1,  ;rpt insertOrUpdateLargeItems pbv gb //update 

hashtable  with two items of current oneitem 

For each  1prefixbvnode pbv  in twoItems pbv node list 

If(isExtendible 1pbv ) //extendible if node has more than 

one suffix items 

 . 1Pbvstack push pbv  

While ( ())! .pbvstack empty  

;().pbvcurrentnode pbvstack peek  

If   ! 1isExtendible pbv  

()). .(rpt insertorupdatelargeitem pbvstack pop  

//the items in popped prefixbvnode  are inserted into 

hashtable of largeitems  

Continue; 

Else 

Create ;pbvnewNode  //for storing generated large items 

 . . ,Pbvnewnode prefixitem addall pbvcurrentnode prefixitemset  

Generate and update Largeitems  //two itemset o 

optimization. 

Push the generated node onto the stack if numberof 
   0suffixitems in the node   

2) Structure of two level hash-table: To store and 

maintain the patterns generated from the data stream, The tree 

is implemented as a Linear tree, implemented using array list, 

each entry in the array list is a hashmap  (level map), the 

level map keeps itemsets of same size, n level maps are to be 

created to store itemsets of n length, n is the max itemset 

size maintained. The structure of two-level hashmap  is 

shown in Fig. 1. The rare patterns are extracted from 

hashtable that satisfy support criteria as given in rare item 

definition. 

3) Discounting: When the number of blocks in window 

exceeds, the discounting of old block supports is performed, 

then the support of newly arrived block are added as described 

in algorithms 3,4 and 5. 

Algorithm 4: insertOrUpdateOneItems 

1. If . 0globals Blockid   

2. Create a   levelwisepreixmap and suffixmap with items  

      in one items list 
3. Else 

4. If . .globals Blockid gb windowsize  

5. Begin 

6.  ;discountOldBlockSupports bsup  

7. End 
8. Insert or update 

  levelwisepreixmap and suffixmap with items in 

oneitems list 

Algorithm5: insertOrUpdateLargeItems 

1. For ; ;rootSize pfxLength rootSize    

2. {  

3.   .  ,200 ;rootpt add new LevelWisePrefixMap rootSize  

4. If . 0globals Blockid   

5. Create a   levelwisepreixmap and suffixmap with   

     items in prefixnode  

6. Else 

7. If . .globals Blockid gb windowsize  

8. DiscountOldBlockSupports ;bsup  

9. Create or update   levelwiseprefixmap and suffixmap
 

with items in prefixnode
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Fig. 1. Hash based Two Level Tree Structure. 

IV. EXPERIMENTAL RESULTS 

Experiments have been carried on different datasets listed 
in FIMI repository [32].The implementation has been done 
using Java, which is interpreted on Intel core i5 2.4 GHz 
computer running Windows 10 and equipped with 8GB of 
RAM. To establish the performance significance of the 
DSRHEA, the rare patterns count and speed of execution have 
been compared with contemporary model SRPTREE. The 
details of the dataset, window size, and dynamic supports 
observed, as well as resultant values of the performance 
indicators are listed in Table I. 

The above stated Fig. 2 to 4 demonstrates the rare patterns 
discovered by both proposed DSRHEA, and contemporary 
model SRPTREE. Fig. 2 to 4 states that the contemporary 
model SRPTREE having significant count of missing rare 
patterns that compared to the DSRHEA. It is noting that 
marginal ratio of missing patterns as 24%, 24%, and 1% in the 
respective order of datasets T10I4D100K, T40I10D100K, and 
Kosark (250K). According to these statistics, the missing 
pattern ratio of SRPTREE that compared to DSRHEA is 
proportionate to the number of rare patterns discovered. 

Fig. 5 illustrates the process time observed from DSRHEA 
and SRPTREE to discover rare patterns from different datasets. 
The statistics related to process time indicating that DSRHEA 
is outperforming SRPTREE with minimal process time, which 
has observed as 22.807%, 47.466%, and 10.052% in the 
respective order of datasets T10I4D100K, T40I10D100K, and 
Kosark (250K). 

TABLE I. STATISTICS OF INPUTS AND OUTCOMES OF THE 

EXPERIMENTAL STUDY 

Dataset details 
Dynamic 

supports 

Rare Patterns 

Count 

Process time 
in mille 

seconds 

Dataset 

Blo

ck 

Size 

FPS RPS 
DSRHE

A 

SRP 

TRE

E 

DSR 

HE

A  

SRP 

TRE

E  

T10I4D10

0K 
25K 

0.001

16 

0.000

54 
16532 

1253

9 

22.8

07 

129.6

02 

T40I10D1
00K  

25K 
0.008
99 

0.001
47 

732166 
5570
45 

47.4
66 

70.82
5 

Kosark 

(250K)  
25K 

0.004

92 

0.001

75 
21075 

2105

5 

10.0

52 
41.55 

 

Fig. 2. Performance Comparison of DSRHEA and SRP Tree towards Rare 

Pattern Discovery from T10I4D100K Data Set. 

 

Fig. 3. Performance Comparison of DSRHEA and SRP Tree towards Rare 

Pattern Discovery from T40I10D100K Data Set. 

 

Fig. 4. Performance Comparison of DSRHEA and SRP Tree towards Rare 

Pattern Discovery Kosark Data Set. 

 

Fig. 5. Performance Comparison of DSRHEA and SRP Tree towards 

Processing Time. 
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A. Cross Validation 

The performance study was carried out using cross-
validation. The DSRHEA cross-validation metrics were 
compared to the values obtained in an experimental 
investigation on the same dataset utilizing modern models 
HECLAT RPStream and SRPTree [20] with static and 
dynamic supports. The comparison investigation is presented 
in full in the following cross-validation metric examination. 

Human annotation was used to identify high utility itemsets 
with changeable values of the six items in order to undertake 
cross-validation. Human annotation partitioned the total 
itemsets identified into two, reflecting positive and negative 
labels in descending order. There are a total of 21794 rare 
itemsets that have been considered. Among these itemsets, 
14206 have been labeled as positive (really uncommon 
itemsets), whereas 7588 have been designated as negative 
(falsely rare itemsets). Positive itemsets have limited support 
(rare support) and maximal confidence, while negative itemsets 
have confidence less than the threshold and redundant itemsets. 
The experimental statistics (cross-validation metrics) are 
provided in the following performance analysis. 

The DSRHEA model outperformed the other alternatives 
significantly, as illustrated by the figurative illustration in 
Fig. 6. 

The metric accuracy denotes the positive predictive value, 
which is the ratio of true positives to the total of true positives 
and false negatives. The metric precision values for DSRHEA, 
HECLAT RPStream, and SRPTree with static and dynamic 
support were 0.997, 0.9584, 0.8976, and 0.9175, respectively. 
According to these results, the DSRHEA model exceeds the 
other models in terms of positive pattern predictive value, as 
determined by precision. 

The measure specificity can be used to calculate the real 
detection rate of negatively labeled uncommon patterns, which 
is derived as the ratio of true negatives to the sum of true 
negatives and false positives. The specificity shows the best 
method for removing patterns that aren't actually unusual 
(having negative label). The metric specificity values for 
DSRHEA, HECLAT RPStream, and SRPTree with static and 
dynamic support were 0.9836, 0.9657, 0.8836, and 0.9136, 
respectively. These numbers suggest that the DSRHEA model 
surpasses the other models in spotting patterns that aren't 
actually infrequent, as shown by specificity. 

 

Fig. 6. The Related Performance Metric Values of the Models DSRHEA, 

HECLAT_RPStream, and SRPTree with Static and Dynamic Suport 

Discovered from Cross-Validation. 

The true positive rate is calculated using sensitivity, which 
is the ratio of true positives to the sum of true positives and 
false negatives (rate of truly rare patterns discovered). The 
metric sensitivity values for DSRHEA, HECLAT RPStream, 
and SRPTree with static and dynamic support were 0.9957, 
0.9577, 0.8957, and 0.9257, respectively. These values suggest 
that the DSRHEA model surpasses the other models in terms 
of detecting truly unusual patterns, as measured by sensitivity. 

The metric accuracy used to characterize measurement 
approximations towards true-value is the ratio of the count of 
actually discovered rare patterns, truly discarded patterns that 
are not unusual, to the total count of patterns discovered and 
rejected (discovering truly rare patterns and discarding truly 
not the rare patterns). The metric accuracy values for 
DSRHEA, HECLAT RPStream, and SRPTree with static and 
dynamic support were 0.9915, 0.9605, 0.8915, and 0.9214, 
respectively. As assessed by accuracy, these values reveal that 
the model DSRHEA beats the other models in terms of 
detecting actually unusual patterns and eliminating those that 
aren't. 

The metric F-measure, which is the reciprocal of the ratio 
of "product of precision and sensitivity" to "sum of the 
corresponding precision and sensitivity," represents the 
consistency of accuracy and sensitivity values displayed in the 
rare pattern mining process. The metric f-measure for 
DSRHEA, HECLAT RPStream, and SRPTree with static and 
dynamic support was 0.9903, 0.962, 0.8905, and 0.9155, 
respectively. In terms of consistency of values depicted for 
accuracy and sensitivity, which is represented by the f-
measure, the model DSRHEA obviously beats the other 
models. 

V. CONCLUSION 

This article demonstrates how to implement rare pattern 
mining from data streams using a time-sensitive sliding 
window. The methods are éclat-based and implemented using 
bit-sets. The approach makes use of two-level hash tables to 
store newly formed large rare patterns. An optimization based 
on the support of two item sets is also a critical element of the 
method, as it increases the overall efficiency of the program in 
terms of time complexity by lowering the number of candidates 
and their join. In this application is used a range of input 
support criteria to do data analysis. Support is calculated 
dynamically. The proposed method has been proved to be more 
effective than earlier relevant algorithms. The essential points 
are as follows: 1) Two-item optimization, 2) Prefix node-based 
massive item generation, 3) Vertical mining with bit-sets 
instead of TID-sets are two ways to make more items, and 
4) Calculation of dynamic support. The cross validation results 
indicating that the proposed DSRHEA is outperforming the 
other contemporary models in regard to identify truly rare 
patterns. The DHREA has shown 99% accuracy to discover 
truly rare patterns. The evolutionary techniques such as fuzzy 
reasoning can be used to discover rare patterns under variable 
contexts, which will be the future research. 
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Abstract—In the past few decades, wireless sensor networks, 

which take a growing number of applications in the surroundings 

further than the human reach, have risen in popularity. Various 

routing pseudo codes have been suggested for network 

optimization, emphasizing energy efficiency, network longevity, 

and clustering processes. To the existing load balancing energy-

efficient sleep awake, aware smart sensor network routing 

protocol, the modified load-balancing efficient-energy sleep 

active alert smart routing system for wireless sensor networks is 

presented in this paper, which takes network homogeneity into 

account. The modified protocol is the optimum clustering and 

routing protocol in wireless sensor networks (OCRSN), which 

simulates an enhanced network coupled node pair model. Our 

suggested modified approach studies and enhances factors such 

as network stability, network lifetime, and cluster monitor 

mechanism choice. The significance of typically combining sensor 

endpoints is applied to maximize energy efficiency. The proposed 

protocol significantly improved network parameters in 

simulations, showing that it could be a valuable option for WSNs. 

In wireless sensor networks, in addition to memory 

considerations and dependable transportation, this paper 

presents a hop-by-hop re-transmission strategy and congestion 

mitigation, which is the major contribution of this paper. It is a 

very consistent method based on a pipe flow model. After 

performing additional optimized overhead to improve the 

network lifespan of wireless sensors networks, the current 

algorithm can be paralleled to the less energy adaptive clustering 

hierarchy protocol. The optimal clustering in multipath and 

multihop technique intends to minimize the energy consumption 

highlighted for a circular area enclosed by a sink by replacing 

one-hop communication with efficient multihop communication. 

The optimum quantity of clusters is determined, and the energy 

consumption is reduced by splitting the network into clusters of 

nearly equal size. The obtained simulation results will 

demonstrate the increase in the network lifetime compared to 

previous clustering strategies such as Low Energy Adaptive 

Clustering Hierarchy. 

Keywords—Wireless sensor network; network lifetime; 

clustering strategies; clustering process 

I. INTRODUCTION 

In recent years, a great deal of research has been done on 
low power protocols, network setup, routing protocols, and 
analysis issues in sensor networks. Several routing protocols 
can be used to accomplish optimal routing in the context of 

energy, such as proximity, multipath, and so on. Battery power 
is a critical component in the algorithm design for extending 
the network's endpoint lifespan [1]. To enhance overall 
network performance, it is ideal for increasing the lifespan of 
sensor endpoints. The numerous energy consumption sources 
in WSNs can be divided into "constituent" - "practical" pairs. 
The practical consists of the native foundations of energy 
dissipation required to complete the prescribed task at each 
endpoint. The energy wastage is due to inefficient medium 
access, routing, or topology control in the latter category [2]. 
Depending on the application environment, each consumer 
contributes to overall energy consumption. Energy control in 
WSNs was first classified into conservation and supply of 
energy. The former refers to providing energy to each endpoint 
during runtime to fully (or partially) power the sensor 
endpoints [3]. Outward power supply bases currently display 
non-continuous behavior in many circumstances, which can 
cause system failure [4]. Energy harvesting and conservation to 
be integrated into a unified ecosystem to avoid degeneration of 
the collected energy. From a data-centric standpoint, WSN 
applications can be classified into periodic sampling, event-
driven, or hybrid situations based on convergent validity [5]. 

In the first group, the measured data must be transferred to 
the gateway regularly for processing. As a result, data traffic 
will be exceedingly dense, especially if acquisition durations 
are short [6]. As a result, the likelihood of errors, passive 
listening, and suboptimal routing increases. Unlike the 
previous classification, data transfer is less frequent in event-
driven operations. Other sources of energy use, on the other 
hand, may be dominant. Finally, heterogeneous WSNs are 
considered in the third category of WSN applications, wherein 
the measured data is regularly communicated [7]. 
Simultaneously, the network samples the environment 
regularly to detect predetermined events. The energy-saving 
approaches can be classified into three categories: Data-
oriented methods: Time-driven methods, and event-driven 
methods are classified into this category based on WSN 
applications. The first subcategory concerns the 
communication module, accounting for most energy usage in 
time period-centric scenarios. The latter group includes 
methods for reducing the strain of frequent data collecting or 
resource sensors [8 & 9]. In addition, local mechanisms for 
modifying components of each endpoint are included. 
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TABLE I. SUMMARY OF RELATED PAST RESEARCH WORK FOR CLUSTERING IN COMPARISON WITH PROPOSED WORK 

Peer to Peer Network 

connection 
Year Methodology Classification Advantages Disadvantages 

Proposed Protocol 2022 

C.H. voting technique with 

hop-by-hop re-

transmission strategy and 

congestion mitigation  

Synthesis 

clustering strategy 

Simple, reliable, 

efficient, and easy to use 

Fails to identify the voting of dead 

C.H. node during node selection  

CFFB Protocol [29] 2019 Fuzzy – Neuro method 
Adaptable 

strategy 

Deep Learning-based 

technique for voting 
optimum C.H. 

adds more load to the network 

Optimized routing protocol 

with cluster-based energy-
efficient large area WSNs [30] 

2019 
Derivative Independent 

Simplex Technique 

Synthesis 

clustering strategy 

Lessens the effective 

consumption of energy  

Typical number of clusters in 

single round effects in a large 
delay of operations 

C.H.E.S. – D.L.F. protocol 

[31] 
2018 

G.A./Fuzzy predictive 

strategy 

Adaptable 

strategy 

Efficient CH voting that 

improves time span of 

network 

Extensive calculation such as hop 

count, density results in fast energy 

reduction 

Multi-Criteria selection 

analysis strategy protocol [32] 
2016 

The algorithm scales the 

transmission rate, residual 

energy, distance to B.S. 

Combined –

Scaling technique 

Enhances the network 

lifetime 
Mathematical complexity 

K-Means – Clustering method 

in WSN [33] 
2015 

Residual Energy scaling 

strategy and value of 

threshold node 

Adaptable 

strategy 

Enhanced are nodes 

deployed in the network 

Power consumed in residual 

energy computed with threshold 

data is an extra burden on the 
network 

Energy Efficient multihop 

clustering Protocol [34] 
2014 Scaling the energy level 

Synthesis 

clustering strategy 

Enhanced connectivity 

and stability 

With some nodes dead, the delay is 

caused 

LEEACH [35] 2004 

A randomized voting of 

cluster heads, formation of 
C.H.'s are self-configured 

Deterministic 

techniques 

Fast, simple, low 

overhead 

Large redundant data, limitations 

due to random data  

The approaches in this domain are combined with event-
driven and time-driven WSN applications such as memory 
overflow and reliable transport with memory considerations, as 
illustrated in Table I, which depicts the summary and compares 
the past research works with the proposed work. The network-
based techniques mainly aim for energy consumption for 
retaining network functionality. 

The key contributions of this research work are as follows: 

1) With new green algorithms and technologies, this 

research presents a hop-by-hop re-transmission and congestion 

mitigation, a very consistent method in WSN based on a pipe 

flow model [10, 11]. 

2) This research further attempts to create an efficient-

energy framework for ad-hoc clustered routing while protecting 

edge devices from attacks that drain their batteries [12]. 

II. LITERATURE REVIEW 

A survey of efficient-energy hierarchical cluster-based 
routing in wireless sensor networks was conducted. The 
research investigated several elements: low power protocols, 
network topologies, routing protocol, and wireless sensor 
network coverage issues. Different routing protocols can be 
used to accomplish optimal routing in the context of energy, 
such as location-aided, multipath, data center, mobility, QoS 
[13]. Next, a cluster routing method, DECSA, provided an 
efficient-energy clustering routing algorithm based on energy 
residual and distance for wireless sensor networks. The 
improved algorithm properly balances energy consumption, 
extends the lifetime by 31%, helps conserve by 40%, and 
performs better than the original LEACH procedure [14]. 
However, additional performance characteristics such as 

quality of service constraints and performance level were 
overlooked. The research was performed on a clustering 
routing protocol for the energy balance of wireless sensor 
networks based on simulated annealing and genetic algorithm. 
In this protocol, the simulated annealing and genetic algorithm 
were used to cluster the sensor endpoints while also 
considering the residual energy of the endpoints and the 
average energy of the cluster to obtain a more reasonable 
cluster head distribution in the lower level of the network [15]. 
A study on network load balancing and its application to the 
lifecycle of wireless sensor networks was neglected here. The 
efficient-energy hierarchical unequal clustering in wireless 
sensor networks was proposed, using an unequal clustering 
strategy for even energy distribution [16]. It also lowers overall 
energy usage, which extends the network's lifespan. The model 
assumes that all endpoints are immobile after deployment, that 
they can determine their location using GPS receivers, and that 
the network is homogeneous. A WSN-assisted IoT strategy 
was developed using an adaptive fuzzy rule-based efficient-
energy clustering and immune-inspired routing protocol [17]. 
A bio-inspired optimization technique is applied for routing to 
improve data transmission dependability. Cluster-based routing 
is an effective method of lowering energy use. Compared to 
existing clustering and routing approaches, it improves QoS 
characteristics. The limitation was an optimum routing with 
large residual energy for multihop communication within the 
clusters, deploying many base stations to reduce the burden on 
cluster monitors near each base station to increase energy 
efficiency. Overall, network lifetime in wireless sensor 
networks was not explored. The proposed method uses simple 
fuzzy rule-based neural networks combined with clustering to 
properly exploit energy while avoiding the wastage caused 
during the head and cluster patterning selection. The practiced 
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system allows cluster patterning and routing to make better 
decisions about which endpoints to send data to, resulting in a 
transmission system that is faster, more efficient energy, and 
less prone to failure. But only the placement of the base station 
at the center of the network will reduce the number of hops for 
data transmission. Hence, the minimum energy consumption is 
one of the limitations identified in this research work. In 
addition, an efficient-energy clustered gravitational and fuzzy-
based routing algorithm in WSNs was proposed [18]. This 
paper omitted the impact of effective communication among 
endpoints on the availability of residual energy, which is a 
drawback noted here. The swarm intelligence–based efficient-
energy clustering with multihop routing algorithm for 
maintainable wireless sensor networks is proposed. The study 
developed a unique wireless sensor network clustering and 
multihop routing protocol based on swarm intelligence [19]. 
An improved particle swarm optimization technique selects 
cluster heads and efficiently organizes clusters. The 
optimization-based routing procedure is then used to identify 
the network's best pathways. The research significantly 
improved particle swarm optimization–the optimization 
approach takes advantage of both the clustering and routing 
processes, resulting in optimal energy efficiency and network 
longevity. Sensor endpoints can operate in sensing mode to 
detect physical variables or communication mode to send 
information to the base station. Each endpoint's connectivity 
manages traffic, and each endpoint is assigned to a location 
index. The connection between endpoints is similar, and the 
distance between them may be determined by measuring the 
signal power received. An efficient-energy smart routing in 
WSN employing a dominant genetic algorithm is provided, and 
a heuristic-based efficient-energy communication strategy is 
used [20, 21]. To find the best efficient-energy routing channel 
between sensor endpoints and define the best efficient-energy 
trajectory for mobile data gathering endpoints, a novel 
development in the genetic algorithm known as Dominant 
Genetic Algorithm (DGA) has been proposed. Because of its 
natural occurrence, the dominance of high fitness solutions has 
been integrated into the Genetic algorithm [22]. The constraint 
here is that it is assumed that there is no sensor mobility in the 
first situation, whereas in the second case, cluster heads are 
already present. Clusters have already formed, and the amount 
of energy expended to determine the route of a mobile data 
gathering endpoint is calculated using DGA. 

III. METHODOLOGY ADOPTED 

In this research, developing a modified load-balancing 
efficient-energy sleep active alert intellectual routing system 
for wireless sensor networks, the endpoints send location data 
to the base station, and the base station uses central coupling at 
minimum distance. All endpoints are combined with random 
neighbors, and the base station transmits their position data if 
they are coupled. The endpoints receive status updates and 
come to be alert of the attached endpoint [23]. Each attached 
endpoint compares its distance from a base station to its partner 
distance to the base station endpoint remains active if there is a 
reduced distance than a neighbor endpoint. If there is an awake 
mode, all the endpoints are in active mode, and else all the 
endpoints switch to sleep mode. Next, transmit network 
advertisement, listen and wait to the selection medium and 

receive the awake request from the endpoints. If the mode is 
not active, receive the channel advertisement and relate with 
the received strength signal indicator, quality, link, and variant 
node. Finally, send a request to cluster head with energy 
information, receive TDMA slot, and transmit detected data in 
the allocated slot. 

Further, the PCHs allocated the TDMA slot for 
transmission by transmitting the TDMA list, receiving data 
from endpoints, and aggregating received data from member 
endpoints. The active nodes are considered during the selection 
of the cluster heads. All the nodes have the same initial energy 
in the first round. The nodes in active mode will select 
themselves as cluster heads based on the probability of 
selecting cluster head with distributed algorithm 1and each 
node select the random number between 0 and 1 and compares 
it to a threshold    is as illustrated in equation (1) as follows. 

    {

  
     (             )    

 

  

⁄

            

                   (1) 

Where T is the set of active nodes in the first round. If a 
node's random number is smaller than the threshold (  ), the 
node will elect itself as a cluster head and is referred to as 
Root-Cluster-Heads (RCHs). When a node is designated as an 
RCH, it sends an advertisement message to the entire network. 
Active-mode nodes only hear the broadcast messages from 
different RCHs. They choose their RCHs based on the 
advertising' Received Signal Strength Indication (RSSI). To 
avoid collisions, when an Active-mode node determines which 
cluster it wants to join, it sends a request to that RCH via the 
Carrier Sensed Multiple Access (CSMA) M.A.C. protocol. 
Active-mode nodes additionally send their energy statistics to 
RCH along with their requests. The RCH calculates the 
remaining energy and its distance from each node, then 
chooses a C.H. for the following round, known as Sub-Cluster-
Head (S.C.H.). In the network transmission phase, if there are 
M amount of nodes and L are the optimum quantity of cluster 
heads, then the average nodes in one cluster will be, 

(
 

 
  )               (2) 

For the data transmission to begin, the transceiver of the 

non-cluster head node dissipates       (  )  to run the 

transmission circuit and   (   )  to achieve an acceptable 

signal to noise ratio (SNR), therefore for the transmission of 
the message bit      a non-cluster head node will expand to 
equation (3). 

              (
 

 
  )(      (  )       

  (         )              
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To receive the data from a non-cluster head node on by the 
transceiver on cluster head expands in each cluster by equation 
(4) as follows: 

           (         ) (
 

 
  )            (4) 

Where the dissipated energy by each circuitry is denoted by 
    for data receive and dissipated energy by cluster head to 
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total data is data received (             )  from its nodes 
associated is illustrated in equation (5) as follows. 

       = (                    )   (
 

 
)           (5) 

`The energy of transmission (      ) dissipated by cluster 
heads to transmit the total data         to the base station is 
given by equation (6) as follows 

              (  )             (   )         
           (6) 

Here       
  is the distance between a base station and the 

cluster head. The total energy dissipated by the cluster head in 
one round is given by equation (7) as follows  

                                                    (7) 

The dissipated total energy by cluster head is the dissipated 
energy in data reception from the nodes associated. The 
following Algorithm 1 describes this approach: 

Algorithm 1: Algorithm for EESAA protocol 

Start  

The endpoints transmit position data to a base station  

Base station uses significant combination at a minimum distance  

If coupled:  

All nodes are coupled with any of the neighbors  

B.S. Broadcast their status information  

Nodes receive status updates  

Nodes become aware of coupled partner  

Every coupled node compares its distance to B.S. ->  

->to its partner distance to B.S. 

The endpoint remains active if distance < partner endpoint 

 If (Alert mode):  

Yes: All endpoints are active 

Else if:   

a. No: Endpoints switch to sleep mode  

If (C.H.):  

b. Yes: Transmit cluster head  

c. Delay and eavesdrop to the intermediate endpoint until a 

certain range. 

d. Obtain requests from endpoints  

Else if:  

e. No: Active mode  

f. If (in RCHs range):  

g. Yes: loop over to step c  

Else if:  

h. No: Receive C.H.s advertisement  

If (S.C.H.s)  

i. No: loop over to step h and compare RSSI, Link, quality, 

and type  

Else if:  

Yes:  

Transmit request to cluster head with energy statistics  

Receive TDMA slot and transmit detected data in the 

assigned slot  

Switch (to step (e)):  

Case 1:  
j. If (RCHs): C.H.s assign TDMA space for transmitting data 

Broadcast TDMA list and Receive endpoint data 

Aggregate received data from member endpoints  

(Go To): Base Station  

End 

Next, we perform the setup phase for LEACH, and in this, 
we assign node(i) as the monitor of the cluster and the 
corresponding broadcast status of the cluster monitor. Then 
with delay for link communication request, next produce 
TDMA time slot and transmit to cluster points (t=0) with a 
stable-state operation for t=T(round) seconds [24]. In the next 
step, wait for broadcasts from the monitor of the cluster, with 
transmitting for join-request to chosen cluster heads and pause 
for cluster monitor (t=0) schedule. This approach is presented 
in the following Algorithm 2. 

Algorithm 2: Algorithm for setup phase for LEACH protocol 

Start  

If cluster monitor Endpoint(i) 

Yes:  

a. broadcast cluster monitor status  

b. Wait for link request communications  

c. Create a TDMA schedule and send it to cluster members 

(t=0) 

d. balanced-state operation for t=T(round) seconds  

Else if:  

No:  

e. Wait for messages from the cluster monitor 

f. Transmit for link-request to selected cluster monitors 

g. pause for cluster monitor (t=0) schedule 

h. Loop over to step d  

End 

In the optimum clustering and routing protocol in the 
wireless sensor networks (OCRSN) stage, the Input number of 
endpoints is defined and generates a random position of each 
endpoint. An endpoint neighbor discovery cluster head 
selection cluster creation and routing table creation [25, 26]. 
Further, there is time slot assignment along with 
communication to the base station, and finally, the data tracing 
process is done in this stage. Algorithm 3 describes this 
approach as follows. 

Algorithm 3: Algorithm for setup phase for LEACH protocol 

Start  

Input number of endpoints  

Generate random position of each endpoint  

Endpoint neighbor discovery  

Cluster head selection  

Cluster creation and routing table creation  

Time Slot assignment  

Communication to the base station and data tracing  

Display the result  

End 

The methodology is further extended to the flow pipe 
strategy, a robust transport method in wireless sensor networks, 
as illustrated in Fig. 1. 

The reliable transport with memory considerations is as 
shown in Fig. 2. 
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Fig. 1. Memory Overflow Prevention Strategy. 

 

Fig. 2. Reliable Transport with Memory Consideration. 

The transmitter node obtains the receiving node's memory 
information in this manner. As a result, the solution described 
can prevent memory overflow [28]. The local variables linked 
with each node help in transmission in the nodes. As the source 
adjusts its transmission rate, the throughput can be enhanced 
using the memory information contained in each node's packet 
header. The techniques described above are effective on low-
memory nodes and good use of the channel. Inter-segment data 
can be transferred from source to sink at a reasonable cost and 
with great reliability using the abovementioned approach. 

The next section illustrates the results from the study 
performed in the existing load balancing intellectual sensor 
network routing protocol, modified in terms of load balancing 
efficient-energy sleep active alert routing protocol, which 
considers network homogeneity [27]. 

IV. RESULTS OBTAINED 

The packet delivery ratio (PDR) is obtained by considering 
the homogeneous network into the account and is compared 
with the existing load balancing protocol concerning the 
modified load-balancing efficient-energy sleep active alert 
smart routing protocol is, as illustrated in Fig. 3. The 
comparison is made by considering the sensor radius of WSN 
The end-to-end delay is achieved by allowing for the 
homogeneous network into consideration. It is related to the 
existing load balancing efficient-energy sleep awake, aware 
smart sensor network routing protocol concerning the modified 
load-balancing efficient-energy sleep active alert smart routing 
protocol is illustrated in Fig. 4. The results are compared by 
considering the WSN endpoint's sensor radius vs. round trip 
delay (in seconds). 

It is related to the existing routing protocol for varied load-
balancing efficient-energy sleep active alert smart routing 

protocol, as illustrated in Fig. 5. The results are compared by 
considering the WSN endpoint's C.H. formation delay 
(milliseconds). 

 

Fig. 3. Comparison of Existing with Proposed Approach in Terms of P.D.R. 

 

Fig. 4. Comparison of EESAA with m-EESAA in Terms of End-to-End 

Delay. 

 

Fig. 5. Comparison of EESAA with m-EESAA in Terms of Cluster Head 

Formation Delay. 
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Fig. 6. Calculation of the Number of Rounds and Number of Dead 

Endpoints of WSN. 

The simulation of several rounds and the number of dead 
endpoints of the wireless sensor network endpoint is captured 
during the run time during the code execution and is illustrated 
in Fig. 6. The same is further optimized for the modified 
protocol cluster networks for optimum clustering and routing 
protocol in wireless sensor networks (OCRSN). Fig. 7 
illuminates the Cluster network formation for optimum 
clustering and routing protocol in wireless sensor networks 
(OCRSN). In simulations, our proposed protocol significantly 
enhanced network parameters illustrating that it could be a 
valuable option for WSNs. After performing additional 
optimization overhead to enhance the network lifetime of 
wireless sensors networks, the current algorithm can be 
compared to the LEACH protocol as illustrated in the 
following Fig. 8., Fig. 9. to Fig. 14. Fig. 8 depicts the 
comparison of routing and clustering protocol (OCRSN). 
LEACH clustering protocol in terms of the average energies of 
each endpoint of the wireless sensor network (WSN). 

 

Fig. 7. Cluster Network Formation for Optimum Clustering and Routing 

Protocol in Wireless Sensor Networks (OCRSN). 

 

Fig. 8. Comparison of OCRSN vs. LEACH w.r.t to Average Energies. 

Fig. 9 illustrates the formation of the LEACH clustering 
protocol cluster network and is obtained for comparisons with 
our work. Fig. 10 shows the calculation of several dead 
endpoints concerning the round number in OCRSN (Our 
Work) versus the LEACH protocols. It is observed that 
OCRSN has a smaller number of dead endpoints compared to 
the LEACH protocol. Fig. 11 illustrates the calculation of 
several alive endpoints concerning the round number in 
OCRSN (Our Work) versus the LEACH protocols. Again, it is 
observed that OCRSN has more alive endpoints compared to 
LEACH protocols. 

Further, Fig. 12 presents the formation of head clusters 
versus the round number, and the number of cluster heads is 
compared with OCRSN (Our Work) versus LEACH protocol. 
It is observed that OCRSN (Our Work) has more cluster heads 
than LEACH protocol. Next, Fig. 13 depicts the number of 
packets to cluster heads to the round number, and the number 
of cluster heads is compared with OCRSN (Our Work) versus 
LEACH protocol. The Fig. 13. Illustrates the formation of 
several packets to the base station with respect to the round 
number. 

 

Fig. 9. Cluster Network of LEACH. 
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Fig. 10. Calculation of Number of Dead Endpoints (OCRSN vs. LEACH). 

 

Fig. 11. Calculation of Number of Alive Endpoints (OCRSN vs. LEACH). 

 

Fig. 12. Formation of a Head Cluster for Number of Rounds. 

 

Fig. 13. Formation of Number of Packets to Cluster Head with respect to 

Round Number. 

It is observed that OCRSN (Our Work) has more packets to 
the base station than the LEACH protocol. The enhanced 
network coupling node model is as illustrated in Fig. 14, it is 
observed that there are certain coupled node pairs aligned, and 
pipe connection is established between each of the aligned 
nodes. The isolated nodes are also observed at the bottom left 
and top right in Fig. 15. Table II illustrates the simulation 
parameters of measured simulation results obtained for the 
several network constraints with respect to the values obtained 
for each network constraint. Further from the overall 
simulations, it can be observed that: 

1) LEACH can be chosen in reduced networks, where the 

sum of endpoints < 50 where achieves considerably enhanced 

performance than OCRSN. 

2) OCRSN may be selected in more extensive topologies 

and once the experimental likelihood of cluster voting choice is 

more significant. 

 

Fig. 14. Formation of Number of Packets to BS with respect to Round 

Number. 
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TABLE II. KEY SIMULATION PARAMETERS 

Network Constraint Value 

a. Size of Network 100 x 100 m 

b. Number of BS 2 

c. Number of Nodes 100, 200, 300, 400 

d. Packet Data Size 2K bits 

e. Packet Control Size 20 bits 

f. Node Initial Energy 3J 

g. Calculated Rounds  52nJ/bit 

h. Consumed Energy to drive transmit/receive signal 10pJ/bit/m2 

i. Free space parameter 0.0012 pJ/bit/m3 

j. Energy consumption by CH member 6nJ/bit/signal 

k. Number of Rounds 1500 

 

Fig. 15. Enhanced Network Coupling Node Model. 

V. CONCLUSION 

This paper presents the existing load balancing efficient-
energy sleep awake, aware smart sensor network routing 
protocol. The modified protocol is developed for load-
balancing efficient-energy sleep active alert smart routing 
system for wireless sensor networks, considering the network 
homogeneity. The modified protocol is the optimum routing 
and clustering protocol in wireless sensor networks (OCRSN). 
In the proposed modified approach, the study and enhancement 
of certain factors are proposed with memory considerations, 
and dependable transportation presents a hop-by-hop re-
transmission strategy and congestion mitigation, a very 
consistent method based on a pipe flow model. The 
significance of characteristically pairing sensor endpoints is 
applied to maximize energy efficiency, and the simulations are 
obtained. The proposed protocol significantly improves 
network parameters, illuminating that it could be a valuable 
option for wireless sensor networks. After performing 
additional optimization overhead to enhance the network 
lifetime of wireless sensors networks, the current algorithm can 
be compared to the least energy adaptive clustering scheme 
protocol. 
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Abstract—Small objects detection in medical image becomes 

an interesting field of research that helps the medical 

practitioners to focus on in-depth evaluation of diseases. The 

accurate localization and classification of objects face 

tremendous difficulty due to lower intensity of the images and 

distraction of pixel points that vary the decision on identifying 

the shape, structure etc. In many real-time cases, detection and 

classification of tiny objects in the medically treated images 

becomes mandatory. The proposed system is designed in the 

same criteria in which the semantic segmentation of tiny objects 

in the medical images is considered. The system design focused 

on implementing the model for different kinds of human organs 

such as lung and liver. The axial CT or PET images of Lung and 

Liver are considered as the prime input for the given system. 

Detection of tiny objects in the CT-PET images, segmenting it 

from the background and classification of segmented part as 

Tumor or Nodule is discussed. The preprocessed images are 

feature extracted after the morphology segmentation that 

determines the structural features of the tiny object being 

segmented. The feature vectors are nothing but the feature points 

from Kaze feature extraction and Morphology segmented image. 

These two inputs are fetched to the Deep ensemble Convolution 

neural network (DECNN) to obtain the dual classification results. 

Performing the quantitative measurements to evaluate the 

decision making system for nodule or tumor class is determined. 

The performance measure is done using accuracy, precision, 

recall and F1Score. 

Keywords—Medical image processing; convolution neural 

network; lung tumor detection; early prediction; image 

enhancement 

I. INTRODUCTION 

Lung cancer becomes the most commonly occurring life 
threatening disease that needs to be detected and diagnosed in 
the early stages [1]. Most common lung cancers are detected 
using the Chest X-rays or CT images, rarely using the MRI 
images in the early stage itself because of the problems it 
causes in the normal activities of the body [2]. Since many 
lung cancers have higher chances of spreading it towards the 
liver, it is mandatory nowadays, the screening of lung and liver 
with high accuracy is focused. In recent days the test named 
Low Dose CT scan (LDCT) [3] has been used to detect lung 
cancer and liver cancer. Lung cancer is more frequent with 
people with smoking habits and unhealthy habitual changes. In 

the case of early prediction the treatment of lung cancer is 
likely to be successful. 

1) Lung and liver tumor: [4] Nearly 40% of patients with 

lung cancer have higher chances of metastasis to the 

neighborhood organs such as the liver. Metastasis is a kind of 

process held in the body, which migrates the cancer cells from 

one place to another. Cancer cells break away from the primary 

tumor and start to travel through the lymph channels or blood 

and affect the other organs. Hence early detection of tumor 

cells is highly important. Lung cancer cells migrate to other 

organs such as lymph nodes, the brain, the bones and the 

adrenal glands. 

2) Stages of tumor: [5] Lung tumors are classified based 

on different stages as non-small cell, and small cell lung 

cancer. The early stage of non-small cell or NSCLC is also 

represented as carcinoma in Situ or CIS. Small cell tumor 

cancers are treated through radiation therapy or surgery. 

3) Role of medical imaging: [6] There are almost six 

imaging modalities followed in screening the human organs. At 

each stage of the cancer it is required to screen, test and 

diagnose the cancer with accurate information. X-Rays, 

Computed Tomography(CT), Ultrasound(US), Magnetic 

resonance imaging (MRI) and Single photon emission 

Computed tomography(SPECT) and photon emission 

tomography(PET) [7] and optical imaging etc. The goal of the 

medical images is to produce a higher resolution to diagnose 

cancer cells properly. Determining the semantic objects present 

in the lungs are focused. Due to motion artifacts many noise 

factors interrupt the medical image being recorded accurately. 

Removal of noise from the images is an important task. 

Semantic segmentation of medical images are helpful in 

identifying the nature of abnormality occurring in the organs 

such as Lungs, liver etc. These lesions need to be treated in the 

early stage to stop the further transmissions. Considering Lung 

and Liver in the presented study, a comprehensive system 

model is created with Deep Ensemble Convolution neural 

network (DECNN). 

The presented paper is organized as detailed background 
study in Section II, followed by methodology in Section III. 
Discussion on problem statement in the existing systems and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

678 | P a g e  

www.ijacsa.thesai.org 

selection of software tool is discussed in Section IV. System 
design architecture is discussed in Section V. Followed by 
results and discussions in Section VI. 

II. LITERATURE SURVEY 

Systematic detection of lung cancer using Lung CT images 
is discussed with the presented system [8]. The model focused 
on image enhancement, segmentation process using binary 
lung mask etc. TCIA dataset images are considered for 
evaluation. The improved CT images are preprocessed and 
segmented with thresholding concept. The obtained mask is 
further fused with the ground truth to identify the tumor area 
alone. Further by using Support vector machines (SVM) 
algorithm the segmented area is classified. Image noise 
removal and its importance are clearly discussed in the paper. 

The present paper [9] discuss the malignly detection of 
Lung CT images. Comparative study of one or more lung 
dataset is utilized such as LIDC, IDRI and LUNA16 are 
considered. Further the proposed approach uses two different 
architecture for evaluation such as U-Net architecture and 
VGG net is considered. The Multi-path 3D architecture used to 
classify the nodule and malignant part of the Lung images. The 
system achieved the accuracy of 95.6% and also the system 
suggested improving the further classification by improving the 
parameters considered. 

Multi-resolution residual connected lung tumor detection 
system is discussed in [12]. The percentage system uses TCI 
open source lung tumor data set that consists of large count of 
lung patients and the CT images details helpful in analyzing 
the multi-resolution oil futures that impacts the prediction of 
lung tumor. Accessing system multistate convolutional neural 
network architecture is used to detect the lung tumor with multi 
resolution spectrum. 

The present system discusses in detail about the clinical 
study and their impacts on lung tumor detection systems [13]. 
Epidemic growth receptor based decision tree model is 
discussed to detect the lung tumor without ignoring the residual 
factors that create similarity results. The author presented a 
system and discussed in detail on cell growth and its impact on 
lung tumor. 

Knowledge based collaborative systems are required in 
many lung tumor detection systems in which each patient has 
unique problems and health records that impact the decision 
making process of tumor diagnosis [14]. The present system 
has developed a robust collaborative approach using ResNet-50 
architecture. Most of their effects occurring because the present 
system is evaluated using a back propagation network. The 
presented knowledge based extraction method achieved the 
accuracy of 95.7% and the model training accuracy is achieved 
with 91.6% with ResNet-50 architecture. 

Deep convolutional neural network architecture combined 
with artificial neural networks that create an impact on 
analyzing the lung tumor detection systems [15]. Most neural 
network architectures are less time consuming since the 
training and testing data will be formulated with the given 
configuration. The maximum of thousand approx. is allowed 
with the artificial intelligence networks in which the maximum 
accuracy will be achieved at any point of time with the given 

iteration. The present system uses a light DC data set for the 
analysis of lung cancer prediction. Study is helpful in 
understanding the basic concepts that associated with the lung 
tumor detection systems. [16] Object tracking is discussed in 
the present paper. Small objects tracking using particle filter is 
focused with the present system. Based on energy 
accumulation, target trajectory process is done. The 
experimental results show the better signal to noise ratio with 
images of complex background. 

III. METHODOLOGY 

The proposed methodology is focused on incorporation of 
image processing techniques and deep learning algorithms to 
evaluate the lung tumor and liver tumor detection system. [1] 
The systematic approach uses the tuned layers of convolution 
neural networks to identify a tiny object present in the 
screening image as a tumor or nodule. In the aspect of image 
processing, the segmentation works on extracting the semantic 
object present in the test image through image processing 
techniques. To determine the class of the segmented objects, 
the features such as shape and size are required. Tumors larger 
than three centimeters are represented as masses. Pulmonary 
lung nodules are very common and they are identified clearly 
in many chest X-Rays. In case of lung or liver tumor, the early 
prediction is feasible if the system is able to detect the tiny 
nodes present in the medical images. The smaller nodule can 
also be developed into cancerous as it may appear in the early 
stage, detection of tiny objects that are less than nodule also 
focused. 

1) Data collection: The lung images are collected from IQ-

OTH/NCCD cancer patient’s dataset and the Liver images are 

collected from TCIA publicly available dataset. The images are 

converted from DCM format to JPEG format. The images are 

labeled with respect to their age and patient name. The dataset 

modalities are completely differing from each other. The model 

created here utilize common Deep ensemble Convolution 

neural network (DECNN) only, whereas the primary 

processing steps varies separately for both Lung and Liver 

separately. 

IV. SYSTEM DESIGN 

The problem statement behind the small objects detection 
in medical images is lack of accuracy in low quality images 
like medical images [8], obtaining the accuracy, improving the 
precision in identifying the broken pixels of the objects. 
MATLAB is helpful in working out the detailed portions of the 
image through the image processing toolbox. The reason 
behind the selection of System tools is that MATLAB has 
numerous benefits over technical computing. Implement and 
test your algorithms easily. Develop the computational codes 
easily., Debug easily, Use a large database of built in 
algorithms, Process still images and create simulation videos 
easily, Symbolic computation can be easily done, Call external 
libraries and Perform extensive data analysis and visualization. 
Hence for image analysis, the system tool of MATLAB is 
more apt. using convolution neural network toolbox the 
improved DECNN structure is formulated. 
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V. DESIGN ARCHITECTURE 

A. System Architecture 

Fig. 1 shows the system architecture of proposed system 
using DECNN with BlobNet, in which the initial model 
creation is clearly depicted. The creations of model using 
training images are further tested with performance using the 
randomly selectable test images. The purpose of the Model 
created here is to provide fast and accurate segmentation of 
Semantic small object in the medical image as well as classify 
the object as tumor or nodule based on structural features. 

 

Fig. 1. System Architecture of the Proposed System DECNN with BlobNet. 

B. Preprocessing 

The input dataset is collected from TCIA and IQ-
OTH/NCCD website, contains the [7] Lung CT images with 
detected Lung nodules and Lung tumor as well, also the IQ-
OTH/NCCD dataset contains the Liver Tumor or Normal CT 
images of various patients. The input images are preprocessed 
before fetching it into the feature extraction stage. The input 
test image is read, resized into a common matrix for ease of 
handling. The processed image data is further applied to 
morphology image segmentation where the image is dilated, 
open and closed by the binary morphology operations. 

C. KAZE Feature Extraction 

The upgraded picture input is additionally prepared with 
KAZE highlight extraction method. Element descriptors are 
needed to be tuned in a manner the special pixel guides need 
toward be removed from the information test picture through 
non-straight space. For distinguishing central focuses, we 
figure the response of scale-normalized determinants of the 
Hessian at different scale levels. For multi-scale feature 
acknowledgment, the formula is given below. 

              [LxLy-Lxy]             (1) 

Differential heads ought to be normalized concerning scale, 
since by and large the assembly of spatial auxiliaries decay 
with scale. Where Lx, Ly go about as the flat subsidiary and 
vertical subordinate in the second request individually. The 
descriptor searches the exceptional focuses and applies to every 
one of the sifted pictures from the non-straight space. The 
finder reaction at different levels is being followed if there 
should be an occurrence of article following modules. 

D. Image Fusion 

The preprocessed image is further fused with the reference 
image through gradient mapping [10]. The fusion is required to 
highlight the tumor portion alone. The fused image with color 
mapped image is fetched to the DECNN model to make the 
pattern matching score with the trained dataset of lung and 
liver separately. MATLAB toolbox utilizes a composite image 
fusion process that blends the one image with another in case 
both images come under the same dimension. The formula to 
obtain the image composite process is given below. 

 ( )     ( )]              (2) 

Where for every occurrence of x pixels the replacing the 
gradient color function of g(x) is applied. The outcome of the 
image looks like the composite of two images. 

E. Morphology Segmentation 

The non-linear image processing technique handles the 
shape of the region or the features that determine the unique 
identification of the region that is segmented. The semantic 
object segmented after the binary conversion and fusion 
technique, further processed with few morphology steps 
includes, image dilation, opening the smaller area and closing 
the smaller holes etc. Once certain steps are applied, the 
sharpened image object is highlighted in the binary masked 
form. 

F. Ensemble Model 

1) Feature based approach: The proposed DECNN 

architecture is tuned to handle the given input images of 

different parameters. The lung images and Liver images are 

tested separately. The proposed Deep Net consists of 1x1000 

samples of feature points to the input layer arranged with 

DECNN model 1. The ReLu layer and Classification layer 

follows. The fully connected layer extracts 384 samples. The 

database images are trained in the same way, extracting the 

features and forming 1x1000xN training vectors. 

Fig. 2 shows the feature based approach on small object 
detection in which the preprocessed images induced to feature 
extraction process, where the unique pixel intensity points 
systematically extracted by the KAZE feature detector. It acts 
as a extractor for Gaussian scale space with particular instance 
of linear diffusions of pixel intensity. 

2) Image based approach: Another approach where the 

test image of dimension 100x100 is fetched to the input layer 

arranged with DECNN model 2. Certainly, the database images 

of both Lung and Liver are trained in the same way by 

applying morphology operation and cropped image of 100x100 

is considered. 

 

Fig. 2. Feature based Approach with DECNN – Blob Net. 
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Fig. 3. Morphology based Approach with DECNN – Blob Net. 

Fig. 3 shows the Morphology segmentation based image 
object extraction through Blob extraction process. The region 
oriented related boundary pixels are tuned to extract from the 
background image by selecting the initial similar pixels. 
Morphology segmentation is helpful in analysis of structural 
understanding of the semantic object. By tuning the structure 
the prediction quality will get improved. 

3) Decision model: Based on the feature based result that 

runs up to 1000 epochs, to train and test the given input data, 

the decision is made using the quantitative measures such as 

accuracy and error tolerance. The system also focuses on 

reducing the false negative values. Hence in order to get the 

result with reduced false rate, the ROC curves are formed. The 

final decision classifies whether the given test image belongs to 

Class A = Tumor, Class B= Nodule or Class C= Normal. In 

few cases tested, Normal and nodule belong to the same class 

and regarding the similarity coincidences further the system is 

improved with tuned DECNN models. 

ALGORITHM 

Novel Deep BlobNet 

Read x=Input Image 

Y=preprocess(x); 

[fea_1, ya]=kazeFea_1(Y); 

[fea_2, ya]=MorpFea_2(Y); 

Perform Fea Map;[fea_1,fea_2] 

Store Fea Map -> fea.mat; 

Train: DeepBlobNet (Train_images); 

Pred_Y_1= DeepBlobNet (Train_Images, Test_images); 

Pred_Y_2= DeepBlobNet (Train_fea, Test_fea); 

Decision_model(Pred_Y_1, Pred_Y_2); 

Plot Confusion (Pred_Y_1); 

Plot Confusion(Pred_Y_2); 

Perfrom Q_measure (Tp, Tn, Fp, Fn); 

End 

VI. RESULTS AND DISCUSSIONS 

A. Preprocessing 

Fig. 4 shows the complete pre-processing steps involved in 
the proposed system. The input image of the lung CT is read 
from the database. The image is preprocessed in which the 

RGB image is converted into grayscale image. The grayscale 
image is converted into a binary image and colour space 
masking is done. After the masking process has completed 
morphological segmentation that enlarges the open pores and 
highlights the open area. The binary converter image is 
cropped and a binary mask with inverted images is applied. 

B. Feature Extraction 

Fig. 5 show the simulation result of case feature extraction 
of the one test image. The feature extracted area after the 
masking part is used to highlight the unique pixel points that 
vary with the intensity being verified. This feature information 
is mapped as a vector as training vector and testing vector 
before the DECNN classification is being applied. 

C. Classification 

Fig. 6 show the classification accuracy of proposed deep 
blog net which consists of pretrained images and the feature 
data as a vector map dinner randomly distributed scale. The 
training vector is framed and runs for 20 iterations. The higher 
the number of iterations is robust that the accuracy obtained 
will be noted. If maximum accuracy is obtained at the initial 
stage itself then the If maximum accuracy is obtained at the 
initial stage itself then the hydration would be stopped. 
Iterations would be stopped. 

 

Fig. 4. Simulation Result showing Preprocessing Output, Masked and 

Morphology Extracted Outputs. 

 

Fig. 5. Simulation Result showing Feature Extraction Output. 
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Fig. 6. Classification Notification and Internal Loss Function. 

TABLE I. COMPARATIVE ANALYSIS OF ACCURACY WITH RESPECT TO 

EXISTING SYSTEM 

Reference Algorithm Input Type Accuracy 

[10] M. Menikdiwela et 

al., (2017) 
VGG16-RCNN 

Spider Image 

dataset 
84% 

[11] Z. Yang et al., 

(2019) 

YOLO V3-

SlimNet 

Traffic Image 

dataset 
85% 

Proposed System 
Deep Blob-Net 

(pre-trained) 

Medical 

images 
99.8% 

Table I shows the comparative study of existing lung tumor 
detection systems using VGG 16 architecture with recurrent 
convolutional neural network [10] and YoLo V3 model that 
detects the smaller objects in the given scene image. 
Comparatively the proposed architecture created using deep 
Blob-net utilizes the medical images for testing purposes and 
achieved the accuracy of 99.8% for the static data trained with 
the network. 

D. Comparative Graphs on Accuracy 

Fig. 7 shows the comparative performance of existing 
system and proposed system and its references. The proposed 
system uses the static data for developing the Novel structure. 
Further the system need to be improved with respect to real 
time data and dynamic analysis. 

 

Fig. 7. Comparative Accuracy of Existing System and Proposed System. 

VII. CHALLENGES 

The development of blob-Net creates difficulty in tuning 
the layers since the parameters of the lung and liver vary. 
According to the static dataset the DECNN layers are tuned, 
whereas in case of application of dynamic dataset the accuracy 
and statistical performance is affected. Improving the number 
of images for training, obviously improve the performance of 
the convolution process. 

VIII. CONCLUSION 

Small objects' location in medical images turns into a 

fascinating field of research that assists the medical specialists 

to analyze diseases more accurately [2]. Due to intensity 

variations and motion artifacts, the images are in frequent 

sequence of motion; hence determining the tiny objects in the 

image is difficult. A Novel ensemble Deep learning network is 

developed using the convolution neural network. The system 

architecture is structured to ensemble two DECNN models 

with two variant input vectors. The first one utilizes feature 

based approach, and another method uses Image Morphology 

based approach. Based on the performance of both the results, 

a final decision model is developed to fetch the output class. 

Our proposed approach achieved 99.8% accuracy for static 

data and 75% accuracy approximately for dynamic data. 

Further the system is expanded to produce more dynamic 

results by training the real time input data. The performance is 

measured through loss function that lags during the increased 

epochs. 
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Abstract—The importance of software systems and their 

impact on all sectors of society is undeniable. Furthermore, it is 

increasing every day as more services get digitized. This 

necessitates the need for evolution of development and quality 

processes to deliver reliable software. For reliable software, one 

of the important criteria is that it should be fault-free. Reliability 

models are designed to evaluate software reliability and predict 

faults. Software reliability prediction is always an area of interest 

in the field of software engineering. Prediction of software 

reliability can be done using numerous available models but with 

the inception of computational intelligence techniques, 

researchers are exploring new techniques such as machine 

learning, genetic algorithm, deep learning, etc. to develop better 

prediction models. In the current study, a software reliability 

prediction model is developed using a deep learning technique 

over twelve real datasets from different repositories. The results 

of the proposed model are analyzed and found quite encouraging. 

The results are also compared with previous studies based on 

various performance metrics. 

Keywords—Software reliability; deep learning; performance 

metrics; prediction; dense neural network; fault prediction 

I. INTRODUCTION 

Reliability is an essential and one of the most critical 
aspects of a software product and it is also one of the major 
attributes to determine software quality. Software reliability 
can be described as its ability to perform its intended functions 
accurately and successfully. Regular checks during software 
development ensure the prevention of faults which can further 
lead to failure and might incur huge efforts to correct or 
recover if detected later. Therefore, reliability prediction is an 
important aspect of any software development approach. For 
reliable software, it is important that it should be fault-free. 
Computational intelligence techniques like machine learning, 
genetic algorithm, deep learning, etc. are gaining the attention 
of researchers for reliability prediction. The current study uses 
a deep learning-based technique for software reliability 
prediction due to its potential to predict high accuracy on the 
huge amount of unstructured or unlabeled data [1]. Early fault 
prediction using deep learning models helps to improve the 
reliability of the software. 

Deep learning is a subset of machine learning algorithms 
that are built on Artificial Neural Network (ANN). Neural 
networks are computational systems that respond to external 
inputs with dynamic state changes and try to determine 
underlying relationships within a dataset. ANN with two or 
three layers is a basic neural network and the neural network 
with more than three layers is considered as a deep learning 

concept [38]. The label deep was inspired by the number of 
processing layers that data must pass through. Deep learning 
advances have resulted in the development of neural networks 
with more complexity to generate more powerful learning 
abilities. The deep learning model takes an input and performs 
a step-by-step nonlinear transformation and then uses the 
learnings to generate a statistical model as output. The model 
continues these iterations until the output is accurate enough. 
Due to the data-hungry nature of deep learning algorithms and 
increased dataset size, complex problems can be easily solved 
more accurately and efficiently. 

Deep learning integration into Software Engineering (SE) 
tasks has become increasingly popular among software 
developers and researchers these days. Deep learning assists 
SE experts in extracting requirements from natural language 
text, generating source code, and predicting software faults for 
typical SE tasks. Deep learning in SE has increased the interest 
of both the SE and Artificial Intelligence (AI) experts. 

This paper aims to develop a novel neural network-based 
deep learning reliability prediction model. The choice of the 
deep learning model has been determined because of its ability 
to automatically capture and learn the discriminative features 
from data, which results in an improved reliability prediction 
model. This research will open the road for other deep learning 
approaches to be used in fault prediction. So, that software 
engineers will be able to better predict the likelihood of faults 
which results in greater resource use, risk management and 
better quality control. 

The remaining paper is organized into five sections. 
Section 2 conducts a literature review of related studies to 
explore the various models already used for predicting the 
software reliability and its accuracy so, that the scope of further 
improvement can be identified. Section 3 discusses the 
proposed model design for improving the accuracy of software 
reliability prediction. Step by step process is also discussed in 
this section. Section 4 implements the model and presents the 
results. Results are presented in tabular as well as graphical 
form and also discussed in detail. Section 5 compares the result 
of the current study with previous studies. In the final section 
of the paper, the work has been summarized with possible 
directions for future research. 

II. LITERATURE REVIEW 

The use of Computational Intelligence (CI) in the field of 
software engineering is expanding nowadays. It can be 
witnessed by the huge research work undergoing and still being 
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carried out by various researchers. Some important research 
work related to software reliability prediction is filtered and 
studied to conduct the current work. 

The term CI can be traced back to 1983 when Nick 
Cercone and Gordon McCalla started the International Journal 
of Computational Intelligence (IJCI). Cercone and McCalla 
sought to differentiate their work from existing studies in the 
broad Artificial Intelligence domain [2]. Bezdek[2] was the 
first to propose a technical definition of CI and its relation to 
neural networks like computational networks. Marks [3] 
summarized that fuzzy systems, genetic algorithms, neural 
networks, and evolutionary programming is building blocks of 
CI. In the same year,Karunanithi et al. [4] explored the 
application of connectionist models based on a neural network 
for software reliability growth prediction and claim better 
results as compared to traditional parametric models. In the 
same field, Ho et al. [5] extended the research, the work 
compared traditional and connectionist models while 
extensively studying software reliability prediction using 
connectionist models. Therefore, neural networks give good 
results in predicting errors but do not provide appropriate 
results under different circumstances. In 2005, Tian and 
Noore[6] mentioned that neural networks are difficult to 
interpret physically the neurons in layer and proposed an 
alternative approach based on genetic algorithm predict 
software reliability and Costa et al. [7] proposed a hybrid 
approach which used both genetic algorithms and evolutionary 
neural networks for improving the reliability prediction. In this 
approach, a genetic algorithm is used to analyze the number of 
neurons in each layer of ANN. The use of hybridization 
became prominent since 2005 in the field of predicting 
software reliability. Another study by Pai and Hong [8] 
experimented combination of Simulated Annealing (SA) and 
Support Vector Machines (SVMs) for predicting software 
reliability. In this study, SA is used to choose the SVM 
parameters. However, the authors suggest exploring other 
searching techniques for improving the results. Hu et al. [9] 
used recurrent neural networks (RNNs) and genetic algorithms 
for designing generic software reliability models and showed 
better results with the larger datasets. In 2011, Lo [10] 
introduced techniques Support Vector Machine (SVM) and 
Autoregressive Integrated Moving Average (ARIMA), both the 
proposed models predict better results as compared to the 
results of the traditional model. Li et al. [11] used the Adaboost 
technique based on machine learning which combines weak 
predictors into a single predictor to improve prediction 
accuracy and the results are verified using two case studies. 
Similarly, Roy et al.[12]a proposed neuro-genetic algorithm in 
which ANN is trained using backpropagation and further the 
weights of the network are optimized using Genetic Algorithm 
(GA). Further the results are compared with traditional 
methods and good results are obtained by the model. Then, 
researchers focused more on machine learning and deep 
learning methods. Jin et al. [13] proposed a combination of 
Quantum Particle Swarm Optimization (QPSO) and hybrid 
Artificial Neural Network (ANN) for predicting fault-
proneness of software modules. QPSO was used for 
dimensionality reduction whereas ANN classified modules into 
non-faulty and faulty categories. The approach is simple to 
implement, and results showed the correlation between a 

module‟s software metrics and fault-proneness, which makes it 
possible to minimize cost and effort for software maintenance. 
Malhotra [14] reviewed various machine learning techniques 
for software fault prediction, performance is assessed and 
compared with statistical techniques. The study proved that 
machine learning technique models predict software fault 
better than traditional models, but these techniques are still 
limited. Wahono[15] proposed three influential frameworks 
i.e., Lessmann et al., Menzies et al., and Song et al. by 
combining Machine Learning (ML) classifiers for predicting 
software defects and improving the accuracy but these 
frameworks are not able to handle noisy data. Jaiswal and 
Malhotra [16] studied the application of various ML techniques 
including Instance-Based Learning (IBL), Cascading Forward 
Backpropagation Neural Network (CFBPNN), Multilayer 
Perceptron (MLP), General Regression Neural Network 
(GRNN), Feed Forward Backpropagation Neural Network 
(FFBPNN), Bagging, and Adaptive Neuro-Fuzzy Inference 
System (ANFIS) on industrial software. The results showed 
that ANFIS provides better reliability prediction compared to 
other methods. Several recent studies indicate the strength of 
the deep learning approach in software reliability prediction 
such as Clemente et al.[17] developed a predictive model using 
a deep learning technique that predicts security bugs with more 
accuracy (73.50%) as compared to machine learning 
techniques.[18][19][20][21][22] identified all the challenges, 
metrics required for finding faults and testing using different 
computational techniques.[23][24][25][26][27] fire reviewed, 
and assessed qualityparameters for component-based software 
using different computational intelligence techniques. Qasem 
et. al. [28] predicted software faults using two deep learning 
algorithms i.e., the Multi-layer Perceptrons (MLP) and 
Convolutional Neural Network (CNN) using four NASA 
datasets and concluded CNN is a better model but implemented 
on limited datasets. 

The literature review shows that there are a lot of 
techniques being used by various researchers in predicting 
software reliability, but more work needs to be done for 
predicting reliability for complex or large datasets. However, 
the neural network-based deep learning approach is gaining the 
attention of researchers due to its capability of providing better 
results. However, still, there is a scope on improving the 
accuracy of the reliability prediction by detecting faults in the 
software. To further improve prediction accuracy, a deep 
learning model is designed which is presented in subsequent 
sections. 

III. DESIGN OF MODEL 

Deep learning algorithms are based on ANN where hidden 
layers try to uncover relationships between data. An artificial 
neural network works by processing inputs through several 
dynamic state responses. The interconnected processing 
elements between different layers are called neurons and are 
responsible for facilitating the computational system. Artificial 
neural networks have evolved to provide increasingly complex 
structures with powerful learning abilities. 

The framework used for building this model is shown in 
Fig. 1. 
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Fig. 1. Model Design Framework. 

A. Data Acquisition 

Data acquisition obtains meaningful data and transforms it 
into a digital form that can be processed by the model. The data 
used in the current study is obtained through various online 
sources and loaded into panda‟s data frames for further 
processing. A total of twelve datasets are used which consists 
of various features. Table VI presents the detail of all the 
datasets along with their sources. NAN (invalid or not a 
number) values check, and categorical features encoding are 
performed on the datasets. If the dataset contained NAN, it is 
ignored as they may create noise in further processing and 
lower the accuracy of the prediction. The attributes of the 
datasets are also divided into features and target attributes. 

B. Data Preparation / Preprocessing 

Collected data contains some impurities, therefore, not 
suitable for modeling in its raw form. It needs to be cleaned 
and pre-processed. For preprocessing the data transformation 
and normalization are carried out. This is accomplished by the 
application of natural logarithmic transformation and min-max 
normalization. Natural logarithmic transformation is used to 
reduce the skewness of the dataset distribution [38] and the 
min-max normalization technique provides high accuracy, 
learning speed and transforms the large value ranges into small 
range values. After normalization, a dataset is built using a 
weighted random sampler technique. The dataset is divided 
into sub-datasets for training, validation, and testing. This 
distribution is done randomly with 70% training data, 
10%validation data, and 20%testing data. The purpose of 
training is to make the dataset applicable to train or fit for the 
model. Validation is used for unbiased evaluation at the time of 
hyperparameter tuning and the test set does unbiased 
evaluation of the final model. 

The dataset contains many outliers which can affect the 
sample mean/variance and skew the results. To eliminate the 
noise due to outliers, considering the median and the 
interquartile range can yield better results. Therefore, Robust 
Scaling is applied to relevant features in the data set. 

C. Modelling 

The model is implemented using a dense neural network 
which consists of three types of layers: input, hidden, and 
output and shown in Fig. 2. In this type of network, all the 

neurons at one layer are connected with all the neurons of the 
previous layer. Various configurations of the model are 
designed for each dataset and later the configuration with the 
best results is finalized. Activation functions along with the 
layers are decided to design a network. Also, the initial values 
of hyperparameters are decided. 

 

Fig. 2. Dense Neural Network Architecture. 

For different configurations on each dataset different 
activation functions are used within the hidden layers in this 
study like ReLU (Rectified Linear Unit), GELU (Gaussian 
Error Linear Unit), Tanh (Hyperbolic Tangent), Softmax, and 
Sigmoid [29][30] and Table I represents all the activation 
functions with range. 

 ReLU is a non-linear, differentiable, and 
computationally fast converge training phase of the 
network. 

 A sigmoid activation function is non-linear, 
differentiable, and output ranges from 0 to 1 so that the 
output layer produces the result in probability for binary 
classification. 

 Tanh is non-linear, differentiable, monotonic, and used 
for classification. The negative inputs are mapped 
strongly negative, and the zero inputs are mapped near 
zero. 

 GELU is formed by combining properties of dropout, 
zoneout, and ReLu. It is a neuron activation function 
based on the Gaussian function. 

 The softmax activation function normalizes the 
probability distribution of predicted target classes. 
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TABLE I. DIFFERENT ACTIVATION FUNCTION 

Activation Function Function f(x) Range 

ReLU {
        
        

 [0,∞) 

Sigmoid,  ( ) 
 

(     )
 (0,1) 

Tanh,     ( ) 
       

       
 (-1,1) 

GELU 
  
 

 
[     (

 

√ 
)] 

where     ( ) is the error function 

(-0.17,∞) 

Softmax 

   

∑     

 

for i= 1,2,3,…,j 

(0,1) 

D. Training 

In the training section, cross-entropy is used as a loss 
function. Cross-entropy calculates the difference between two 
probability distributions. SGD (Stochastic Gradient Descent) 
and Adam (Adaptive Moment Estimation) are used for 
optimization. They are used to update the weights after each 
iteration. The updated weights are saved so that further, loss 
and accuracy can be calculated. SGD is used as 
the optimization technique because of its ability to learn faster 
by randomly selecting a subset of data, generally called batch, 
and performing gradient descent iteratively on that subset. 
Adam optimization is an enhancement over SGD. It brings the 
best of AdaGrad and RMSProp, which are extensions of SGD 
to provide an adaptive learning rate with little memory 
requirements and computational efficiency. 

Cross entropy (   ) is a loss function that is used during 
training to adjust model weights and find optimal weights. The 
aim is to minimize the loss, where a perfect model has zero 
loss. While zero loss is often difficult to achieve practically, 
models are optimized to minimize the loss to the extent 
possible. 

       ∑        
 
                (1) 

for n classes, where    is the truth label and    is the 

Softmax probability for the j
th
class [31]. 

Further, the cost-sensitive learning method is used to tackle 
the class imbalance problem by assigning different weights to 
both classes (faulty and non-faulty). The difference in weights 
influences the classification of the classes during the training 
phase. The whole purpose is to penalize the misclassification. 

E. Testing 

In this phase, the evaluation of the model is done 
statistically using four standard performance metrics accuracy, 
precision, recall, and F1-score. The percentage of correct 
predictions for test data is referred to as accuracy. The 
confusion matrix along with all these four-performance metrics 
calculates support value. The support is the actual number of 
occurrences of a response class in a dataset. Further, the 
accuracy of the model is evaluated using formulas: 

Accuracy = (TP + TN) / (TP + FP + FN + TN)          (2) 

where, TP= True positive, TN= True negative, FP= False 
positive, FN= False negative. 

Precision is the number of positive class predictions that are 
actually positive class predictions. It is calculated as number of 
correctly predicted positive observations divided by total 
predicted positive observations [32]. 

Precision = TP/ (TP + FP)             (3) 

A recall is defined as the number of correct positive 
predictions divided by all correct positive samples [32]. 

Recall = TP/ (TP + FN)             (4) 

F1-score measures the accuracy of a model on a dataset and 
is calculated as the harmonic mean of the model‟s precision 
and recall [32], 

F1 = 2*(precision * recall)/ (precision + recall)          (5) 

IV. IMPLEMENTATION AND RESULTS 

The deep learning model is implemented on various 
datasets as shown in 0and determines its software reliability 
prediction ability. The objective of the model is to classify 
modules as faulty or non-faulty, based on different features of 
the dataset and all the datasets are shown in Table II. 

TABLE II. DATASET 

Dataset 
Data with 

defects 

Data with no 

defects 

Target 

Feature 

MJ 14299 79849 Bugs 

PC5 5176 16670 Defective 

JM1 2106 8779 Defects 

MC1 68 9398 C 

PC2 23 5566 C 

KC1 326 1783 Problem 

PC4 178 1280 C 

PC1 77 1032 Defects 

PC3 77 1032 Defects 

KC2 107 415 Problems 

Datatrieve 11 119 Faulty 

COCOMO NASA 26 34 Rely 

The MadeyskiJureczko (MJ) dataset presents metrics that 
are used to build software defect prediction models for 
component-based software. Different metrics included are 
6Chidamber and Kemerer (CK) metrics, 1 Henderson-Sellers 
(HS) metric, 5 Bansiy and Davis (BD) metrics, 3 Tang and 2 
Martin metrics. Other metrics are based on McCabe‟s 
complexity. The target attribute is named „bugs‟. 

Datasets MC1, PC1, PC2, PC3, PC4, and PC5 are used for 
software defect prediction with 40, 21, 36, 22, 37, 39attributes 
respectively. Each dataset has 1 target attribute for predicting 
faults. The target attribute for MC1, PC1, PC2, PC3, PC4, PC5 
is named as „C‟, „defects‟, „C‟, „defects‟, „C‟ and „defective‟ 
respectively. 

JM1, KC1, and KC2 datasets are used to encourage 
repeatable, verifiable, refutable, and improve predictive models 
of software engineering. All datasets have 22 attributes 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

687 | P a g e  

www.ijacsa.thesai.org 

consisting of 5 different lines of code measure, 3 McCabe 
metrics, 4 base Halstead measures, 8 derived Halstead 
measures, a branch count, and 1 target field. The JM1 target 
field is named as„defects‟, KC1 target attribute is named as 
„problem‟and KC2 target attribute is classified as „problems‟ 
which tells whether the module contains/does not contain 
reported defects in terms of 1 and 0. 

Datatrieve dataset consists of a total of nine attributes 
including eight condition attributes and one target attribute. 
The target attribute is named „faulty6_1‟ which has values of 
either 1 or 0. 0 indicates no faults are found and 1 indicates that 
faults are present. The purpose of the dataset is to study the 
correlation of code quality with the characteristics of the 
modules and the transition process between two versions of the 
software. The characteristics of the modules are recorded using 
attributes “LOC6_0”, “LOC6_1”, “AddedLOC”, 
“DeletedLOC”, “DifferentBlocks”, “ModificationRate”, 
“ModuleKnowledge”, “ReusedLOC”, “Faulty6_1”. 

The COCOMO NASA dataset attributes are used to find 
the required software reliability. The target feature is named 
„Attribute Rely‟. Values of various attributes are represented in 
the form of nominal, very high, high, low which are further 
converted into 0 and 1 during preprocessing. The seventeen 
attributes and its characteristics used are RELY (Required 
software reliability), DATA (Database size), CPLX (Process 
complexity), TIME (Time constraint), STOR (Main memory), 
VIRT, TURN (Turnaround time), ACAP (analysts), 
AEXP(Application), PCAP(Programmers), VEXP (Virtual 
machine), LEXP(Language), MODP (Modern Programming), 
TOOL (use of software), SCED (Schedule information), LOC 
(Line of code), ACT_EFFORT (Actual effort). 

On all the twelve datasets, the same modeling approach is 
used with different configurations. In modeling, different 
layouts of neurons, and the values of hyperparameters (epoch, 
batch size, learning rate) have experimented and all the values 
are hyper tuned to achieve better results, the optimal 
combination of hyperparameters minimizes the loss function. 
Different dataset results in different values of parameters and 
different configurations for optimal results are shown in 0. 

The loss and accuracy graph over the number of epochs for 
every dataset is shown in TABLE VFig. 4 to 27. A good 
prediction model should have low loss and high accuracy. As 
observed from the loss and accuracy graphs from all the 
datasets, the accuracy of the model over the iterations is higher 
than the loss respectively. 

An accuracy metric is used to measure how accurate the 
developed model‟s prediction is as compared to actual data. 
The loss values are calculated on training data and verified 
using validation data. Loss values are observed after each 
iteration of optimization to find the optimal model parameters. 
The model's loss and accuracy data for each epoch are saved in 
the history which is used by the model's developer to make 
more informed decisions about the architectural choices that 
must be made. Optimal Configuration for the datasets is 
represented in Table III. 

TABLE III. OPTIMAL CONFIGURATION 

Dataset Layers in Model 
Learning 

Rate 

Activation 

Function 

MJ [24,1024,112,1] 0.04 ReLu 

PC5 [39,1024,812,512,2] 0.0094 Tanh 

JM1 [21,1024,512,256,1] 0.0004 
Softmax, 

GELU, ReLu 

MC1 [40,1024,2] 0.009 Softmax 

PC2 [35,1024,256,2] 0.001 ReLu 

KC1 [21,1024,512,256,128,64,2] 0.0099 Tanh 

PC4 [37, 1024,812,512,2] 0.0094 Tanh 

PC1 [21,1024,2048,2] 0.0099 Tanh 

PC3 [37,1024,512,2] 0.01 GELU 

KC2 [21, 1024,256,1] 0.005 
Sigmoid, 

Tanh 

Datatrieve [9, 256,512,64,1] 0.00001 Tanh, ReLu 

COCOMO 

NASA 
[17,512,128,1] 0.2 Tanh 

The design model is tested using various performance 
metrics i.e., accuracy, precision, recall, and F1- score. These 
are the most commonly used reliable metrics for assessing the 
performance of a prediction model. The performance 
evaluation is done using a confusion matrix. The confusion 
matrix provides a summary of the individual class predictions 
for class-specific evaluations and provides information in terms 
of TP, TN, FP, and FN. 

The results of the prediction model are shown in Table IV 
TABLE IVand Fig. 3. 

TABLE IV. PERFORMANCE METRICS 

Dataset Accuracy Precision Recall 
F1-

score 
Support 

MJ 89% 0.90 0.96 0.93 55894 

 PC5 91% 0.99 0.90 0.95 11669 

JM1 89% 0.92 0.95 0.93 5266 

MC1 95% 0.99 0.95 0.97 7518 

PC2 86% 0.99 0.86 0.93 3896 

KC1 84% 0.90 0.91 0.91 1248 

PC4 89% 0.99 0.87 0.93 895 

PC1 85% 0.99 0.84 0.91 722 

PC3 83% 0.99 0.81 0.89 1052 

KC2 86% 0.89 0.94 0.92 311 

Datatrieve 86% 0.97 0.87 0.92 83 

COCOMO 

NASA 
96% 0.99 0.91 0.95 23 
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Fig. 3. Performance Metrics Graph. 

From the results following are the observations that are 
made: 

 Among all the datasets, the model showed the highest 
accuracy for the COCOMO NASA dataset i.e., 96% 
accuracy with precision 99%, recall 91% and f1-score 
95% but it has the least instances among all the datasets. 
Datatrieve dataset also contains fewer instances and the 
model‟s accuracy on Datatrieve is 86% with good 
precision 97%, recall 87%, and f1-score 92%. 

 MJ dataset has the highest number of instances among 
all the datasets and prediction accuracy on this dataset is 
89% which is validating the model as a good model. 
The model showed a precision of 90%, recall of 96%, 
and f1-score of 93%. This shows that this model is 
working well on a large dataset. 

 The prediction accuracy on MC1 and JM1 datasets is 
95%, 89% respectively, though its instances are less 
than MJ. Results of precision 99%; 92%, recall 95%; 
95% and f1-score 97%; 93% respectively are also very 
promising. 

 The prediction accuracy on PC1, PC2, PC3, PC4, and 
PC5 datasets is more than 80%. The results are average 
as compared to previous work on these datasets. It 
concludes that this model is giving optimum results on 
these datasets. 

V. COMPARISON WITH EXISTING MODELS 

Our proposed deep learning-based reliability prediction 
model shows better results in terms of accuracy, precision, 
recall, and f1-measure as compared to other techniques like 
decision tree, linear regression, backpropagation neural 
network, SVM, random tree, random forest, naïve bayes, 
hybrid machine learning techniques, etc. For the dataset KC1 
accuracy is second highest after VOTE [34] proposed by the 
author Wang et.al achieved the highest precision but better as 
compared to other models like Under Sampling Strategy 
(USS), Random Forest (RF), and Naïve Bayes (NB), whereas 
KC2 dataset achieved the highest accuracy, precision, recall 
and f1-measure when compared with other machine learning 
techniques. Datatrieve dataset achieved the highest accuracy 
and precision when compared with the previous model (USS) 
result given by author Rao et al. [35]. COCOMO NASA 
dataset is evaluated with the highest score among all the 
datasets, but the result cannot be reliable because the dataset is 
small. Except for accuracy, where it is second after Random 
Forest by Wang et.al[34], the MJ dataset, which is the largest 
component-based dataset, outperforms all other approaches 
like Linear Regression (LR), Decision Trees (DT), Naïve 
Bayes (NB), SVM, Stochastic Gradient Boosting, KNN in all 
performance metrics[33]. While JM1 dataset results top in all 
the metrics as compared to models USS [35], VOTE, RT, NB 
[33]. Dataset MC1, PC1, PC2, PC3, PC4, and PC5 achieve the 
highest results in precision, recall, and f1-score.Performance 
metrics of various models for different datasets are listed in 
Table VII. 

TABLE V. LOSS AND ACCURACY GRAPH FOR VARIOUS DATASETS 

 
Fig. 4. Accuracy Graph for MJ. 

 
Fig. 5. Loss Graph for MJ. 

 
Fig. 6. Accuracy Graph for PC5. 

 
Fig. 7. Loss Graph for PC5. 

 
Fig. 8. Accuracy Graph for JM1. 

 
Fig. 9. Loss Graph for JM1. 
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Fig. 10. Accuracy Graph for MC1. 

 
Fig. 11. Loss Graph for MC1. 

 
Fig. 12. Accuracy Graph for PC2. 

 

 
Fig. 13. Loss Graph for PC2. 

 
Fig. 14. Accuracy Graph for KC1. 

 
Fig. 15. Loss Graph for KC1. 

 
Fig. 16. Accuracy Graph for PC3. 

 
Fig. 17. Loss Graph for PC4. 

 
Fig. 18. Accuracy Graph for PC1. 

 
Fig. 19. Loss Graph for PC1. 

 
Fig. 20. Accuracy Graph for PC3. 

 
Fig. 21. Loss Graph for PC3. 

 

Fig. 22. Accuracy Graph for KC2. 
 

Fig. 23. Loss Graph for KC2. 

 
Fig. 24. Accuracy Graph for Transaction. 
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Fig. 25. Loss Graph for Transaction. 

 
Fig. 26. Accuracy Graph for COCOMO NASA. 

 

Fig. 27. Loss Graph for COCOMO NASA. 

TABLE VI. DATASET DESCRIPTION 

Dataset Criterion 
No. of 

Attributes 

No. of 

instances 
Source of Dataset 

MJ 
Software defect 

prediction 
24 94148 https://madeyski.e-informatyka.pl/tools/software-defect-prediction/ 

PC5 
Software defect 

prediction 
39 17186 https://github.com/klainfo/NASADefectDataset/raw/master/OriginalData/MDP/PC5.arff 

JM1 
Software defect 

prediction 
22 10885 http://promise.site.uottawa.ca/SERepository/datasets/jm1.arff 

MC1 
Software defect 

prediction 
40 9466 https://www.openml.org/data/download/53939/mc1.arff 

PC2 
Software defect 

prediction 
36 5589 https://www.openml.org/data/download/53952/pc2.arff 

KC1 
Software defect 

prediction 
21 2109 http://promise.site.uottawa.ca/SERepository/datasets/kc1.arff 

PC4 
Software defect 

prediction 
37 1458 https://www.openml.org/data/download/53932/pc4.arff 

PC1 
Software defect 

prediction 
22 1109 http://promise.site.uottawa.ca/SERepository/datasets/pc1.arff 

PC3 
Software defect 

prediction 
22 1109 https://www.openml.org/data/download/53933/pc3.arff 

KC2 
Software defect 

prediction 
22 522 http://promise.site.uottawa.ca/SERepository/datasets/kc2.arff 

Datatrieve 
Success/ failure in 

the transaction 
9 130 http://promise.site.uottawa.ca/SERepository/datasets/datatrieve.arff 

COCOMO 

NASA 

Required software 

reliability 
17 60 http://promise.site.uottawa.ca/SERepository/datasets/cocomonasa_v1.arff 

TABLE VII. COMPARISON OF ACCURACY WITH THE EXISTING MODELS IN THE LITERATURE 

Dataset Model Accuracy Precision Recall F - measure 

MJ 

Proposed 89% 90.00% 96% 93% 

Linear Regression (LR) [33] 74.99%   18.22%   

Decision Tree (DT) [33] 74.45%   10.79%   

Naive Bayes (NB) [33] 73.76%   22.28%   

Support Vector Machine (SVM) [33] 78.19%   26.58%   

Stochastic Gradient Boosting (GBM) [33] 76.16%   22.03%   

K-Nearest Neighbor (KNN) [33] 84.24%   56.83%   

PC5 

Proposed 91% 99% 90.00% 95% 

VOTE [34] 97.46%       

Random Tree [34] 97.08%       

Naive Bayes [34] 96.44%       

https://madeyski.e-informatyka.pl/tools/software-defect-prediction/
https://github.com/klainfo/NASADefectDataset/raw/master/OriginalData/MDP/PC5.arff
http://promise.site.uottawa.ca/SERepository/datasets/jm1.arff
https://www.openml.org/data/download/53939/mc1.arff
https://www.openml.org/data/download/53952/pc2.arff
http://promise.site.uottawa.ca/SERepository/datasets/kc1.arff
https://www.openml.org/data/download/53932/pc4.arff
http://promise.site.uottawa.ca/SERepository/datasets/pc1.arff
https://www.openml.org/data/download/53933/pc3.arff
http://promise.site.uottawa.ca/SERepository/datasets/kc2.arff
http://promise.site.uottawa.ca/SERepository/datasets/datatrieve.arff
http://promise.site.uottawa.ca/SERepository/datasets/cocomonasa_v1.arff
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Dataset Model Accuracy Precision Recall F - measure 

JM1 

Proposed 89% 92% 95% 93% 

USS[35] 66.40% 82.50% 96.90% 89.10% 

VOTE [34] 81.44%       

Random Tree [34] 75.30%       

Naive Bayes [34] 80.45%       

MC1 

Proposed 95% 99% 95% 97% 

USS[35] 85.50% 67% 43.30% 49.70% 

VOTE [34] 99.42%       

Random Tree [34] 99.43%       

Naive Bayes [34] 93.80%       

PC2 

Proposed 86% 99% 86% 93% 

VOTE [34] 99.53%       

Random Tree [34] 99.29%       

Naive Bayes [34] 97.11%       

KC1 

Proposed 84% 90.00% 91% 91% 

USS[35] 78.50% 87.80% 95.30% 91.40% 

VOTE [34] 85.62%       

Random Tree [34] 82.85%       

Naive Bayes [34] 82.50%       

PC4 

Proposed 89% 99% 87% 93% 

ILLE-SVM (Improved Locally Linear Embedding and Support)[37] 90.00% 62.50% 83.33% 71.43% 

VOTE [34] 90.28%       

Random Tree [34] 87.74%       

Naive Bayes [34] 87.11%       

PC1 

Proposed 85% 99% 84% 91% 

USS[35] 84.10% 52.60% 36.30% 40.90% 

ILLE-SVM (Improved Locally Linear Embedding and Support)[37] 84.78% 78.26% 90.00% 83.68% 

LASSO-SVM[36] 78.26% 79.40% 75.46% 79.85% 

SVM[36] 71.32% 69.29% 69.25% 70.64% 

Linear regression (LR)[36] 84.20% 61.50% 69.60% 65.30% 

Back propagation neural network(BPNN)[36] 79.30% 60.60% 72.40% 66.90% 

Cluster Analysis (CA)[36] 71.60% 63.50% 71.20% 67.10% 

VOTE [34] 93.73%       

Random Tree [34] 91.64%       

Naive Bayes [34] 89.12%       

PC3 

Proposed 83% 99% 81% 89% 

USS[35] 76.60% 37.60% 26.10% 30.10% 

ILLE-SVM (Improved Locally Linear Embedding and Support)[37] 89.66% 73.08% 86.36% 79.05% 

VOTE [34] 89.12%       

Random Tree [34] 86.01%       

Naive Bayes [34] 48.30%       

KC2 

Proposed 86% 89% 94% 92% 

VOTE [34] 82.91%       

Random Tree [34] 79.86%       

Naive Bayes [34] 83.62%       

Datatrieve 
Proposed 86%       

USS[35] 50.00% 91.20% 99% 95.40% 

COCOMO 

NASA 
Proposed 96% 99% 91% 95% 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

692 | P a g e  

www.ijacsa.thesai.org 

VI. CONCLUSION 

Predicting software reliability has become an essential 
activity in software development to develop better quality 
software. Recently, the researcher community has identified 
that computational intelligence techniques can outperform 
traditional prediction methods. This study predicts the software 
reliability using a dense neural network which is implemented 
using deep learning. The classification is performed on twelve 
datasets KC1, KC2, Datatrieve, COCOMO NASA, MJ, JM1, 
MC1, PC1, PC2, PC3, PC4, and PC5. The optimal model is 
designed with different configurations for each dataset for 
classification. Results are evaluated using four standard 
performance metrics, i.e., accuracy, precision, recall, and f1-
score. The results obtained by our model show better results as 
compared to previous models in terms of accuracy, especially 
dataset MJ, JM1, KC2, and COCOMO NASA. 

Hybridization of deep learning techniques with other 
computational intelligence techniques can be explored for 
better results. The same study can be extended with large 
industrial datasets to achieve better results and can also be 
experimented with other algorithms. 
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Abstract—Now-a-days, human-machine interfaces are 

increasingly intuitive and straightforward to design, but there is 

difficulty capturing electromyographic signal data using the least 

amount of hardware. This work takes the signals of a human 

forearm as input parameters describing a series of five gestures, 

using a dataset of 8 channels of electromyographic signals, using 

as a capture device a Thalmic Labs Inc. handle called Myo 

armband. The aim is to compare the performance of the artificial 

neural network using data in the time domain as input to the 

learning system. The same data are pre-processed to the 

frequency domain, looking for an improvement in the neural 

network's performance since transforming the input signals of 

the system to the frequency domain minimizes the problems 

inherent to this type of signal. This transformation is achieved 

using the fast Fourier transform. Consequently, it seeks to reach 

a neural network architecture that recognizes the gestures 

captured with the Myo armband in a high percentage of 

performance to be used in stand-alone applications, using the 

TensorFlow libraries of Python for its design. As a result, a 

comparison of the neural network trained with data in time 

versus the same data expressed in the frequency domain is 

obtained, seen from the increase in performance and the 

percentage of gesture detection. 

Keywords—Neural networks; electromyographic signals; Myo 

armband; tensorflow; fast fourier transform 

I. INTRODUCTION 

Currently, there are different types of human-machine 
interfaces [1] (HMI) developed for applications in areas like 
automation [2], robotics [3], biomedicine [4], biometrics [5], 
among others. That has led to users needing specialized 
studies, knowledge, or skills on information technology to 
implement and operate such applications properly. For this 
reason, it is becoming important to minimize the complexity of 
these types of controls, design more straightforward and more 
intuitive human-machine interfaces, which take advantage of 
the benefits of human biomechanics, and make it easy and 
safer handling of the applications. Therefore, the aim is to have 
control interfaces that do not require much prior training and 
are as natural as possible, reaching non-invasive devices which 
can be used as a clothing accessory without needing the help of 
external personnel for configuration or startup. 

For years one of the techniques that have been used for the 
development of HMI is electromyographic (EMG) signals [6]. 
The EMG signals measure the electrical currents generated in 
the muscles during their contraction, representing 

neuromuscular activities [7]. An example of this is interfaces 
that detect the gestures of a human forearm, which use the 
electrical impulses of the forearm to control machinery, robots 
[8], prosthesis [9], [10], home automation systems [11], [12], 
personal identification systems [13], [14], IoT systems [15], 
among others. 

On the other hand, a series of transformations have been 
used in the preprocessing of EMG signals for a couple of 
decades, taking into account problems present in periodicity, 
frequency behavior, stationary behavior, and fast transient 
behavior. Consequently, EMG signals have been acquired in 
the time domain, and mathematical transformations have been 
used to bring them to the frequency domain [16]. For example, 
Wavelet transform (WT) and the fast Fourier transform (FFT) 
are primary tools for analyzing and subsequent use of these 
signals. 

Additionally, in recent years the use of Artificial Neural 
Networks (ANN) has become extensive for the classification of 
EMG signals [17], [18]. Due to the complexity of analyzing the 
intrinsic characteristics of these signals in terms of variance 
identification, average, length, zero crossing, median, and 
frequency, as to propose an algorithm. Thus, some previous 
works have focused on acquiring a database of signals in the 
time domain to use them as a knowledge base to train an ANN-
based machine learning system [19], [20]. The amount of 
information to be analyzed becomes significant due to pure or 
"raw" EMG signals in the time domain. 

Therefore, the objective of this research is to develop an 
algorithm in Python language that detects the gestures of a 
human forearm, using the EMG signals of this part of the body, 
to make a direct comparison between the use of these pure 
signals in time and the same signals transformed to the 
frequency domain through an FFT. These last to training and 
subsequent verification of an ANN and validate the algorithm's 
performance. 

The paper is organized as follows: Section 2 presents the 
methodology proposed to detect EMG signals, create a dataset, 
preprocess the data in the time domain and get through FFT the 
data in the frequency domain, and design ANN to training and 
classification arm gestures. Section 3 presents the results of 
implementing the ANN algorithm in Python language, testing, 
and evaluating its performance. Section 4 presents the 
conclusions about this research's main ideas, including possible 
future jobs. 
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II. METHODOLOGY 

A. Data Acquisition System 

Technological advances in miniaturization and high 
performance of electronic devices have allowed advances in 
biomedicine, applied to human-machine interfaces, in this case, 
the use of wearable devices, particularly the Myo armband 
handle designed by the company Thalmic labs inc [21]. This 
armband is equipped with eight EMG electrodes, a 3-axis 
gyroscope, a 3-axis accelerometer, and a 3-axis magnetometer 
to perform IMU metrics. The EMG electrodes on the handle 
detect signals related to the muscular activities of the user's 
forearm, and the IMU detects forearm movements in three-
dimensional space. This data acquired by the handle is sent via 
Bluetooth Low Energy (BLE), which allows a 3D 
reconstruction of human forearm movements, making it a good 
choice for this type of human-machine interface [22]. 

The Myo armband was chosen for this work as the EMG 
data acquisition system, running on Windows operating system 
using Myo Connect drivers as a base. Moreover, TensorFlow 
'TFF' machine learning libraries were used to design the ANN 
in the software part. 

As a first step to create a dataset, data from a human 
forearm was acquired as a control interface using the Myo™ 
Gesture Control armband tool. The signals were captured using 
Python scripts to read the data and store them in flat format. 

Then, those EMG signals were analyzed to be used as a 
knowledge base for the training and verification of the ANN-
based learning system. For this purpose, it was chosen five 
basic gestures made with the forearm, as shown in Fig. 1. Each 
gesture is captured by the Myo armband device for a time of 
one second, with a sampling frequency of 200Hz. These 
signals are considered a significant sample of gesture behavior. 
The data capture was performed through a Python script, which 
was in charge of measuring the time, completing the capture, 
and finally writing a flat file. 

B. Characteristics of Artificial Neural Network 

In recent years, ANNs have been used as a basis for 
recognition and classification tasks [23], [24]. Like in this case, 
it is required to associate patterns from a previously generated 
dataset, identifying from each muscular gesture performed by 
the arm those relevant characteristics that make it different 
from another gesture. It has been decided to use an ANN for 
this task because: 

 it has the natural ability to acquire knowledge through 
experience, 

 it can be easily adapted dynamically depending on the 
learning environment, and 

 it has a high level of fault tolerance, supporting missing 
input data or significant damage to its structure and 
continuing with a good performance. 

   
(a) Closed Hand Gesture.    (b) Open Hand Gesture. 

  
(c) Hand Gesture at Rest.   (d) Hand Gesture Turned to the Right. 

 
(e) Hand Gesture Turned to the Left. 

Fig. 1. Basic Gestures Captured with the Myo Armband. 
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So, the first methodological step was to collect the data, 
with specific characteristics, with a minimum amount of data, 
and in different individuals to have an adequate knowledge 
base. After that, it is necessary to decide which libraries must 
implement the learning system. Given its characteristics and 
ease of implementation, it chose to develop ANN using a 
library called TensorFlow Federated "TFF" developed by 
Google. It is an open-source framework for programming code 
for machine learning with decentralized data. 

This library allows different architectures to be proposed in 
terms of the type of training, the platform on which they run 
and the different programming languages used, and the devices 
on which the final application will run. The architecture of TFF 
makes it possible to run on different platforms, i.e., CPUs, 
GPUs, and on a PC or a mobile device, in addition to being 
compatible with different programming languages such as 
Java, JavaScript, C, Go, Python, among others. However, it has 
been evidenced that the language most used to implement TFF 
is Python, so it is the one that will be used for the development 
of the algorithm to model the ANN. 

After choosing the architecture, the device, and the 
programming language, it is necessary to define the size and 
characteristics of the dataset in terms of: 

 the type of file to work with, 

 the amount of data to be used for training, and 

 the amount of data to be used to verify the learning 
performed. 

Once it is clear if the dataset is local, built from its own 
data captures, the next step is to define the architecture of the 
ANN in terms of the number of neurons in the input and output 
layers, the number of hidden layers, and therefore the number 
of neurons used for the process. In addition to which activation 
function is indicated for the type of data being used. 

Depending on the hardware characteristics, which in this 
case are local, using a CPU in a desktop PC, the performance 
of the neural network training software must be taken into 
account as a limiting parameter for the construction of the 
ANN model. In other words, the designed architecture and the 
processing time required must be considered to perform the 
training process. For this case, being local processing using a 
CPU requires a certain number of hours and does not allow 
significant changes to the neural network architecture in an 
agile way. 

Finally, having the internal architecture of the ANN, it is 
necessary to perform learning tests, error quantity and verify if 
the system learned, for which TFF offers reports and graphs for 
error verification ROC curves, as well as verification of system 
learning through confusion matrices. 

C. Block Diagram - Proposed Overall Solution 

After defining the work methodology with which the 
solution will be designed and considering that such a scheme 
applies to different work scenarios, a general flow diagram is 
proposed in Fig. 2 to reach a system that detects gestures in a 
usable knowledge base for different applications. On the other 
hand, it is essential to emphasize that it seeks to compare the 

data input, firstly the data as captured with the bracelet, in the 
time domain, simply with a normalization process, all this 
compared with a preprocessing of the input signals brought 
into a frequency domain. 

D. Pre-process Time or FFT 

Sixty-six thousand four hundred seventy-nine (66479) 
signals with a duration of one second were captured, 
corresponding to five different gestures using the Myo 
armband performed by three different individuals, as shown in 
Fig. 1. Subsequently, EMG signals of this dataset are 
preprocessed before being stored as local files, modeled, and 
classified to be usable for ANN training. 

Fig. 3 shows a signals capture of the 8 EMG channels for a 
gesture, with a duration of one second and a sampling 
frequency of 200 Hz; it is possible to observe the 
characteristics of the signals captured in the time domain by the 
Myo armband. For this particular case, the signal is between a 
range of -50 and 50 units; it is evident that the most significant 
part of the signal is in its first 64 samples, in which the most 
substantial part of the gesture is found. For this reason, the 
ANN has an input layer of 64 neurons. 

Fig. 4 shows the samples transformed to the frequency 
domain. A preprocessing of the EMG signals is performed, 
transforming those to the frequency domain, using the fast 
Fourier transform specifically. As base parameters for the 
Fourier transform, it used the criteria of twice the sampling 
frequency of the signal, i. e., the base frequency of the 
transform was performed at 400Hz. Also, the data of the 
magnitude and bilateral angle of the signal centered at zero 
were taken. 

 

Fig. 2. Flow Chart of the Proposed Overall Solution. 
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Fig. 3. EMG Signals Captured with the Myo Armband of the Left-hand Gesture in the Time Domain 

 

Fig. 4. EMG Signals Captured with the Myo Armband of the Left-hand Gesture in the Frequency Domain. 

E. Architecture of Artificial Neural Network  

Regarding the architecture of the solution, it was chosen to 
perform the data capture and network training process in a 
supervised manner using a local PC with the following 
hardware configuration: 5800x processor, RTX2070 GPU, 
32Gb RAM at 3600Mhz, and the following software versions 
were used: Python version 3.9 and TensorFlow version 2.7.0. 

Regarding the ANN creation and testing process, the first 
step is to characterize the data set that will be entered. Then, 
tests are performed with different numbers of training epochs 
or iterations to different configurations of the layers in the 
designed multilayer network. Subsequently, the architecture of 
the ANN must be defined, as shown in Fig. 5. The input layer 
has sixty-four neurons, that number of neurons taking into 
account the size of the dataset samples. The hidden layers have 
a number of neurons variable depending on the minimum 
performance required for this application; in Fig. 5. the change 
in the number of neurons is represented as N. The output layer 
has five neurons, that number of neurons considering the 
different gestures to be identified. 

When talking about ANNs, it is necessary to have a 
minimum model to recalculate the weights that will model the 
behavior of the network. In this case, a simple backpropagation 
model is chosen that complies with the following equations, 

Input layer:   
(𝑖)             (1) 

Hidden layer: 𝑎1
(𝑖) = 𝜎(𝑊1𝑥

(𝑖) + 𝑏1)            (2) 

Output layer: ŷ
(𝑖) = 𝜎(𝑊2𝑎1

(𝑖) + 𝑏2)           (3) 

Where 
(𝑖) is the input, the captures that were made of the 

three individuals performing the five gestures, 𝑊1, 𝑏1, 𝑊2, 𝑏2 
are the matrices of weights and vectors of independent values 
used in the layers of (1) and (2), which are initialized 
randomly. The nonlinear activation function is 𝜎. The result in 
(3) is represented by ŷ

(𝑖) where i is the desired output estimate 
[25]. 

Once it has a tentative ANN architecture, it is performed a 
series of tests with different network models until it achieves 
accuracy percentages greater than 80% and an amount of lost 
data less than 20%. Table I shows the different models of the 
ANN, taking as a knowledge base the data in the time domain. 

The third ANN model uses an architecture with 66479 
neurons in the first hidden layer and 300 neurons in the second 
hidden layer due to an activation method called RELU. RELU 
is a function that allows data to pass through or not to the next 
layer, depending on the result of the neuron weighting with 
equation (2). If the result of the neuron weighting is negative or 
zero, it does not pass to the next layer; otherwise, any positive 
number passes to the next layer. (Tf.Nn.Relu | TensorFlow 
Core v2.7.0, n.d.). Moreover, the first layer of the ANN has a 
dropout of 20%, which consists of randomly establishing in 
each iteration of training which neuron should be deactivated. 
The number of deactivated neurons in the layer will depend on 
the percentage entered into the dropout method. That is done 
not to overtrain the ANN. (Tf.Keras.Layers.Dropout | 
TensorFlow Core v2.7.0, n.d.). 
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Fig. 5. Graphical Model of an ANN 

TABLE I. DIFFERENT MODELS OF THE INTERNAL ARCHITECTURE OF THE ANN, USING THE DATA IN TIME 

Model Epochs Neurons hidden layer 1 Neurons hidden layer 2 Neurons hidden layer 3 Accuracy Lost 

1 50 15000 100 N/A 20% 30% 

2 2000 15000 100 20 25% 40% 

3 1000 66479 300 100 90% 0,80% 

TABLE II. MODEL OF THE INTERNAL ARCHITECTURE OF THE ANN, USING THE DATA AT FREQUENCY 

Model Epochs Neurons hidden layer 1 Neurons hidden layer 2 Neurons hidden layer 3 Accuracy Lost 

Unique 1000 66479 300 100 95% 0,87% 

When transforming the data to the frequency domain using 
FFT, it decreases the number of samples needed and minimizes 
some problems that the signals present in the time domain; in 
this case, it has the following ANN model, as shown in 
Table II. 

F. Measuring Performance of Artificial Neural Network 

Once the ANN model has been found, the parameters 
considered to verify the correct operation of the system are its 
performance and margin of error, in addition to analyzing 
possible training errors. This process has been done two 
previous times, modifying the data set and remodeling the 
ANN architecture, either by changing the weight of the 
neurons proportionally to the error or by reducing or increasing 
the layers of neurons to reduce overtraining or underfitting. 
When this architecture is already defined, the behavior of the 
error and performance of the network is analyzed. The results 

for the third model are shown in Fig. 6; such data analysis is 
performed for the ANN with the input data in the time domain. 

It can be seen that the probability of getting the gesture 
right is approximately 92%, and there is a loss of less than 
0.4%; these results were obtained with the data set of 66479 
captures or samples of the input signal in the time domain. 

In the same way, tests were performed for the case of the 
chosen model, using the data in the frequency domain, such 
validation measurement of accuracy parameters and data loss, 
are shown in Fig. 7. 

It can be seen that the probability of getting the gesture 
right is approximately 93%, and there is a loss of less than 
0.21%; these results were obtained with the data set of 66479 
captures or samples of the input signal in the time domain 
transform to the frequency domain. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 3, 2022 

699 | P a g e  

www.ijacsa.thesai.org 

 
(a) Accuracy Validation.     (b) ANN Model Loss. 

Fig. 6. Measurement of Training Parameters for Third Model with Time Domain Input Data. 

 
(a) Accuracy Validation.     (b) ANN Model Loss. 

Fig. 7. Measurement of Training Parameters with Frequency Domain Input Data. 

III. RESULTS 

The ANN training yielded a data loss of 24.76% and an 
accuracy rate of 91.98%, with a thousand epochs in the training 
of the ANN data, data shown in Fig. 8, all this for the time 
domain data. 

The ANN training yielded a 21.66% data loss and a 92.95% 
accuracy percentage, with a thousand epochs in the training of 
the ANN data, data shown in Fig. 9, all this for the data in the 
frequency domain. 

One of the most used tools to validate the efficiency of the 
selected neural network model is the confusion matrix of the 
model, which is represented in a graph. This graph shows a 
matrix that shows the percentage of accuracy of the ANN when 
predicting a gesture, and it can also see the percentage of error 
when predicting another gesture that does not correspond to the 
one entered. 

In order to appreciate the accuracy of the model, it is 
necessary to consider the diagonal of the matrix that begins in 
the upper left corner and ends in the lower right corner. The 
numbers that make up the diagonal indicate the percentage of 
accuracy in predicting the gesture correctly; the other fields of 
the matrix are the percentage of error in predicting the gesture. 
Fig. 10 shows the graphs of the confusion matrix for the time 
domain and frequency domain of the ANN model developed. 

It can observe in confusion matrices that despite the pre-
processing of the information, using the fast Fourier transform, 
the performance only improves by 1% for some gestures. 
These matrices clearly show that the system successfully 
classified the gestures, both in the time and frequency domains, 
consistently achieving prediction percentages higher than 88%. 

 

Fig. 8. Test Values Obtained in ANN Training in the Time Domain. 
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Fig. 9. Test Values Obtained in the ANN Training in the Frequency Domain. 

   
(a) Confusion Matrix for Time Domain.    (b) Confusion Matrix for the Frequency Domain. 

Fig. 10. Confusion Matrices of the ANN Model. 

IV. CONCLUSION 

This paper documents the training process of an ANN to 
detect five gestures captured from a human forearm of 3 
different individuals, focusing on the differences between 
capturing the "raw" data in the time domain versus pre-
processing them by transforming them to the frequency 
domain. It was verified that transforming dataset samples to the 
frequency domain removes some time-domain dataset issues 
such as delays, level offsets, and signal offsets. Also, it was 
possible to reduce the number of samples necessary to generate 
the minimal identification information of the gestures. 

In some previous literature, a significant improvement was 
observed in working the systems in the frequency domain, 
avoiding problems inherent to the EMG signals. For this 
reason, it was expected that there would be an improvement in 
the detection process of the gestures. However, the increase in 
the measurement parameters and verification of the ANN has 
only reflected improvements close to 1%. 

As future work, it is proposed to improve the data capture 
process, increasing the signal's sampling period over time to 
have more detectable harmonics in the frequency domain and 
have more elements to perform the training process of the 
ANN. Having a new sampling rate would increase the number 
of neurons in the input layer, and therefore the rest of the 
hidden capabilities would have to be modified. Finally, it 
would have to alter the epochs in the training process, having 
more samples of different individuals to have a complete 
dataset, looking for an improvement that exceeds the threshold 
of 90% detection of gestures. 
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